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Abstract

Future high-density magnetic data storage demands both, a detailed understand-
ing of the magnetic reversal processes as well as a basic concept of local magneti-
zation switching by the injection of a spin-polarized current.

Within this work, the intrinsic thermal switching behavior of magnetic iron
nanoislands with uniaxial anisotropy is investigated by means of spin-polarized
scanning tunneling microscopy (SP-STM). The islands typically contain about
100 iron atoms on a clean tungsten(110) substrate. The experiments reveal that
magnetization reversal takes place via the nucleation and diffusion of a domain
wall. Atoms on the rim of the islands have a significantly higher anisotropy energy
than center atoms.

The thermal switching behavior of individual nanoislands has been influenced
using high spin-polarized tunnel currents in the μA range. Analysis of the thermal
switching behavior as a function of the applied tunnel current shows an increased
lifetime asymmetry of the two otherwise degenerate magnetic orientations with
increasing tunnel current. Spatially-resolved data permit the three fundamental
contributions involved in magnetization switching to be identified and quantified,
i.e. pure spin torque, Joule heating of the island by the tunnel current, and Oersted
field effects. The magnetization of quasistable islands has been reversed using
manually triggered high tunnel current pulses.

The experiments demonstrate nanoscale magnetic manipulation using an SP-
STM probe tip. Combined current-induced magnetization reversal across a vac-
uum barrier and the ultimate resolution of SP-STM provide an improved under-
standing of the magnetization switching mechanisms.
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Inhaltsangabe

Eine grundlegende Voraussetzung für die Entwicklung zukünftiger Datenspeicher-
technologien ist das detaillierte Verständnis des thermischen und spinstromin-
duzierten Schaltens von nanoskaligen Magneten.

In dieser Arbeit wird das thermische Schaltverhalten von magnetischen Nanoin-
seln uniaxialer Anisotropie mittels spinpolarisierter Rastertunnelmikroskopie (Spin-
Polarized Scanning Tunneling Microscopy, SP-STM) untersucht. Dabei besteht
jede der Nanoinseln aus ca. 100 Eisenatomen, die sich auf einer reinen Wolfram(110)-
Oberfläche befinden. Die hier vorgestellten Experimente zeigen, dass die ther-
misch aktivierte Magnetisierungsumkehr durch die Nukleation und anschließende
Diffusion einer Domänenwand innerhalb einer Nanoinsel hervorgerufen wird. Atome
am Rand der Insel haben dabei eine im Vergleich zum Zentrum deutlich erhöhte
magnetische Anisotropie.

Das thermische Schaltverhalten der Magnetisierung einzelner Nanoinseln wird
mittels hoher spin-polarisierter Tunnelströme im μA-Bereich gezielt beeinflusst.
Während bei niedrigem Tunnelstrom beide Magnetisierungszustände die gleiche
mittlere Lebenszeit zeigen, bildet sich mit zunehmendem Tunnelstrom eine Asym-
metrie der Lebenszeiten aus. Die Kombination mit ortsaufgelösten Daten er-
möglicht dabei die Trenung und quantitative Bestimmung von drei fundamentalen
Effekten, die zum strominduzierten Schalten beitragen: Das reine Spinstrom-
schalten durch Spinübertrag, das Joule’sches Aufheizen der Nanoinsel durch den
Tunnelstrom, und Einflüsse des Oersted-Feldes. In einem Temperaturbereich, in
dem die Magnetisierung der Nanoinseln quasistabil ist, werden manuell ausgelöste
spin-polarisierte Strompulse genutzt, um die Magnetisierung einer Nanoinsel zu
schalten.

In diesen Experimenten wird die magnetische Manipulation nanoskaliger Ob-
jekte mittels SP-STM demonstriert. Das strominduzierte Schalten über eine
Vakuumbarriere in Kombination mit der hohen Ortsauflösung von SP-STM er-
möglicht es dabei, ein vertieftes Verständnis der Prozesse zu gewinnen, die zum
Schalten der Magnetisierung beitragen.
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Chapter 1

Introduction

Information storage on individual atoms still remains a dream for our information
society. Today’s commercial applications require magnetic storage devices with
bit densities unimaginable over 50 years ago, and this development still continues.
Advances in technology led to smaller and cheaper computers using data storage
technologies at much higher density. In today’s commercial hard disks, one bit
has the size of about 3600nm2, thereby allowing the storage of more than one
TeraByte (106 MB) in a conventional 3.5 ” slot device.

The discovery of the giant magnetoresistance (GMR) effect in 1987 enabled
to decrease the bit sizes down to today’s dimensions. In 2007, Peter Grünberg
and Albert Fert received the Nobel prize for their discovery of the GMR effect.
When passed by a current, the conductance of a device consisting of two magnetic
layers separated by a non-magnetic layer depends on the relative magnetization
directions of the two magnets. To readout the magnetization at high lateral
resolution, one magnetization is fixed whereas the other is affected by the strayfield
of the sample. Depending on the magnetization of the sample, the conductance
of the device is high or low, and this is decoded to the bit state “1” or “0”.

One technique did not change over the past decades: Magnetization reversal
is still based on the application of an external magnetic field that is generated
by the Oersted field of an electric current. But the electrons that contribute to
the current are not only charge carriers—they also have a spin and therefore a
magnetic moment. Inside a non-magnetic metal, the spin of the electrons has no
preferential orientation and therefore cancels on average. In 1996, Slonczewski [1]
and Berger [2] predicted that the current flowing through magnetic multilayers
could have a more direct effect on the magnetic state than the Oersted field: When
the current passes through a ferromagnet, it becomes partially spin-polarized,
aligning the electron spins along the magnetization direction of the ferromagnet.
The current carries a net angular momentum, and if the thickness of a non-
magnetic layer between two ferromagnets is small enough, the current can interact
with the magnetization of the subsequent magnetic layer. The spin current exerts
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Figure 1.1: (A) Schematic of a pillar device used in the experiments by Katine et al. with
two Co layers separated by a thin Cu layer [3]. (B) Ideal dU/dI signal of differential resistance
of a pillar device exhibiting hysteretic jumps as the current is swept. The current sweeps begin
at zero; red and green lines indicate increasing and decreasing current, respectively. Depending
on the current direction, the magnetization of the thin Co layer switches to the parallel or
antiparallel configuration.

a spin transfer torque on the magnetizations inside the multilayer device, and for
large enough currents this torque leads to magnetic precession or even reversal.
This is the basic concept of current-induced magnetization switching.

Since this prediction, many experiments have been performed that investigate
spin transfer induced magnetization dynamics [3–17], using different device ge-
ometries like mechanical or lithographically fabricated point contacts, nanopillars
or tunnel junctions. The first clear experimental verification of the spin-torque
driven magnetization reversal has been published by Katine et al. [3]. They in-
vestigated the current-driven magnetization reversal in pillars containing two Co
layers of different thickness separated by a Cu spacer, as depicted in Fig. 1.1A.
When applying a low magnetic field to fix the magnetization of the thick layer in a
one-domain state, spin-polarized electrons flowing from the thick to the thin layer
can switch the magnetic moment of the thin layer parallel to that of the thick
layer, while a reversed current leads to a switching into the antiparallel configura-
tion, as illustrated in Fig. 1.1B. In general, the switching process can be described
within a simple macro-spin model where all the magnetic moments within a par-
ticle rotate coherently. However, it was found that in some cases this model fails
and has to be extended to the combined action of spin injection and the Oersted
field that is induced by the current [18].

Although the lithographic fabrication of layered systems has been significantly
improved, it is very hard to realize multilayer devices with atomically sharp inter-
faces without any intermixing of the different materials. Consequently, it is not
clear where exactly the current flows that interacts with the magnetic electrodes,
and due to the structure of the devices the role of tunnel barrier imperfections in-
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side a magnetic tunnel junction is basically unknown. Furthermore, the influence
of Oersted field effects on magnetic switching processes is still an open question.
To exclude any interfacial imperfections, leakage channels or intermixings, one
could think of a magnetic tunnel junction where the magnetic electrodes are sep-
arated by vacuum. However, this kind of magnetic tunnel junctions has not yet
been realized for experiments using high spin-polarized currents. Consequently,
it remains an open question if current-induced magnetization switching across a
vacuum barrier is possible.

Spin-polarized scanning tunneling microscopy (SP-STM) opens the perspective
for a new class of experiments that provide a deeper insight into the microscopic
processes due to spin torque effects. SP-STM is a powerful tool to image the mag-
netic structure of surfaces at a lateral resolution down to the atomic scale [19, 20].
Here, a magnetic tip approaches a magnetic sample. When a bias voltage is ap-
plied to the electrodes, a spin-polarized tunnel current starts to flow between tip
and sample at small distances. In this configuration the spin-polarized tunnel
conductance between a magnetic tip and a magnetic sample is measured to deter-
mine the magnetic state of the sample. Besides, SP-STM realizes the model of a
“perfect” magnetic tunnel junction, with vacuum serving as the barrier separating
the two magnetic electrodes, namely the tip and the sample. Since the tunnel
current exponentially depends on the distance between tip and sample, the same
tip that determines the magnetic state at low current may be used for the ma-
nipulation of magnetism when tunneling at decreased distance, acting as a source
of high spin-polarized currents. The torque exerted by the electrons switches the
magnetization in a direction to align it parallel to the spin-polarization of the cur-
rent. However, whereas SP-STM already provides established reading capabilities
at ultimate resolution, it has not yet been shown experimentally that SP-STM
may also be used for applications to manipulate magnetism at that scale.

Using devices that provide reading and writing capabilities at ultimate lateral
resolution could lead to a further increase of data density in storage media. How-
ever, with decreasing particle size the so-called superparamagnetic limit will be
reached in the near future. For particles having a size less than a critical size,
thermally induced magnetization reversal processes can occur that destroy the
information stored in the particle [21]. In theoretical elaborations by Néel [22] and
Brown [23] the switching rate has been determined under the assumption of the
magnetization being coherent at any time—even during the switching process. In
this model the switching rate is exponentially dependent on the temperature and
the size of the particle. A detailed understanding of the microscopic processes
involved in the switching behavior could help to engineer materials that exhibit
a stable magnetization at small sizes and therefore may enable the realization of
new types of ultra-high data density storage devices.

Due to the limited lateral sensitivity, most of the experiments in the past have
been performed on ensembles of assumedly identical objects, and not on a single
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particle. Consequently, effects that are related to the shape or the size of individual
particles are not detectable in the averaged signal. Only recently the switching
behavior of individual nanoparticles has been investigated experimentally [24–27].
It has been shown that for compact particles the Néel-Brown theory applies very
well, while for particles with a distinct elongation a transition from a coherent
rotation of all magnetic moments to the nucleation and propagation of a domain
wall occurs.

For the experiments that have been performed within this work, ferromag-
netic nanoislands with uniaxial anisotropy and consisting of about 100 atoms on
a W(110) substrate were prepared that switch their magnetization due to thermal
activation. To get a deeper understanding of the switching processes involved in
magnetization reversal, the switching behavior of the nanoislands as a function of
temperature and size has been investigated systematically. After that, the possi-
bility of current-induced magnetization switching using SP-STM has been tested.
Before trying to reverse the magnetization of stable nanoislands, experiments on
the current-induced magnetization switching have been performed using a sam-
ple system of thermally switching nanoislands. In contrast to a stable magnetic
particle, where a minimum threshold current would have to be applied to excite a
magnetic reversal, even small spin torque effects should already significantly influ-
ence the switching behavior of nanoislands that reverse their magnetization due
to thermal activation, and these effects should lead to a modification of the state-
dependent mean lifetime between two switching events. Furthermore, the high
spatial resolution of current-induced magnetization switching with SP-STM could
provide new insight into the details of the processes involved in the magnetization
reversal that are inaccessible in experiments with buried interfaces.

In this thesis the switching behavior of magnetic nanoparticles and the ques-
tion whether SP-STM could also serve as a tool to manipulate the magnetism of
nanostructures at the atomic scale are investigated. After introducing the the-
ory of current-induced magnetization switching in Ch. 2, the working principles of
STM and SP-STM are covered in Ch. 3, followed by the experimental setup and
the preparation of tips and samples in Ch. 4. The results of the investigations
of thermally switching magnetic nanoislands are presented in Ch. 5, whereas the
results of the experiments regarding the current-induced magnetization switching
with SP-STM using are presented in Ch. 6 for the system of thermally switching
nanoislands and in Ch. 7 for quasistable nanoislands. Finally, a summary and
outlook are given in Ch. 8.
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Chapter 2

Theory of Current-Induced
Magnetization Switching

The magnetization orientation in a metallic ferromagnetic system affects the elec-
tron transport properties of the system. For example, the resistance of a magnetic
layer depends on the angle θ between its magnetization direction and the direction
of the flowing current. An angle of θ = 0° or θ = 180° results in maximum re-
sistance, and this effect is called the anisotropic magnetoresistance effect (AMR).
If two magnetic layers are separated by a nonmagnetic metallic thin film, the
resistance of a current flowing through this device depends on the relative mag-
netic orientation of the two layers. The change in resistance is known as the giant
magnetoresistance effect (GMR) [28, 29]. If the spacer is an insulating layer or
vacuum, the effect is called tunneling magnetoresistance (TMR) [30].

Since a magnetic system affects a current, the reversed effect may also oc-
cur: a spin-polarized current injected into a magnetic material can influence its
magnetization. Spin-transfer induced magnetization reversal is a relatively new
phenomenon and has been observed in studies on lithographically fabricated lay-
ered systems with structures typically smaller than 0.1μm in size. The spin torque
is driven by the exchange of angular momentum between a spin-polarized current
and the magnetization.

In the following sections, the basic theory of spin filtering and spin torque
generation are described for all-metallic devices and systems where an insulating
barrier separates two ferromagnets.

2.1 Spin filtering and spin torque generation

Whenever an electron flows through a conducting magnetic material, the spin of
the electron and the magnetic moments affect each other due to exchange inter-
action, resulting in an effective torque due to conservation of angular momentum.
Both the electron spin and the magnet experience this torque: Whereas an elec-
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Figure 2.1: Principles of spin transfer. (A) Details of the spin-filtering process. An electron
current with the spins aligned parallel to the magnetization of the layer is generated from
the passing electrons, whereas the spin of reflected eletrons is antiparallel with respect to the
magnetization of the layer. (B) Current density (jx) and spin current densities (Qxx,Qyx,Qzx)
of the electron flow. Due to the spin-filtering process at the interface, only the component Qzx

parallel to �M is transmitted.

tron gets spin-filtered when passing the magnet, the response of the magnet on
the electron flow depends on the current density and spin-polarization. For a suf-
ficiently high spin-polarized current the spin-torque acting on the magnet is high
enough to reverse its magnetization.

Principle of spin filtering and spin torque

In the following the basic principle of polarization and spin-torque generation
for an all-metallic device will be summarized, based on a publication by Stiles
and Zangwill [31]. The detailed polarization process is sketched in Fig. 2.1A. An
electron is considered moving along the x direction towards a ferromagnet with
magnetization �M , with the electron spin pointing in the direction (θ, φ) with
respect to �M . The current density is given by jx, whereas the spin current density
is described by Qxx, Qyx and Qzx, as depicted in Fig. 2.1B. The left index of Q is in
spin space, denoting the respective component along the x, y and z direction, and
the right index is in real space. Qzx is assumed to be parallel to the magnetization
of the magnet.

The state of the incoming electron can be described by a wave function ψin,
combined of orthogonal spin-up (↑) and spin-down (↓) components:

ψin =

[
cos

θ

2
e−i φ

2 |↑〉 + sin
θ

2
ei φ

2 |↓〉
]

eikxxei�q·�R . (2.1)

Here, the spatial variable is �r = (x, �R), and the wave vector is given by �k = (kx, �q).
�R and �q are two-dimensional vectors and denote the components in the plane of
the interface. The real space angle θ is transformed to θ/2 when changing into
spin space: In real space, spin-up and spin-down states are enclosing an angle of
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180°. In spin space, spin-up and spin-down states are orthogonal and consequently
enclose an angle of 90°. Hence, θ has to be transformed to θ′ = θ

2
in spin space.

At the interface to the magnet, the electron will be either reflected or transmit-
ted. Solving the Schrödinger equation separately for the spin-up and spin-down
components leads to the complete scattered state, again written as a combination
of spin-up and spin-down wave functions, ψscatter = ψ↑ + ψ↓, with

ψ↑ =cos
θ

2
e−i φ

2 ei�q·�R |↑〉
{ (

eikxx +R↑e−ikxx
)

T↑eik
↑
xx

; x < 0,
; x > 0,

(2.2)

ψ↓ =sin
θ

2
e+i φ

2 ei�q·�R |↓〉
{ (

eikxx +R↓e−ikxx
)

T↓eik↓
xx

; x < 0,
; x > 0.

(2.3)

Here, R↑, R↓, T↑, and T↓ are the reflection and transmission amplitudes for up
and down spin electrons. For x > 0, the wave vectors k↑x and k↓x differ due to band
splitting effects inside the ferromagnet. Note that the wave vector component
parallel to the surface is conserved, as expressed by the common factor ei�q·�R.

The magnitude of the potential step at the interface determines the trans-
mission (Tσ) and reflection (Rσ) amplitudes (σ =↑, ↓). Electrons in front of the
magnet are parametrized by k, whereas minority and majority electrons inside
the ferromagnet have different wave vectors k↑ and k↓ < k↑. The transmission
amplitudes can be derived by the usual quantum mechanical matching conditions:

Tσ(q) =
2kx(q)

kx(q) + kσ
x (q)

, (2.4)

where kx(q) =
√
k2 − q2 and kσ

x =
√

(kσ)2 − q2 denote the respective x component
of the wave vector perpendicular to the interface plane, and q = |�q|.

Whereas the transition amplitude Tσ(q) is real, the reflection amplitudes Rσ(q)
can be real or complex, depending on the magnitude q of the wave vector in the
plane of the interface:

Rσ(q) =
kx(q)− kσ

x (q)

kx(q) + kσ
x(q)

; q2 ≤ (kσ)2 , (2.5)

Rσ(q) =
kx(q) − iκσ

x(q)

kx(q) + iκσ
x(q)

; q2 > (kσ)2 , (2.6)

where κσ(q) =
√
q2 − (kσ)2.

The current densities jx and spin current densities Q for the incident, reflected
and transmitted states are listed in Tab. 2.1. Here, vx = �kx

me
denotes the velocity

of the electron, with me being its effective mass.
When the electron flows into the magnet, the (initally equal) magnitudes of its

spin component wave vectors are modified from kx to k↓ and k↑ with k↓ < k↑. As
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incident reflected
jx vx −|vx|

(
cos2 θ

2
|R↑|2 + sin2 θ

2
|R↓|2

)
Qzx

�

2
vx cos θ −�

2
|vx|

(
cos2 θ

2
|R↑|2 − sin2 θ

2
|R↓|2

)
Qxx

�

2
vx sin θ cosφ −�

4
|vx| sin θRe

[
R∗

↑R↓eiφ
]

Qyx
�

2
vx sin θ sinφ −�

4
|vx| sin θ Im

[
R∗

↑R↓eiφ
]

transmitted
jx v↑x cos2 θ

2
|T↑|2 + v↓x sin2 θ

2
|T↓|2

Qzx
�

2
v↑x cos2 θ

2
|T↑|2 − �

2
v↓x sin2 θ

2
|T↓|2

Qxx
�

4
v↑x+v↓x

2
sin θRe

[
T ∗
↑T↓eiφei(k↓

x−k↑
x)x

]
Qyx

�

4
v↑x+v↓x

2
sin θ Im

[
T ∗
↑T↓eiφei(k

↓
x−k

↑
x)x

]
Table 2.1: Current densities for incident, reflected and transmitted states of a free electron
with spin initially pointed in the direction (θ, φ) when interacting with a ferromagnetic interface.
The electron propagates along the x direction (results taken from [31]).

stated above, the incident electron can be described as a superposition of orthog-
onal spin-up and spin-down components. The scattered state is a combination of
the scattered spin components, and each spin component is separately affected by
the interface. Since both the reflection and the transmission amplitudes are spin-
dependent, the spin-up and spin-down components of the scattered state differ
from one another. Consequently, this results in different transverse spin compo-
nents and therefore in spin-filtering because of a discontinuity in the transverse
spin current.

The discontinuity of the transverse spin current gives rise to a spin torque
acting on the magnet. Imagine a pillbox that includes the interface of area A
between the non-magnetic metal and the magnet. The current is flowing along
the x̂ direction normal to the interface. The incoming spin flux �Qin · Ax̂ minus
the outgoing spin flux �Qtr · Ax̂+ �Qref · (−Ax̂) equals the torque �N on the mag-
netization inside the pillbox. Obviously, �N is proportional to the transverse part
of �Qin since the discontinuity of the transverse spin current is proportional to the
transverse part of �Qin. Consequently, the transverse spin component of a passing
electron is completely absorbed by the magnet within a few lattice constants. The
spin of reflected electrons are aligned antiparallel to the magnetization �M of the
ferromagnet, whereas the spin of the transmitted electrons is aligned parallel to
�M , as can be seen from Tab. 2.1.

To summarize, the angular momentum of the incoming electrons is imparted
to the ferromagnet moments and exerts a torque on them. Consequently, a spin
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Figure 2.2: (A) Scheme of a magnetic tunnel junction. An insulating barrier (I) separates two
ferromagnets (FL,FR). An equivalent circuit for spin-channel currents is shown in the bottom.
(C) Schematic junction potential for finite bias voltage U . The blue dotted line indicates the
energy of most of the tunneling electrons.

current with polarization parallel to the magnetization of the ferromagnet is gen-
erated from the passing electrons, whereas reflected electrons are polarized an-
tiparallel. The spin torque is in the direction to align the magnetization of the
ferromagnet with the polarization of the incident spin current.

Spin torque in magnetic tunnel junctions

Slonczewski [32, 33] treated spin torque generation in a magnetic tunnel junctions
from a theoretical point of view. His basic ideas are summarized in the following.

Consider a device consisting of an insulating barrier separating two ferromag-
netic electrodes, as depicted in Fig. 2.2A. The left and the right electrodes have
magnetizations �ML,R pointing along the respective unit vectors �l and �r. The total
current density J = J0[1 + ι cos θ] passes through the device, with J0 being the
unpolarized spin current and θ the angle between the magnetic moments of the
left and right electrode, and ι is a dimensionless coefficient of magnetoconduction
related to the polarization of each magnet. The magnetic tunnel junction can be
described by an equivalent circuit for spin-channel currents where the incoming
current J separates into JL+,JL− in the left magnet and JR+,JR− in the right
magnet. Inside the tunneling barrier, elastic channels (with conserved spin, J+,+,
J−,−) as well as inelastic channels (including spin excitations, J+,−, J−,+) con-
tribute to the tunnel current. In the absence of an external bias voltage, the spin
torque vector �TR induced on the right ferromagnet due to exchange coupling is
given by

�TR =
�

2e
τR · J0 �r × (�l × �r) , (2.7)
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where the torque coefficient of the right electrode τR equals the tunneling polar-
ization parameter PL of the left electrode. Pi (i =L,R) of each electrode depends
on the spin-dependent state densities Ωi,σ at the Fermi energy: Pi =

Ωi,+−Ωi,−

Ωi,++Ωi,−
.

This expression for �TR is only applicable if the inelastic channels of the tunneling
process J+,−, J−,+ can be separated into left- and right-dependent factors. In
analogy, the spin torque vector acting on the left magnet is given by

�TL =
�

2e
τL · J0

�l× (�r ×�l) , (2.8)

with τL = PR being the torque coefficient of the left electrode. The respective
wave vectors ki,σ inside the magnets and κ inside the tunnel barrier are given by

k2
i,σ =

2me

�2
Ei,σ and κ2 =

2me

�2
B . (2.9)

Here, Ei,σ is the kinetic energy at the Fermi level and B is the barrier potential
measured from the Fermi level (me denotes the electron mass).

The tunneling polarization parameter is then given by

Pi =
ki,+ − ki,−
ki,+ + ki,−

· κ
2 − ki,+ki,−
κ2 − ki,+ki,−

. (2.10)

When applying a finite bias voltage U to the right ferromagnet and neglecting
the slope of the barrier potential, the respective wave vectors are modified to (see
Fig. 2.2B):

k2
R,σ =

2me

�2
(ER,σ + eU) and κ2 =

2me

�2
(B − eU) . (2.11)

Considering a symmetric tunnel junction with the polarization PL = PR in the
absence of bias voltage, the respective spin torque coefficients τL,R can be deter-
mined as a function of bias voltage U . It turns out τL,R(U) are not symmetric
with respect to U = 0V, which can be attributed to the nonohmic resistance of a
tunneling barrier (in contrast to a metal junction).

2.2 Magnetization reversal due to spin-torque ef-

fects

An all-metal device for current-induced magnetization switching is shown in Fig. 2.3.
A nonmagnetic spacer separates a thick ferromagnet (which serves as a spin-filter)
from a thinner ferromagnet with antiparallel (A) or parallel (B) magnetization.

As shown in Fig. 2.3A, an unpolarized current is injected into the device from
the left and gets spin-polarized when passing through the thick ferromagnetic
layer. As long as the thickness of the nonmagnetic spacer is thinner than the
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Figure 2.3: A device for current-induced magnetization switching. A non-magnetic region (N)
separates a thick ferromagnet (F1) from a thin ferromagnet (F2). (A) When an unpolarized
current is injected from the left, it gets spin-polarized when passing F1. This spin current affects
the magnetization of F2 in a direction so as to align F2 parallel with F1. (B) If the current
is injected from the right, the spin-polarized electrons try to align F1 parallel with F2. Due
to anisotropy forces the magnetization of F1 is fixed, and reflected electrons from F1 exert a
spin torque on F2 in a direction so as to align the magnetic moment of the thin ferromagnet
antiparallel to F1.

spin-diffusion length, this current will remain spin-polarized when it impinges on
the second ferromagnetic layer. Electrons that are reflected from the thin layer
are aligned antiparallel to its magnetization, and exert a torque on the magnetic
moment of the thick layer to align it parallel to that of the thin layer. In the
absence of anisotropy forces, the magnetic moments of both layers would rotate
in the same direction [1]. However, due to the high anisotropy of the thick layer, its
magnetization is fixed against the spin torque exerted by the reflected electrons.
In contrast, the spin torque acting on the thin ferromagnetic layer can be high
enough to overcome the anisotropy forces, leading to a magnetization reversal that
results in a parallel magnetization configuration of both layers.

When the current is injected from the right, as depicted in Fig. 2.3B, the
directions of the torques are reversed due to the symmetry of the system: Now
the flow of electrons exerts a torque on the thick layer trying to align its moment
parallel to that of the thin layer. But the magnetization of the thick ferromagnet
remains stable, and therefore reflected electrons are polarized antiparallel, thereby
exerting a torque on the magnetization of the thinner ferromagnet. Consequently,
its moment is forced to align antiparallel to the magnetization of the thicker layer
and flips at high enough current.

After the reversal, spin-torque, anisotropy and magnetic damping act in the
same direction to stabilize the magnetic moment. For weakly interacting layers,
either orientation can be stable in the absence of an applied current, so the devices
can function as simple current-controlled memory elements.
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Figure 2.4: Basic principle of spin-torque generation in a macro-spin model. (A) Initial
configuration. A current with spin polarization along �ns passes a ferromagnet with magnetic
moment �m from left to right. (B) During spin transfer, a torque �Γη is generated accordingly to
Eq. 2.12. As a result �m is forced to rotate into a direction lying parallel with the polarization of
the incoming spin current. (C) To reverse the magnetization, a current with spin polarization
antiparallel with �m is injected. (D) This leads to an increase of the precession angle of �m around

its equilibrium position until the spin-angular-momentum transfer torque �Γη is compensated by

the opposing torque �ΓK originating from the anisotropy field �HK. (E) If the spin current is

large enough to overcome �HK, �m crosses the equator. Now �Γη and �ΓK both stabilize �m in the
reversed orientation.

Macro-spin model and dynamics

Within the so-called Macro-spin model a magnetic particle is assumed to be homo-
geneously magnetized with all magnetic moments aligned parallel to each other.
Then the nanomagnet can be treated as one single macrospin with a total mag-
netic moment �m given by the sum of the individual magnetic moments �mi.

In Fig. 2.4A, the initial configuration is sketched: In the absence of a spin-
polarized current, the magnetic moment �m of the macrospin aligns along the
magnetic easy axis due to magnetic anisotropy. Then a spin-polarized current
flows through the macrospin from left to the right. The spin-polarization unit
vector of the incoming current is denoted �ns, and the angle enclosed by �m and �ns

is called θ.
In analogy to the single electron case described in the previous section, the

spin-torque �Γη affecting the macrospin due to the exchange interaction is given
by

�Γη = −g(�nm, �ns) · �

2e
· ηI (�ns × �nm) × �nm , (2.12)

where �nm is the unit vector of the magnetization of the nanomagnet, I is the spin-
integrated current of electrons with charge e, and η =

I↑−I↓
I↑+I↓

is the spin-polarization
factor, where I↑ and I↓ are the spin-polarized currents with their polarization axis
defined by the polarizing magnet [1]. The term g(�nm, �ns) is a numerical prefactor
that describes the angular dependence of the efficiency of spin-angular momen-
tum transfer, originating from the quantum-mechanical nature of the interaction
between the spin-polarized current and the macro-spin. For simplicity, however,
a constant g(�nm, �ns) ≡ 1 is assumed, corresponding to complete absorption of the
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transverse angular momentum by the macro-spin.
The spin torque tries to align the macrospin parallel to the polarization direc-

tion of the incoming current, as depicted in Fig. 2.4B, showing the cross product
�ns×�nm and the resulting spin torque �Γη. If the incoming spin current is polarized
antiparallel with respect to the macrospin (90°< θ < 270°), �Γη can lead to reversal
of the macrospin, as shown in Fig. 2.4C.

The spin torque �Γη is the basic interaction that enters the magneto-dynamics
equation for the motion of the macro-spin. In the absence of an external mag-
netic field, the macro-spin dynamics of a magnet with uniaxial anisotropy can be
described by the Landau-Lifshitz-Gilbert (LLG) equation in the form

1

γ

d�m

dt
= �m×

[
�HK − α

�m

m
×

(
�HK + �Hη

)]
, (2.13)

where m denotes the magnitude of the magnetic moment �m, γ is the gyromagnetic
ratio, γ = g μB

�
(g ≈ 2, μB is the Bohr magneton), α is the LLG damping coefficient,

and �HK is the anisotropy field. The spin-angular-momentum transfer term �Hη

originating from the spin torque (Eq. 2.12) is given by

�Hη =
�

2e

η

αm
· I · �ns . (2.14)

Note that the sign of �Hη depends on the current direction and the sign of η. When
a spin-polarized current is injected to the macrospin, the precession angle of �m
around its equilibrium position is increased until the spin torque �Γη is compensated
by the torque �ΓK of the opposing anisotropy field �HK , as shown in Fig. 2.4D. If the
current is large enough to overcome the anisotropy field, �m flips to the reversed
state. Now both the spin torque and the anisotropy field stabilize the macrospin
in the reversed orientation, as shown in Fig. 2.4E.

The critical current Ic that is needed to compensate the anisotropy field is
given by the condition Hη(Ic) +HK = 0 [1, 9, 34], and a threshold current of

Ic =
2e

�

α

η
mHK (2.15)

is obtained. For currents above Ic the macrospin becomes unstable over time and
a reversal of the magnetic moment occurs.

2.3 Finite-temperature effects

Thermal activation in the absence of a spin torque

At finite temperatures the average precession motion of the macro-spin is affected
by the thermal excitations leading to finite probabilities for magnetization reversal.
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To describe the temporal evolution of the macro-spin �m in a first approach, no
spin torque contributions are considered, and no external magnetic field is applied.
Following the approach of Brown [23], the rapidly fluctuating random forces due
to thermal agitation are described by a random field �HL which can be added to
the anisotropy field term �HK in Eq. 2.13. Each component HL,i (i = x, y, z) of the
field �HL is related to the temperature T by

HL,i(t) =

√
2γ
α

m
kBT · Iran,i(t) , (2.16)

where Iran(t) is a gaussian random function with the first two moments of 〈Iran(t)〉 =
0 and 〈I2

ran(t)〉 = 1. Hence, the finite-temperature LLG equation is given by

1

γ

d�m

dt
= �m×

[
�HK + �HL − α

�m

m
× �HK

]
. (2.17)

From this equation, both the thermally activated motion of the macro-spin as
well as the mean lifetime τ̄ remaining in the potential well described by �HK can
be determined. Following Boltzmann statistics, τ̄ is given by

τ̄ = τ0 · exp

[
Eb

kBT

]
, (2.18)

where Eb is the anisotropy energy as seen from the local minimum around which �m
fluctuates, and τ0 ∼ (γHK)−1 is the reciprocal attempt frequency. Equation 2.17
applies when Eb 
 kBT . This situation is shown in Fig.2.5A: The energy levels of
the spin “down” and spin “up” states are degenerate, and the macro-spin fluctuates
between these states. Consequently, when averaging over a long period, the mean
lifetime of the macro-spin in the “up” state is equal to that in the “down” state.

Thermal activation including spin torque effects

In analogy to Eq. 2.13, spin-transfer excitation adds an additional torque term �Hη

to Eq. 2.17:
1

γ

d�m

dt
= �m×

[
�HK + �HL − α

�m

m
×

(
�HK + �Hη

)]
. (2.19)

If �Hη is collinear to the easy axis of the uniaxial anisotropy term �HK , then Eq. 2.19
can be rewritten in the form of Eq. 2.17:

1

γ

d�m

dt
= �m×

[
�HK + �HL − α̃

�m

m
× �HK

]
, (2.20)

with the modified damping coefficient α̃

α̃ =

(
1 +

Hη

HK

)
α =

(
1 − I

Ic

)
α . (2.21)
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Figure 2.5: (A) Intrinsic potential barrier for an uniaxial magnet. Due to thermal activation
the magnetization may switch between the two energy minima at θ = 0°and θ = 180°. Each
switch has to overcome the potential barrier Eb, and no orientation is preferred. Consequently,
the net magnetization averaged over a long period of time is zero. (B) When a spin-polarized
current passes the magnet, a spin-torque is generated, leading to an effective modification of the
potential barrier inside the magnet. The potential of the magnetic state that is parallel to the
spin-polarization of the current is decreased by Eb · (I/Ic), favoring a parallel orientation of the
macro-spin with the incoming spin-current polarization, whereas the potential of the antiparallel
state is increased by Eb · (I/Ic). The net magnetization averaged over a longer period of time
is not zero and parallel to the spin-polarization of the current.

Consequently, a spin-polarized current I modifies the effective damping coefficient
of the nanomagnet. In this notation, I < 0 stabilizes the macrospin in its initial
state, whereas I > 0 leads to a spin torque that opposes the magnetic anisotropy
field. A negative damping coefficient (α̃ < 0, which implies Hη > −HK) results
in magnetic instability and finally to a magnetic reversal of the macro-spin.

Obviously, the macro-spin dynamics including spin-torque effects can be de-
scribed by Eq. 2.17, with α replaced by α̃. The random field �HL (Eq. 2.16) depends
on α and has to be modified. This can be done by introducing a fictitious tem-
perature T̃ , such that α̃T̃ = αT . Equation 2.20 then describes the situation for a
macro-spin at temperature T̃ with damping α̃. Consequently, the mean thermal
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activation lifetime τ̄ of the system is given by

τ̄ = τ0 · exp

[
Eb

kBT̃

]

= τ0 · exp

[
Eb

kBT

(
1 − I

Ic

)]
, (2.22)

according to Eq. 2.18. Hence, the potential barrier Eb is effectively reduced or
increased by the spin-torque effects, and this modification is directly proportional
to the spin current I .

A uniaxial magnetic system that thermally reverses its magnetization with an
intrinsic mean lifetime τ̄ between two switching events will effectively experience
a spin-torque due to a spin-polarized current, thereby adding a preferential align-
ment to the magnetic moment �m of the thermally switching magnet. According to
Eq. 2.22, the potential barrier Eb for switching �m from antiparallel (AP) to par-
allel (P) configurations is lowered, whereas the potential barrier for the reversed
switching process is increased:

τ̄AP→P = τ0 · exp

[
Eb

kBT

(
1 − I

Ic

)]
(2.23)

τ̄P→AP = τ0 · exp

[
Eb

kBT

(
1 +

I

Ic

)]
. (2.24)

This situation is shown in Fig. 2.5B. Due to the spin-torque effects, a lifetime
asymmetry for the two switching processes evolves, and dependent on the current
direction, the mean lifetime for the parallel or antiparallel configuration of �m and
�ns is increased.



17

Chapter 3

Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) and spectroscopy (STS) provides insight
into structural and electronic properties of surfaces and nanoparticles on surfaces
at a resolution down to the atomic scale. The working principle of STM is based on
the quantum mechanical tunneling effect: When an atomically sharp metallic tip
approaches an electrically conducting sample at a certain bias voltage, a current
starts to flow (at a distance of typically 5 to 15Å ) even before the tip mechanically
touches the sample surface.

Figure 3.1: (A) In classical theory, an electron moving in a potential will be reflected at a
potential barrier if its energy is less than the height of the barrier. (B) In quantum mechanics,
however, the electron has a nonzero probability of tunneling through the barrier of finite height.
(C) In quantum mechanics, the electron can be described by a wave function ψ(z) that has
to fulfill continuity conditions within the three different regions (I,II,III) to solve the time-
dependent Schrödinger equation.
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3.1 The tunneling effect

In classical mechanics, an electron with energy E moving in a potential U(z) can
overcome a potential barrier U0 only if E > U0—otherwise it is reflected as shown
in Fig. 3.1A. In quantum mechanics, the electron is described by a wave function
ψ(z) and has a nonzero probability of tunneling through a potential barrier as
long as U0 < ∞, as depicted in Fig. 3.1B for an electron approaching a potential
barrier of height U0 and width d. The potential U(z) is constant within each of
the three regions shown Fig. 3.1C:

region I: z < 0, U(z) = 0, in front of the barrier,
region II: 0 ≤ z ≤ d, U(z) = U0, inside the barrier,
region III: d < z, U(z) = 0, behind the barrier.

In each region the quantum mechanical wave function describing the electron
satisfies the time-dependent Schrödinger equation,(

− �
2

2me

d2

dz2
+ U(z)

)
ψ(z) = Eψ(z), (3.1)

where me is the electron mass and � is Planck’s constant divided by 2π. The
respective solutions for the different regions are:

region I: ψ1 = eikz + Ae−ikz

region II: ψ2 = Be−κz + Ceκz

region III: ψ3 = Deikz ,

where k2 = 2meE/�
2 and κ2 = 2me(U0 − E)/�2. The incident current density ji

and the transmitted current density jt can be described by

ji =
�k

me
(3.2)

jt = − i�

2me

(
ψ∗

3(z)
dψ3(z)

dz
− ψ3(z)

dψ∗
3(z)

dz

)
=

�k

me
|D|2 (3.3)

and the transmission coefficient T is given by the transmitted current density
divided by the incident current density:

T =
jt
ji

= |D|2 . (3.4)

Using the wave-matching method, i.e. the continuity of the wave function and
its derivative at the discontinuities of the potential, the overall wave function is
obtained. The transmission coefficient is then given by

T = |D|2 =
1

1 + (k2+κ2)2

4k2κ2 sinh(κd)
. (3.5)
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In the limit of κd
 1 the transmission coefficient can be approximated by

T ≈ 16k2κ2

(k2 + κ2)2
· e−2κd. (3.6)

with κ =

√
2me(U0−E)

�
. As T is dominated by the exponential factor exp[−2κd],

tunneling in this model depends exponentially on the barrier width d times the
square root of the effective barrier height U0−E. This explains the high sensitivity
of the tunneling current to the tip-sample distance in STM.

3.2 Experimental aspects

On increasing the tip-sample distance by about an Å the tunneling current de-
creases by about a factor of 10. Therefore, the current is localized at the tip apex
where the tip and sample are closest. This explains the high lateral resolution of
the STM. However, the tip positioning has to be very accurate. This is accom-
plished using piezoelectric actuators to control the tip-sample distance as well as
the lateral position of the tip above the sample surface. By keeping the tunneling
current constant while scanning the tip laterally above the sample the surface
topography can be imaged with atomic resolution [35].

A schematic set-up of a STM system is shown in Fig. 3.2. The working prin-
ciple of the piezoelectric effect is the following: When a voltage is applied to a
piezoelectric material, it elongates or contracts, depending on the polarity. In
many STM systems, a piezoelectric tube scanner is used with the outer side of
the tube scanner covered by four electrode segments (x+, y+, x−, y−), whereas the
inner side is completely contacted by one single electrode (z). When applying
a dc voltage between the inner and all outer electrodes, the whole tube scanner
elongates or contracts depending on the polarity. This effect moves the tip in the z
direction. When the voltage is applied between the two opposite outer electrodes
x+ and x−, the piezoelectric material is elongated at one electrode and contracts
at the other, thereby bending the tube. Consequently, the tip can be moved along
the x direction. The same principle is used to control the motion of the tip along
the y direction.

To record an image, the z-component of the tip position is adjusted by a
feedback loop to keep a constant tunnel current between the tip and the sample
while a raster scan generator moves the tip across the surface. In this “topography
mode”, the z component of the tip position is recorded at every point and thereby
provides a measure of the surface contours. Color coding the z(x, y) signal helps
to get an impression of the sample surface topography.
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Figure 3.2: Principle of STM in the topography (or constant current) mode. While the tip
laterally scans across the surface (controlled by the raster scan generator), the tunneling current
is kept constant at a tunnel current setpoint Iset. This is done by the feedback loop adjusting
the z position of the tip. The respective tip displacement in z is then recorded as a function of
the lateral position (x, y) (see inset in the bottom right). STM images are obtained by plotting
z(x, y) in a color code (see inset in the top right).

3.3 Surface topography

Although the simple model introduced in Sec. 3.1 contains the inherent expo-
nential dependence of the tunneling current on the tip-sample distance, it fails to
explain any dependence of the current on the electronic structure of tip or sample.

To explain the electron tunneling between two weakly coupled electrodes,
Bardeen used first-order time-dependent perturbation theory [36]. Tersoff and
Hamann applied Bardeen’s formalism to the STM geometry in order to appro-
priately describe the tunneling process in STM [37, 38]. In their work, the tip is
approximated by a sphere, and only s-type wave functions contribute to the tun-
neling matrix elements. The tunneling geometry in the Tersoff-Hamann model is
shown in Fig. 3.3, where R is the effective tip radius, �r0 is the center of curvature
of the tip, and d is the tip-sample distance. For low temperatures and small bias
voltages U (≈ 10meV for metals), the current can be described by

I ∝ U · nt(EF) · e−2κd ·
∑

ν

|ψν(�r0)|2 · δ(Eν − EF) (3.7)

where EF is the Fermi energy and nt(EF) is the density of states at the Fermi
level of the tip. The decay rate κ is proportional to the effective local potential
barrier height φ, which is to a good approximation equal to the average of the tip
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Figure 3.3: Schematic picture of the tunneling geometry between a tip and a sample, as treated
in the Tersoff-Hamann model: d denotes the tip-sample distance, R the effective tip radius, and
�r0 is the center of curvature of the tip.

and sample work functions. The quantity

ns =
∑

ν

|ψν(�r0)|2 · δ(Eν −EF) (3.8)

can be identified with the surface local density of states (LDOS) at the Fermi
level, evaluated at �r0. The tip wave functions ψν decay exponentially into the
vacuum—hence, the current depends exponentially on the tip-sample distance:

I ∝ e−2κd (3.9)

Using these approximations the topographic STM data, which are obtained by
recording the z component as a function of the lateral position (x, y) while scan-
ning with the tip across a sample surface at a fixed tunnel current I , is interpreted
as follows: According to Eq. 3.7, the area z(x, y)|I=const. is a trace of constant
LDOS at EF above the surface at the location of the tip. In this simple model,
the LDOS follows the topography to a good approximation and the constant cur-
rent images can be interpreted as the topography of the surface.

3.4 Electronic properties

In the previous section the tunneling process was described using the Tersoff-
Hamann model in the limit of low bias voltage U . When U is increased, this
model can be extended to a tunneling current weighted over a range of energies

I ∝
∫ eU

0

ns(E) · nt(E, eU) · T (E, eU)dE (3.10)
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Figure 3.4: Energy level diagrams for sample and tip. (A) Independent tip and sample. (B)
Tip and sample separated by a small vacuum gap in electronic equilibrium (EF,tip = EF,sample).
(C) Positive sample bias: electrons tunnel from the tip into the sample. (D) Negative sample
bias: electrons tunnel from the sample into the tip.

with a transmission factor

T (E, eU) = exp

[
−d ·

√
4m

�2
φt + (φs + eU − 2E)

]
, (3.11)

φt and φs beeing the work functions of tip and sample, respectively.
A schematic representation of the tunneling process as introduced in Eq. 3.10

is shown in Fig. 3.4 [39]. The left and right electrodes represent the tip and sample,
and the shaded regions indicate the occupied states below the Fermi level EF (A).
In the equilibrium state (U = 0) the Fermi energies of the tip and sample are at
the same level and the net tunneling current is zero (B). Applying a bias voltage
leads to a shift of the Fermi levels by eU . When U > 0 , electrons from occupied
states of the tip in the energy interval from EF−eU to EF tunnel into unoccupied
states of the sample (C). For U < 0 the situation is reversed and electrons from
occupied sample states tunnel into unoccupied states of the tip (D). The current
mainly originates from electrons tunneling from the Fermi level EF since they
experience the lowest energy barrier.

Assuming nt being constant, differentiation of Eq. 3.10 results in

dI

dU
(U) ∝ nt(0)·ns(eU)·T (E, eU)+

∫ eU

0

ns(E)·nt(eU−E)· dT (E, eU)

dU
dE (3.12)
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Often the second term of Eq. 3.12 can be neglected. Assuming T varies monoton-
ically with U , the differential tunneling conductance dI/dU is a good measure of
ns at an energy equal to eU [40].

Experimentally, dI/dU(U) is measured by stabilizing the tip above the surface
at Istab and Ustab. To fix the tip-sample distance, the feedback loop is then switched
off. While the voltage is ramped from the initial to a final voltage, the tunneling
current is measured. By numerical differentiation of I(U) curves the respective
dI/dU signal can be obtained. In this work the lock-in technique was used to
determine dI/dU . Here, a small ac modulation is added to the bias voltage at a
high reference frequency fref of several kHz, and the respective response in the I
signal at fref is analyzed with a lock-in amplifier.

To investigate the electronic structure of a sample with lateral resolution, so-
called dI/dU spectroscopy maps can be obtained. In this case a spectrum is
taken at every position (x, y) on the surface. This technique enables topographic
z(x, y) and spectroscopic properties dI/dU(x, y, eU) of the sample to be correlated
directly.

If only the electronic structure at one particular energy eU0 is of interest, the
acquisition of dI/dU-maps with fixed bias voltage U0 is a time-saving alternative
to full dI/dU spectroscopy maps. In contrast to the full dI/dU spectra, where
the feedback loop is switched off during voltage ramping, the dI/dU signal at
fixed bias U0 can be recorded with the feedback loop on. Simultaneously to the
topographic measurement, a lock-in technique derives the dI/dU signal at the
voltage U0 while the tip is scanned under constant current conditions.

3.5 Spin-polarized scanning tunneling microscopy

So far the electrons were only regarded as charge carriers. However, an electron
also carries spin. This section deals with the dependence of the tunneling current
on the spin. Slonczewski treated the problem of tunneling between two spin-
polarized electrodes theoretically [32]. In the limit of vanishing bias voltage U
and under the assumption of a free-electron behavior of the conduction electrons,
the spin-polarized tunneling current Isp between two spin-polarized electrodes can
be described by

Isp(U0) = I0[1 + P1 · P2 · cos(∠( �m1, �m2))], (3.13)

where I0 is the spin-averaged current, Pi =
Ωi,↑−Ωi,↓

Ωi,↑+Ωi,↓
is the spin polarization (Ωi,↑

and Ωi,↓ denote the respective pure spin ↑ and spin ↓ density of states of electrode
i), and �mi is the magnetic moment of the electrodes [32]. The cos θ dependence of
tunneling conductance on the angle θ between the magnetic moments of two elec-
trodes has been first verified experimentally by Julliere in 1975 [30], and this prin-
ciple is also used in SP-STM experiments where a magnetic probe tip scans across
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Figure 3.5: Spin-polarized scanning tunneling microscopy (with spin and energy conservation)
for the case of positive sample bias. (A) Parallel configuration of tip and sample magnetizations:
Only spin ↓ electrons from the tip can tunnel into unoccupied spin ↓ states of the sample. (B)
Antiparallel configuration. The number of unoccupied spin ↓ states of the sample is drasti-
cally decreased compared to the parallel magnetic configuration, leading to a reduced tunneling
current.

a magnetic surface while recording the differential tunnel conductance dI/dU .
The variation of the dI/dU signal as a function of lateral tip position results in a
map that represents the magnetic structure of the sample.

The concept of spin-polarized tunneling based on electron spin and energy
conservation is shown in Fig 3.5 for parallel (A) and antiparallel (B) configuration
of the magnetic electrodes. Each of the magnets is characterized by its spin-split
density of states ρ↑(E) and ρ↓(E). For positive bias voltage U , an electron with
spin ↓ can only tunnel from the tip into an unoccupied sample state with spin
↓. Since the tunneling probability depends on the number of electronic states
available the spin-polarized current will be larger for the parallel configuration of
the magnetic electrodes than for the antiparallel one. The Tersoff-Hamann theory
has been extended by Wortmann et al. [41] for the case of STM imaging with a
spin-polarized tip:

dI/dU(�rt, U) ∝ nt · ns(�rt, EF + eU)︸ ︷︷ ︸
spin−averaged

+ �mt · �ms(�rt, EF + eU)︸ ︷︷ ︸
spin−dependent

, (3.14)

where �mt and �ms are the vectors of the energy-integrated LDOS magnetizations
of tip and sample, respectively, and �rt denotes the position of the tip apex. It has
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been assumed that the spin-up and spin-down tip density of states is constant in
energy which might not be true in general.

The spin-dependence of the tunneling current in SP-STM experiments with
two magnetic electrodes has been nicely demonstrated with a ferromagnetic CrO2

tip scanning above a Cr(001) surface [42], thereby confirming the theoretically pre-
dicted idea of the topological antiferromagnetic order of the Cr(001) surface with
alternately magnetized terraces separated by monatomic steps [43, 44], as shown
in Fig. 3.6A. The contribution from spin-dependent tunneling leads to alternating
step heights when scanning with a closed feedback loop. For a parallel configu-
ration of tip and sample magnetization the tunnel current is larger than for the
antiparallel case when measured at the same tip-sample distance. However, with
a closed feedback-loop the distance changes to keep the tunnel current constant.
Consequently, the tip-sample distance has to be decreased when changing from
the parallel to the antiparallel configuration. This leads to the alternating step
heights shown in Fig. 3.6B.

Using Eq. 3.14, the differential tunneling conductance dI/dU can be divided
into a spin-averaged part and a spin-dependent part. A magnetic dI/dU -map
of the sample can be acquired by choosing the appropriate bias voltage for high
contrast of the dI/dU signal on different magnetic domains. In Fig. 3.6C, the
topography of the Cr(001) surface is shown, whereas the simultaneously obtained
dI/dU map in Fig. 3.6D reveals the magnetic domain structure.

The interplay between the integrated tunnel current I and the dI/dU signal
has been worked out by Kubetzka et al. [45] in detail. The dI/dU signal recorded
on different magnetic domains at the same distance (with open feedback loop)
may differ drastically from that obtained with closed feedback loop:

Imagine a magnetic tip and a magnetic sample at fixed bias voltage U > 0
with electrons tunneling from the tip into the sample. Then all spin ↑ and spin ↓
states of the tip in the energy range between the Fermi energy EF and EF + eU
contribute to the integrated current I with a non-vanishing spin-polarization.
When the tip moves from one magnetic domain to another, the tunnel junction
is assumed to switch from the parallel to the antiparallel configuration. Because
the resistance has increased, the tip has to be moved closer to the surface to
maintain the current I . The simultaneously recorded dI/dU signal also changes,
because a) the electronic configuration of the tunnel junction changed due to the
modified tip-sample distance and b) the magnetic configuration changed due to the
movement from one magnetic domain to another. To ensure that the dI/dU signal
is recorded at the same distance z, a bias voltage U is chosen that corresponds to
a vanishing spin-polarization of the integrated current I . Under this condition,
the dI/dU signal recorded in magnetic dI/dU maps is directly correlated to the
density of magnetic states at the energy E = eU . Furthermore, if the integrated
current polarization is not zero, cross-talk between the topography map and the
dI/dU map can be observed resulting in a magnetic structure superimposed on the
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Figure 3.6: (A) Model of the Cr(001) surface as a topological antiferromagnet: Each of the
terraces are ferromagnetic, and adjacent terraces separated by monatomic steps are coupled
antiparallel. (B) SP-STM experiments show an alternating step height (h1 > h2) due to spin-
dependent contributions to the spin-polarized tunnel current (blue line). Using a non-magnetic
tip results in a constant step height (h, orange line). (C) Constant-current mode STM image of
the Cr(001) surface. Nine terraces separated by monoatomic steps are visible. (D) Simultane-
ously acquired spin-resolved dI/dU map at U = −100 mV sample bias. (E) dI/dU signal line
section of the marked rectangle in (D). The signal level changes at every step between low and
high due to antiparallel magnetization of adjacent terraces.

topography. However, in most of the SP-STM experiments it is important to image
topographic and magnetic features simultaneously to correlate the information.
To clearly separate the topographic (z) from the magnetic (dI/dU) channel, an
appropriate bias voltage U has to be chosen.

In this thesis, the influence of high spin-polarized currents on thermally switch-
ing magnetic nanoislands is described. In contrast to the SP-STM mode where
a vanishing integrated spin polarization is used, the experiments on the current-
induced magnetization switching were performed at bias voltages connected to
an appreciable integrated spin-polarization and a non-vanishing contrast in the
dI/dU signal. This allows to simultaneously modify and observe the magnetic
properties of a particular nanoisland.
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Chapter 4

Instrumentation and Preparation

To study clean and well-ordered magnetic nanostructures by means of SP-STM,
the instrumental setup has to ensure the cleanliness and repeatibility of the ex-
periments. Under vacuum conditions at a base pressure of 10−6 mbar, within one
second one atomic layer will be adsorbed from the residual gas onto a clean sur-
face, assuming a sticking coefficient of unity [46]. The studies presented in this
thesis were performed under ultra-high vacuum conditions (UHV, pressures below
10−9 mbar) to ensure stable experimental conditions.

4.1 The UHV system

The experiments are performed in a commercial UHV chamber system [47]. It
consists of four chambers separated by UHV valves: (i) a load-lock with a dedi-
cated pumping system, allowing tip and sample transfer into the system within
several hours, (ii) a dosing chamber for gas adsorption (not used in this work),
(iii) a chamber for preparation of tips and samples, and (iv) an analysis chamber
equipped with a unit for Auger electron spectroscopy (AES) and low energy elec-
tron diffraction (LEED). A top view of the analysis chamber is shown in Fig. 4.1.
A satellite of the analysis chamber contains the variable temperature STM (VT-
STM) for SP-STM/STS investigations. Tips and samples are transferred between
the chambers by linear manipulators. Each of the analysis and preparation cham-
bers is equipped with an ion-pump. Their base pressure is below 1 × 10−9 mbar
(= 1 × 10−7 Pa).

The main facilities used in this work are an electron beam heater, Cr and Fe
evaporators, an (x, y, z)-manipulator equipped with a resistive heater, and a O2

dosing valve. All these devices are mounted to the preparation chamber shown in
Fig. 4.2.

A home-built electron beam heater is used to prepare W tips and W(110)
substrates, where temperatures up to T = 2400K are required. It consists of two
parallel tungsten wires serving as a stage for tip and sample holders. The wires
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Figure 4.1: Top view of the analysis chamber. It is equipped with a LEED/Auger unit and the
VT-STM. Tips and samples from the preparation chamber are transfered through the transfer
valve into the (x, y, z)-manipulator which either serves to position the sample in front of the
LEED/Auger unit or to transfer it to the satellite chamber with the VT-STM. Here, a wobble-
stick is used to insert tips and samples into the VT-STM. A digital camera helps to manually
approach the tip to the sample before the automatic approach is used to get into tunneling
contact.

can be connected to a high voltage, UHV < 2000V. A tungsten filament powered
by a dc current Ifil ≈ 3.5A serves as a cathode. As the filament is heated it emits
electrons which are accelerated by the high voltage thereby heating the sample.
The temperature of the sample is measured with an infrared pyrometer using an
emission coefficient ε = 0.43.

Cr and Fe are evaporated using electron beam evaporators equipped with flux
monitors. The evaporator material is heated by bombardment with electrons from
a thoriated tungsten filament which has a rather low work function facilitating the
electron emission. A water-cooled copper shield avoids unwanted heating of the
surroundings that could cause impurities in the evaporator beam. Cr is evaporated
from a crucible and Fe is evaporated from a wire. To calibrate the evaporators,
submonolayer amounts of the respective metals were deposited on a clean W(110)
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Figure 4.2: Side view of the preparation chamber. New tips and samples are transfered from
the load-lock chamber for in vacuo preparation. The electron beam heater is used to clean tips
and the W substrate. Tips and samples can be positioned in front of the Fe and Cr evaporators
using the (x, y, z)-manipulator. Clean W subtrates are prepared by dosing oxygen into the
chamber.

substrate, and the coverage is determined by STM. The evaporation rates used in
this work are 9ML/min for Cr and 1.2ML/min for Fe.

Samples and tips are positioned in front of the evaporators using the (x, y, z)-
manipulator. In order to anneal thin film coated tips or samples, the preparation
chamber is equipped with a resistive heater, allowing temperatures between room
temperature (RT) and T = 1150K, measured indirectly with a chromel/alumel
thermocouple. A dosing valve is connected to the preparation chamber in order
to introduce O2 gas into the UHV system for cleaning the W(110) substrate (see
Sec. 4.4).
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Figure 4.3: Technical drawing of the VT-STM: Cross-section of the whole instrument (left)
and three-dimensional model of the STM body (right).

4.2 The variable-temperature scanning tunneling

microscope

The home-built variable-temperature STM is specifically designed for the study of
temperature-dependent magnetic phenomena by SP-STM. A detailed description
of the VT-STM can be found in the Ph.D. thesis of Torben Hänke [48].

The STM allows studies at temperatures between 20K and 300K and is
equipped with a tip exchange mechanism. In order to allow high energy reso-
lution of STS at low temperatures and to keep thermal drift between the tip and
the sample at a minimum, the whole microscope is cooled. A cooled tip also allows
a larger choice of magnetic materials to be used to coat the SP-STM tips, because
ultra-thin magnetic films are often paramagnetic at temperatures near RT.

The STM is based on a design developed by D. Haude [49]. It includes a fast tip
exchange mechanism and is well isolated from mechanical, acoustic or electronic
noise sources. The high resonance frequency of the STM in combination with
an external low resonance frequency damping stage results in an effective filter
against mechanical noise. The damping stage consists of a massive copper base
plate that is suspended from four metal springs. The STM is located on top of
the base plate and thermally decoupled by six small ruby balls that are clamped
between the base plate and the STM housing. For the coarse approach of the tip
to the sample a piezoelectrically driven stepper motor is used, built in the “walker”
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Figure 4.4: (A) Photograph of the VT-STM instrument. The base plate is mounted with an
eddy current damping. The STM body is located inside the radiation shield which is mounted
on top of the base plate and thermally decoupled by ruby balls. The whole STM is cooled
via copper braids connected to the heat exchanger of the liquid Helium flow cryostat. Ruby
balls serve as thermal decoupling from the base plate. Tips and samples can be inserted after
opening the shield door. (B) Detailed view of the STM. The STM mounting frame is designed
to maximize the thermal decoupling from the radiation shield. The tip is approached from
the bottom, and the sample is mounted upside down into the sample holder. A one-cent coin
indicates the size.

design [50].
A technical drawing of the STM is shown in Fig. 4.3, and Fig. 4.4 shows a

photograph of the instrument. The sample is mounted upside down in the sample
holder, and the tip is approached from the bottom. The tip is mechanically
clamped inside the piezoelectric tube scanner which is glued into the sapphire
prism of the coarse approach mechanism. The sample temperature is measured
using a GaAs/GaAlAs diode sensor fixed to the STM body close to the sample
holder.

The whole VT-STM is cooled by a liquid He flow cryostat from CryoVac [51].
The temperature is controlled by a manual valve regulating the amount of liquid
He flowing through the cryostat and an electric heating. The temperature at the
heat exchanger is stabilized by an integrated PID-temperature controller. Oxygen-
free and high-conductive copper braids provide the thermal connection between
the STM and the cryostat. Their high flexibility avoids the transmission of vi-
brations to the STM. The cryostat exhaust cools a radiation shield surrounding
the STM. The STM body has a slightly higher temperature (ΔT ≈ 10K−15K)



32 Chapter 4. Instrumentation and Preparation

than the heat exchanger, measured by the additional temperature sensor on the
STM body. The lowest base temperature of approximately 18K at the sample is
reached within two hours, starting at RT. Here, the heat exchanger reaches the
final minimum temperature of Tex = 6K rather quickly, while the sample follows
with some delay.

In order to perform STM measurements at variable tunnel currents of up to
I ≈ 5μA, a commercial current-to-voltage amplifier “FEMTO DLPCA-200” [52] is
used. In this project tunnel currents of up to Imax ∈ {100nA, 1μA, 10μA} were
used in the respective amplification ranges between 108 V/A (for low current) and
106 V/A (for high current). In principle the amplifier can be used to set currents in
the mA range. However, the tip-sample configuration will change from a tunneling
to a direct mechanical contact at a certain tunnel conductance limit [53].

4.3 Tip preparation

SP-STM/STS strongly depends on the electronic and magnetic stability of the
tips. In this project, magnetic sensitive tips were prepared by in-situ coating
with Cr by evaporation and subsequent annealing [20]. The tips are sharpened
from a 0.8mm diameter polycrystalline W wire by electrochemical ac-etching in
a solution of NaOH in distilled water (8 g NaOH per 100ml H2O). After etching,
the tip is clamped into a tip holder and fixed to a tip shuttle. After inserting the
tip into the UHV system, it is flashed to T = 1500K in order to remove the oxide
layer at the tip. The flash also results in an increased adhesion of the magnetic
films. However, high-resolution SEM images show that the heating also melts
the tip apex leading to a tip radius of about 500nm. Probably, a small cluster
protrudes from the tip, which is responsible for the lateral resolution of SP-STM.

To make the tip magnetically sensitive, it is coated with a few hundred mono-
layers of chromium followed by annealing at T = 550K for t = 240 s. The an-
nealing results in a thin stable magnetic film at the tip apex. By choosing other
materials or film thicknesses the in-plane or out-of-plane sensitivity of the mag-
netic tip and the presence or absence of stray fields from the tip can be controlled.
In this work, only W tips coated with a Cr film at least 100 monolayers thick are
used, because they are sensitive to the in-plane component of the sample magne-
tization and do not exhibit any significant stray-field [54]. Antiferromagnetic tips
are most suitable for detailed studies of ferromagnetic samples as the absence of tip
stray fields excludes interactions between the tip and the sample magnetization.

4.4 Preparation of W(110) substrates

The cleanliness of the substrate plays a crucial role in the growth of nanostruc-
tures. Because of its high melting point and low miscibility a W(110) crystal is
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Figure 4.5: The W(110) substrate. (A) Constant-current topographic overview image and (B)
simultaneously measured dI/dU map of a typical W(110) surface as prepared within this thesis
(I = 20 nA, U = −200 mV, bare tungsten tip). While eleven atomically flat terraces separated
by monatomic step edges can be recognized in the topography, the dI/dU map reveals striking
periodic variations, mainly along the step edges. Approximately 340 individual residual adatoms
can be identified.

suitable as a substrate for various metals and serves as the substrate for all ex-
periments performed. On the clean W(110) surface a pronounced wave pattern
in the differential conductance maps can be observed. This pattern originating
from step edges and residual impurities on the surface is linked to a downwards
dispersing electron band with an upper band edge E0 = (314 ± 12)meV and an
effective mass meff = (−1.15 ± 0.05) · me. Comparison with the W(110) band
structure obtained by density functional theory (DFT) calculations reveals that a
pzdxz-like surface resonance is responsible [55].

The W(110) surface is cleaned by cycles of annealing (T ≈ 1500K for about
30min) in oxygen atmosphere and a subsequent high-temperature flash (T ≈
2300K for 15 s) in UHV at a base pressure of P ≤ 1×10−9 mbar. Temperatures are
measured with an infrared pyrometer using an emission coefficient ε = 0.43. Oxy-
gen of 99.9999% purity is dosed with a leak valve, and the chemical composition
of the residual gas in the preparation chamber can be analyzed with a quadrupole
mass-filter. At any step of the oxygen treatment Pox is at least 500 times higher
than any other partial pressure. The oxygen partial pressure is decreased stepwise
from Pox = 2 × 10−6 mbar in the initial cycle to Pox = 4 × 10−8 mbar in the final
cycle.

During the annealing process carbon impurities segregate to the surface, where
they react with the oxygen to form CO and CO2. This process leads to a carbon
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depletion layer below the surface. Flashing the surface desorbs the adsorbed
oxygen and tungsten oxides.

The topography of the W(110) surface as prepared for our experiments is
shown in Fig. 4.5A. The simultaneously obtained electronic dI/dU map shown in
Fig. 4.5B reveals periodic variations mainly along the step edges. This wave pat-
tern originates from the surface resonance and indicates that the W(110) surface
is sufficiently clean. On the terraces, Nimpurity ≈ 350 adatoms can be counted.
Calculating the overall number of W surface atoms NW within the image section
leads to a ratio of Nimpurity/NW ≈ 2 × 10−3, which is comparable to the results
published in Ref. [55].

Once the crystal has been prepared by the described procedure, it is usually
sufficient to flash the crystal between sample preparations to obtain a clean sub-
strate. Nevertheless, after a number of deposition-flashing cycles the substrate
begins to accumulate impurities, probably carbon, originating either from the
evaporated material or from segregation. When the impurity concentration gets
too high, the surface resonance vanishes, and the W(110) surface has to be cleaned
in oxygen again.
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Chapter 5

Growth and Magnetism of
Fe/W(110)

All the experiments presented in this work have been performed on iron nanois-
lands on a W(110) substrate. In the past, the system Fe/W(110) has been studied
intensively with various techniques. In the low-coverage regime Fe/W(110) ex-
hibits very interesting structural, electronic and magnetic properties. This chap-
ter covers aspects of growth and magnetic properties relevant to the experiments
performed in this thesis.

5.1 Growth

The structure of Fe on W(110) depends on various parameters such as coverage
and growth temperature. The main structural properties in the low coverage
regime are driven by the large lattice mismatch of 9.4% between the two materials

Figure 5.1: Growth of Fe on a W(110) substrate. (A) The high lattice mismatch between the
two-atomic surface unit cells of the substrate (black rectangle) and Fe (green dotted rectangle)
induces stress in the wetting monolayer. (B) Sketch of the atomic coordination of a step-flow
grown Fe film on a vicinal W(110) (grey circles) surface with a coverage of one (blue circles,
ML) and two (orange circles, DL) layers of Fe in a top-view (left) and a side view (right).
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(lattice constant of W: aW = 3.165Å and of Fe: aFe = 2.867Å [56]), as depicted
in Fig. 5.1A. This lattice mismatch deeply affects the growth of the first Fe layers,
and the growth process depends strongly on the substrate temperature.

The first atomic layer (AL) grows pseudomorphically, creating nanoislands,
patches and decoration of step edges at RT and stripes growing along step edges at
elevated substrate temperature, until a closed film is formed at a nominal coverage
of θ = 1.0AL. This wetting monolayer is stable up to T = 1100K, where the film
starts to evaporate from the substrate [57]. This stability against clustering is
generally expected when the free surface energy of the substrate (2.9 J/m2 for
W) is larger than that of the film (2.0 J/m2 for Fe), increased by the interface
energy [57, 58]. In simple terms, the monolayer is stable because the Fe-W bond
is stronger than the Fe-Fe bond, and therefore atoms avoid the second layer if
empty sites are available in the first one.

A substrate held at room temperature leads to the nucleation of free second-
layer islands and the decoration of step edges. With increasing coverage the
island sizes increase, and finally the islands coalesce into a network. Additionally,
dislocation lines evolve, which serve as nucleation centers for the third layer that
grows before the second layer is complete.

At elevated substrate temperature step-flow growth dominates. Consequently,
double layer stripes emerge already at coverages 1AL< θ < 2AL. These stripes
form along the step edges and are separated by monolayer stripes, as shown in
Fig. 5.1B. At θ = 2AL a closed double-layer film forms with sporadic dislocation
lines along the [001] direction. By incorporation of additional Fe atoms these
dislocation lines lead to a relaxation of the stress along the [11̄0] direction.

These dislocation lines form a regular pattern for the third AL, and areas with
a local coverage of 4AL up to 12AL show a two-dimensional reconstruction net-
work. At higher coverages Fe is completely relaxed and reaches the bulk lattice
constant [59, 60]. Whereas three-dimensional islands are formed for higher cover-
age and higher growth temperature [61], the wetting monolayer is always observed
in between the islands.

5.2 Magnetism

The magnetic properties of the Fe/W(110) system have been investigated in the
past, leading to the discovery of many interesting effects [54, 57, 62–69]. Its mag-
netization is strongly connected to the growth and therefore governed by lattice
mismatch and relaxation with increasing film thickness.

The magnetization of a closed monolayer film of Fe/W(110) is driven by its
uniaxial anisotropy, leading to an easy axis of magnetization pointing along the
[11̄0] direction. Consequently, the Fe monolayer exhibits in-plane ferromagnetic
order, and a Curie-temperature of Tc = 225K has been determined experimen-
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tally [57, 70]. Combined Kerr magnetometry and SP-STM experiments allow the
investigation of the monolayer magnetism in more detail [71]: Adjacent magnetic
domains are separated by domain walls having a width wML = 0.6 ± 0.2nm,
and if the substrate terraces are narrow (typically about 10nm), the magnetic
domains of adjacent stripes exhibit a dipolar antiparallel coupling. From Kerr
magnetometry experiments measuring the magnetic susceptibility χ as a function
of temperature T , the effective activation barrier energy eW per atomic row is
estimated to eW = (7.6 ± 0.7)meV. The combination of both results allows the
exchange stiffness A = 1.8+1.1

−0.7 × 10−12 J/m and the uniaxial anisotropy constant
K = 20.3+13.0

−7.4 ×106 J/m3 (4.2meV/atom) for the monolayer system of Fe/W(110)
to be estimated.

At coverages above one monolayer, second-layer stripes form along the step
edges. In contrast to the monolayer, the easy axis of magnetization on the double
layer is oriented perpendicular to the surface [62, 63]. Furthermore, the domain
walls in the second-layer exhibit the same rotational direction of the magneti-
zation, which is attributed to the Dzyaloshinskii-Moriya interaction playing a
significant role in that coverage regime and breaking the symmetry of right and
left rotating domain walls [54, 72]. If the coverage is increased further until the
second layer is complete, the magnetization exhibits an out-of-plane stripe pattern
with domains preferentially aligned along the [11̄0] direction.

For a local coverage of more than two monolayers the magnetic easy axis
switches back from perpendicular to in-plane. Another spin reorientation to the
[001] easy direction occurs at approximately θ = 22AL [73]. Different magnetic
structures are observed for three-dimensional islands depending on their size and
shape. Smaller island form a single domain state, whereas larger islands contain
magnetic vortices [61]. Nevertheless, the wetting monolayer in between the islands
maintains its uniaxial ferromagnetic in-plane ordering.

5.3 Topography and magnetism of iron nanoislands

All the experiments described here have been performed on iron nanoislands on
a W(110) substrate. Nominally 0.14 atomic layers of iron have been evaporated
onto a clean W(110) substrate held a room temperature. The topography of a
Fe/W(110) sample with pseudomorphically grown monolayer islands at T = 35K
is shown in Fig. 5.2A. Obviously, the iron atoms either decorate the step edges
or form small nanoislands. The islands have typical diameters between 2nm and
6nm, thereby consisting of about 100 atoms. In between the islands a standing
wave pattern can be recogized in the dI/dU map. This feature of non-magnetic
origin can be attributed to a surface resonance band and serves as an indicator
for the high cleanliness of the W(110) substrate (see Sec. 4.4).

The simultaneously recorded magnetic dI/dU map at T = 35K in Fig.5.2B
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Figure 5.2: (A) Topography and (B) in-plane magnetic dI/dU map of Fe monolayer islands
on W(110) measured at T = 35 K (parameters: I = 2 nA, U = −150 mV). A dark or bright
signal on the islands represents a magnetization direction parallel or antiparallel to the tip
magnetization, respectively. In between the islands a standing wave pattern is visible on the
substrate, indicating its high cleanliness.

reveals two stages of contrast on the iron islands (dark and bright). As stated
above, the monolayer system of Fe/W(110) exhibits a uniaxial ferromagnetic or-
der. Hence, the projection of the tip magnetization onto the magnetization of the
nanoislands is not zero, and the dark and bright dI/dU signal reflects the two
possible magnetic configurations of the nanoislands. The dI/dU signal on every
individual nanoisland is homogeneous, and no domain structure is observed. Ob-
viously, the nanoislands are in a monodomain magnetic configuration due to their
small sizes. Larger overview images indicate that the nanoislands do not exhibit
a preferential orientation of the magnetization, therefore the net magnetization is
zero when averaging over numerous islands.

To summarize, the Fe/W(110) nanoislands with diameters between 2nm and
6nm exhibit a stable magnetization at T = 35K. For the following experiments,
the temperature has been increased. The question arises to what extend the
magnetization of the nanoislands is influenced by thermal excitation.
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Chapter 6

Thermally Induced Magnetization
Switching of Nanoislands

In the previous chapter it has been shown that nanoislands consisting of ap-
proximately 100 atoms on a W(110) substrate are in a single domain state of
magnetization, as revealed by SP-STM experiments at T ≈ 30K. With increasing
temperature the magnetization becomes unstable due to thermal activation, and
this can be seen in the respective dI/dU signal when tunneling from a (thermally
stable) magnetic tip into an individual nanoisland.

6.1 Observation of thermally induced magnetiza-

tion switching

A topographic overview of an ensemble of magnetic iron nanoislands on a W(110)
substrate at T = 56K is shown in Fig. 6.1A. Three W(110) terraces decorated with
nanoislands of different sizes and shapes can be recognized. In contrast to images
taken at low temperature, the simultaneously obtained magnetic dI/dU map in
Fig. 6.1B reveals that the islands are not completely dark or bright, but show
a characteristic stripe pattern. This pattern can be explained by the thermally
induced magnetization switching of the nanoislands: The SP-STM image is taken
line by line (for most of the images presented in this work, the fast scanning
direction is always along the [001] direction of the substrate), and because the
magnetization of each island switches frequently, the dI/dU signal on the islands
changes, reflecting the respective orientation of tip and sample magnetization.
Consequently, the islands appear dark for some lines and bright for some others
in the magnetic map, leading to a stripe pattern as can be clearly seen in the inset
in Fig. 6.1B. Note that in between two switching events the nanoisland is in the
single domain state. The switching frequency strongly depends on the island size
and shape [27, 74–76], which is reflected by the different stripe widths appearing
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Figure 6.1: (A) Topography and (B) in-plane magnetic dI/dU map of Fe monolayer nanois-
lands on W(110) measured at T = 56 K (I = 2 nA, U = −200 mV). Stripes appear on the
islands (see inset) because they switch their magnetization frequently due to thermal activation.
(C) Topography and (D) magnetic dI/dU maps (I = 2 nA, U = −200 mV) of a single nanois-
land recorded at three different temperatures, showing an increased switching frequency with
increasing temperature.

on the nanoislands in Fig. 6.1B: At the same temperature, small islands switch
more frequently than larger ones.

Figure 6.1C shows the topography of one individual nanoisland that has been
investigated at three different temperatures. The three respective magnetic dI/dU
maps are shown in Fig. 6.1D. At T = 31.5K, the magnetization is stable, as in-
dicated by the homogenous dI/dU signal on the island. With increasing tem-
perature an increasing switching frequency is observed: two reversal events are
recorded at T = 36.9K (marked by arrows), and an irregular stripe pattern evolves
for T = 38.9K due to multiple switching events.
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Figure 6.2: Models of reversal in circular shaped magnetic nanoparticles. (A) Coherent ro-
tation: All magnetic moments align parallel, even during the switching process. Therefore, the
effective activation energy is proportional to the island size, or to the square of its diameter.
(B) Nucleation of a domain wall: A domain wall nucleates at one edge of the island, and reversal
is achieved by the propagation of the domain wall. Consequently, the effective activation barrier
is given by the maximum energy of the domain wall which is proportional to the diameter of
the nanoisland.

Magnetization reversal models

Néel [22] and Brown [23] calculated the switching probability for a magnetic par-
ticle with uniaxial anisotropy under the assumption of coherent rotation, i.e. the
magnetic moments of the particle are parallel and behave as one single macro-
spin. In this model the mean lifetime τ̄ between two switching events is described
by the so-called Néel-Brown law

τ̄ =
1

ν0
· exp

[
− Eb

kBT

]
, (6.1)

with ν0 being the Arrhenius prefactor, Eb the effective activation energy barrier
that separates the two degenerate magnetization states (“up” and “down”), kB the
Boltzmann constant, and T the temperature.

In a simple model for a coherent rotation of all atomic spins within a monolayer
island, Eb is equal to the total magnetic anisotropy energy (Fig. 6.2A):

Eb,coh = V ·K, (6.2)

with K being the anisotropy constant and V the volume of the island. For a cir-
cular island, Eb,Coh ∝ KN2

dia, with Ndia being the island diameter. Consequently,
a parabolic dependence of Eb,coh on Ndia is expected for a coherent rotation of all
spins.

If reversal is achieved via the nucleation of a domain wall that propagates
through the nanoisland, Eb scales with the domain wall energy, which is propor-
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tional to the length of the wall Ndia (see Fig. 6.2B) [77]:

Eb,DW = 4S
√
AK = 4Ndia

(
a√
2

)2 √
AK, (6.3)

with a the lattice constant, S = Ndia(a/
√

2)2 the area of the domain wall and A
the exchange stiffness. Obviously, one would expect a linear scaling of Eb,DW with
increasing island diameter Ndia for a reversal process that takes place via domain
wall nucleation and propagation.

Although the Néel-Brown law was derived for particles that switch their mag-
netization coherently, both reversal processes can be described by an Arrhenius
law, using an effective activation barrier energy for each respective process.

6.2 Data analysis techniques

Since magnetization reversal of thermally switching nanoislands takes place on a
time scale of nanoseconds [78, 79], the STM time resolution of the dI/dU signal
(which is typically about 1ms) is not high enough to resolve the reversal process
itself. Consequently, one has to find an indirect way to distinguish between the
two proposed models of magnetization reversal. To find out which model best
describes the magnetization reversal, the effective activation barrier energy Eb

and the Arrhenius prefactor ν0 have been determined for a number of individual
nanoislands by deducing the mean lifetime τ between two magnetic switching
events as a function of temperature T .

The detailed analysis methods are described in the following for the example
of a single nanoisland (Fig. 6.3). Using two topographic line sections along the
crystallographic axes [001] and [11̄0], the respective diameters N[001] and N[11̄0] of
the island are determined, counted as a number of atomic rows (AR), as shown
in (Fig. 6.3A). The selected nanoisland has a width of N[001] = (19 ± 1)AR along
the [001] and N[11̄0] = (14±1)AR along the [11̄0] direction. An atomic lattice can
be superimposed to the topography to roughly estimate the atomic coordination
within the nanoisland.

To record the time-dependent evolution of the island magnetization, the scan-
ning probe tip is positioned on top of the center of the nanoisland. In this so-called
point-mode experiment the magnetic dI/dU signal is recorded as a function of
time at one fixed temperature, as shown in Fig. 6.3B. The signal abruptly changes
between two discrete levels, reflecting the island magnetization switching from
parallel or antiparallel configurations (or vice versa) with respect to the stable
tip magnetization. Then the lifetimes τ between two consecutive switching events
is determined for the whole data set to plot a lifetime histogram, as shown in
Fig. 6.3C. Approximately a thousand switching events have to be recorded to get
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Figure 6.3: Example for the data analysis of an individual nanoisland. (A) Topography: The
island width along the [001] and [11̄0] crystallographic directions (in number of atomic rows) is
determined using respective linesections (panels next to the image) averaged over the area in
between the green lines. (B) Section of the magnetic dI/dU signal recorded after positioning
the SP-STM tip above the center of the island, showing a telegraphic signal corresponding to
the switching behavior. Every single lifetime τ between two switching events is determined.
(C) Respective histogram of lifetimes τ . Fitting with a decay law results in the mean lifetime
τ̄ . (D) Mean lifetime τ̄ in dependence of T−1 as determined for different temperatures T . The
effective activation barrier energy Eb (slope) and Arrhenius prefactor ν0 (offset) can be directly
deduced from fitting the data with an Arrhenius-like function.

good statistics in the lifetime distribution. Similar to radioactive decay, the life-
time distribution can be described by an exponential decay law, and fitting the
data results in the mean lifetime τ̄ = (443±14)ms for T = 53.6K. This procedure
of lifetime determination is then repeated for different temperatures. The result
for the selected nanoisland is shown in Fig. 6.3D. An Arrhenius-like behavior of
τ̄ (T−1) is clearly visible. Fitting the data yields the effective activation energy
barrier Eb and the Arrhenius prefactor ν0 for each nanoisland investigated.

6.3 Experimental results

The above described procedure to determine the effective activation barrier energy
Eb and Arrhenius prefactor ν0 have been performed on eleven nanoislands that
are shown in Fig. 6.4A. Each island is labeled in a sequence of increasing size.
Note that the figure is a scaled composition of STM topography images that have
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Figure 6.4: (A) Topography maps of all nanoislands that have been investigated for their
thermal induced switching behavior. (B) Effective activation energy barrier Eb (top panel) and
prefactor ν0 (bottom panel) as determined for each of the nanoislands.

been obtained in different experiments.
To get a deeper insight into the magnetization reversal processes, all the se-

lected nanoislands fulfill the following three criteria:

• They are all clearly separated from Fe decorated W(110) step edges or neigh-
boring islands, thereby preventing interactions with the environment that
may cause deviations from the intrinsic thermal switching behavior.

• All islands are very compact, showing almost circular or only slightly elon-
gated shapes without kinks, thereby excluding multiple nucleation centers
that may cause a complex magnetization reversal behavior.

• The islands consist purely of Fe atoms, with no impurity atoms that may
influence the magnetic properties of the islands. The absence of impurities
is checked both in the topography and the dI/dU map.

The parameter Eb as well as ν0 are determined for each nanoisland from two
to up to ten different temperatures. The results are summarized in Fig. 6.4B,
showing Eb and ν0 for each island. An overall tendency of increasing Eb with
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Figure 6.5: (A) Effective activation energy barriers Eb as a function of island diameter in
number of atomic rows N[11̄0] along the [11̄0] direction. A linear dependence is clearly visible,
favoring a magnetization reversal by a domain wall moving along the [001] direction, as indicated
in the inset. Fitting the data with a linear regression leads to Eb = (61± 5)meV+N[11̄0] · (7.5±
0.4)meV. (B) Eb of the same islands, plotted as a function of diameter in atomic rows N[001]

along the [001] direction. No linear dependence on N[001] is visible, the model of a magnetization
reversal by a domain wall moving along the [11̄0] direction (see inset on the lower right) can be
excluded.

increasing island size is visible, whereas ν0 varies from 1012 Hz to 1016 Hz and
shows no clear dependence on the island size.

Effective activation barrier energy

In Fig. 6.5A, the experimentally determined effective activation barrier energy Eb

is plotted as a function of the respective island diameter along the [11̄0] direction,
N[11̄0]. Obviously Eb scales linearly with N[11̄0]. In contrast to Fig. 6.5A, Eb is
widely distributed when plotted as a function of the diameter along the [001]
direction, as can be seen in Fig. 6.5B.

Neither along the [11̄0] direction nor along the [001] direction is a quadratic
dependence of Eb(Ndia) observed. Hence the model of a coherent rotation of all
magnetic moments of the island is not applicable, and thermal magnetization
reversal takes place via nucleation and propagation of a domain wall, with Eb

increasing with the domain wall length and hence with the island diameter.
However, this model of magnetization reversal with an effective activation

barrier energy that is equal to the domain wall energy Eb,DW as given in Eq. 6.3
is not valid in detail. For a vanishing domain wall length, the respective energy
Eb(0) should also vanish, but from the experiment an energy barrier offset E0 =
Eb(0) > 0 is observed. Consequently, the proposed model is oversimplified, and
an additional energy barrier contribution E0 has to be taken into account that
does not scale with the island diameter N[11̄0]. As will be shown later in this
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Figure 6.6: (A) Arrhenius prefactor ν0 as a function of island dimension along the [001] and
[11̄0] direction, respectively. Neglecting the data point for island “1”, a gradient is visible in the
color-coded distribution of ν0 (see labeled mesh inset for island correlation). The data are fitted
to a plane in the (N[001], N[11̄0], log[ν0/νunit]) space. (B) Color-coded relative deviation Δfit of
the experimentally determined ν0 from the fit.

chapter, this energy barrier offset E0 can be attributed to the activation barrier
energy Enuc of a nucleus that initially has to reverse its magnetization to generate
a domain wall.

Fitting the data with a linear function

Eb = E0 + eDW ·N[11̄0], (6.4)

with E0 being the energy offset and eDW the domain wall energy per length (in
AR), leads to E0 = (61 ± 5)meV and eDW = (7.5 ± 0.4)meV.

To conclude, the effective activation barrier energy Eb only depends on the
island dimension along the [11̄0] direction, and not along the [001] direction. From
these experimental results one can directly deduce that the domain wall that moves
through the island during the reversal process is oriented along the [11̄0] direction
and therefore propagates along the [001] direction.

Arrhenius prefactor

In Fig. 6.6A, the experimentally determined prefactor ν0 is plotted as a function
of N[001] and N[11̄0] (note the logarithmic scale for ν0). The labeled inset mesh
helps to correlate each nanoisland to its respective data point. Adding a contour
plot to the graph reveals that all data points (apart from the nanoisland labeled
“1”) seem to lie on a plane in the three-dimensional (N[001], N[11̄0], log10[ν0/νunit])
space (νunit = 1Hz), as indicated by the interpolated color gradient ranging from
high ν0 values (red) on the upper left to low values (blue) on the lower right of the
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graph. Considering only the data points of nanoislands “2” to “11”, this gradient
is fitted to an apparent plane of the form

νfit(N[001], N[11̄0]) = 10c0+c[001] ·N[001]+c[11̄0]·N[11̄0]Hz, (6.5)

leading to c0 = 16.3 ± 0.4, c[001] = −0.14 ± 0.02 and c[11̄0] = 0.12 ± 0.03. In
Fig. 6.6B, the relative deviation

Δfit(i) =
log10[ν0(i)/νunit] − log10[νfit(N[001](i), N[11̄0](i))/νunit]

log10[νfit(N[001](i), N[11̄0](i))/νunit]
, i = 1, . . . , 11

(6.6)
of the experimentally determined data points ν0(i) (i = 2, . . . , 11) from the re-
spective apparent fitting plane νfit(N[001](i), N[11̄0](i))/νunit is plotted. The fact
that |Δfit| ≤ 3% indicates that the fit reproduces the experimental data very well
– except for the nanoisland “1” with Δfit = −18% (we will come back to this
later). Consequently, the experimentally determined Arrhenius prefactor ν0 can
be described by

ν0 ≈ 1016.3 · 10−0.14·N[001] · 100.12·N[11̄0] · νunit. (6.7)

6.4 Model for magnetization reversal of nanois-

lands

The detailed magnetization reversal may proceed via metastable states as de-
scribed in the following (see Fig. 6.7A): From time to time, small patches at the
[001] apex of the island try to switch their magnetization coherently. Once this
nucleus is created, it is surrounded by a short domain wall (I). Because this config-
uration is energetically unfavorable, the nucleus and the domain wall are likely to
annihilate again. In cases where the energy from the thermal bath is high enough,
the domain wall can move through the whole nanoisland (II). If it is absorbed
at its nucleation site, the initial single domain configuration will be restored, and
no net magnetization reversal is observed. Magnetization reversal only occurs
when the domain wall successfully propagates through the whole nanoisland and
annihilates at the opposite side (III).

Once the domain wall is nucleated, it can be described as a quasiparticle diffus-
ing through the nanoisland. Due to the absence of external forces, moving forward
and backward is energetically degenerate (moving the domain wall does not cost
energy), and therefore the possibility of moving one step back or one step forward
within one short time interval is equal to 0.5. Following random walk theory for
a particle moving inside a 1D box with absorbing walls [80], the mean distance
covered after n steps scales with

√
n. Thus the probability of a domain wall diffus-

ing successfully from one end of the island to the other decreases with increasing
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Figure 6.7: (A) Model of the thermal magnetization switching of a nanoisland, as deduced from
the experimental findings: A domain wall is nucleated at one end of the island, propagates to the
other end and annihilates again, leading to a net reversal of magnetization. (B) With increasing
elongation of the nanoisland along the domain wall propagation direction, the probability of a
domain wall rolling from one end to the other is decreased, leading to a decreased switching rate.
(C) With increasing width of the nanoisland, the number of nucleation centers for a domain
wall increases, leading to an increase of the switching rate.

dimension along the [001] direction, as shown in Fig. 6.7B. For very elongated is-
lands, it is likely that the domain wall returns to its nucleation site (as indicated
by the arrows) and will annihilate there, with no net magnetization reversal. Due
to the time resolution of SP-STM neither the nucleation nor the domain wall
motion can be observed. Consequently, only successful magnetization reversals
are detected, and therefore the experimentally determined Arrhenius prefactor ν0

decreases with increasing elongation of the nanoisland. This is reflected by the
slight decrease of ν0 in Fig. 6.6A when increasing N[001] and keeping N[11̄0] con-
stant. The factor 10−0.14·N[001] in Eq.6.7 may be interpreted as the probability of
a magnetization reversal after successful nucleation of a domain wall.

To nucleate a domain wall that can diffuse through the nanoisland, the energy
borrowed from the surrounding temperature bath has to be high enough to

• reverse all the spins of a critical activation volume Vact for nucleation, and
simultaneously

• create a domain wall that extends through the maximum dimension along
the [11̄0] direction of the nanoisland,

and therefore Eb = Enuc+EDW. From theoretical studies of thermally induced
magnetization dynamics it is known that Vact depends on the exchange length lex =√

A
K

[74–76, 81], which is a material parameter. Therefore, Vact is assumed to be
approximately constant. With increasing diameter along the [11̄0] direction, the
number of potential nucleation sites for magnetization reversal increases, as shown
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in Fig. 6.7C. Thus every additional nucleation center increases the probability of
magnetization reversal. Consequently, the experimentally determined Arrhenius
prefactor ν0 increases when increasing N[11̄0] while keeping N[001] constant, as can
be seen from the fit in Fig. 6.6A. The factor 100.12·N[11̄0] in Eq.6.7 describes the
scaling of ν0 with the diameter of the nanoisland along the [11̄0] direction, N[11̄0].

To summarize, two opposing effects determine the prefactor ν0, as revealed by
the experiment: With increasing diameter along the [001] direction, ν0 increases,
and with increasing diameter along the [11̄0] direction, ν0 decreases. Note that
these dependencies are temperature-independent and therefore have no influence
on the effective activation barrier energy Eb, but only on the Arrhenius prefac-
tor. The factor 1016.3 Hz in Eq.6.7 may be interpreted as the effective attempt
frequency νact of the spin ensemble inside the critical activation volume Vact.

Regarding the smallest nanoisland “1”, one may speculate that—due to its
small size—the magnetic reversal of this island is driven by the coherent rotation
of all magnetic moments rather than by the nucleation and propagation of a
domain wall. The experimentally determined attempt frequency is ν0 = (6.3+2.8

−0.5)×
1012 Hz. This value is slightly larger than the typical attempt frequencies resulting
from experiments on superparamagnetic nanoparticles, with ν0 being in the range
of 109 Hz to 1011 Hz [82–85]. However, from our experiments on the Fe/W(110)
nanoislands it is obvious that ν0 is not a fixed material constant, but depends
on the size and the shape of the nanoisland. In general, the attempt frequency
depends on many parameters like external field, temperature, damping constant
and magnetic properties [23].

As indicated by the experimental results for nanoisland “1”, a cross-over from
switching via the nucleation of a domain wall to the coherent rotation of the mag-
netic moments is expected with a further decrease of island size. New processes
may play a non-negligible role for very small nanoislands, for example tunneling
between magnetic states to reverse the magnetization. Future investigations of
nanoislands consisting of less than 30 atoms will help to get a deeper insight into
the reversal processes of nanoislands in this size regime.

6.5 Determination of exchange stiffness and mag-

netic anisotropy

Since both the domain wall energy EDW ∝ √
A ·K and the domain wall width

w ∝ √
A/K depend on the exchange stiffness A and the magnetic anisotropy K, it

is straightforward to determine these material parameters from the experimental
results. The domain wall that propagates through the island cannot be resolved
due to the limited time resolution of SP-STM, so stable domain walls on a single
monolayer of Fe/W(110) have been investigated to determine w.
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Figure 6.8: (A) Topography and (B) simultaneously obtained magnetic dI/dU map of a
W(110) surface covered with about 1 ML Fe. In the magnetic map, a domain wall occurs within
one Fe stripe (arrow). (C) Magnetic map of a zoom into the domain wall of (B). (D) Line
section (upper panel) averaged within the area marked in (C) and respective domain wall fit
(lower panel), leading to an estimated domain wall width w ≈ 2.5 nm.

Monolayer domain wall width

In Fig. 6.8A, the topography of a Fe/W(110) sample with a coverage of approx-
imately one monolayer is shown. Several terraces can be seen that are almost
perfectly covered by a single iron monolayer. The magnetic contrast in the dI/dU
map in Fig. 6.8B reflects the two possible magnetic states of the monolayer. Ad-
jacent domains within the monolayer are separated by a domain wall, as marked
by the arrow. Fig. 6.8C shows a zoom into that domain wall, and a line section
across the area marked by the box is shown in Fig. 6.8D. The experimental data
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Figure 6.9: (A) Atomic composition of a typical Fe nanoisland on a W[110] substrate. (B) Line
section along the dotted line in (A), and sketch of the domain wall area S = lDW ·h. (C) Nearest-
neighbor exchange interaction of atoms at different positions of a nanoisland. Whereas center
atoms have four nearest neighbors, atoms at the edge have only two or three. (D) Topography
of nanoisland “1” and a superimposed atomic lattice to get a rough estimation of the atomic
configuration. 14 center atoms (black circles) are surrounded by 17 rim atoms (red circles).

(green data points) are fitted with a domain wall profile (red line) of the form

y(x) = y0 + ysp cos

(
arccos

[
tanh

(
x− x0

w/2

)]
+ φ

)
, (6.8)

where y(x) is the dI/dU signal measured at position x, x0 is the position of
the domain wall, and y0 and ysp are the spin-averaged and spin-polarized dI/dU
signals, respectively. The angle between the magnetization axes of tip and sample
is given by φ. From the fit, a domain wall width w = 2.5nm is derived.

The widths of several domain walls have been determined, revealing that w
varies between 1.8nm and 2.5nm. For the following considerations, an averaged
domain wall width wav = (2.15 ± 0.35)nm is assumed.

Center atoms of nanoislands

In Fig. 6.9A, the atomic composition of a typical nanoisland of compact shape is
sketched in a top view. The maximum length of a domain wall that propagates
through the island is given by the width of the island along the [11̄0] direction. A
section along the red dotted line is shown in Fig. 6.9B. It is clearly visible that the
domain wall area S directly scales with the number of atomic rows N[11̄0] of the
island. The length lDW of the domain wall is given by lDW = N[11̄0] · a/

√
2 with

a the lattice constant. The island height is h = a/
√

2, and hence, S = lDW · h =
N[11̄0] · a2/2 (a = 0.316nm for W).

In classical micromagnetics, the domain wall energy EDW = eDW · N[11̄0] and
domain wall width w are given by EDW = 4S

√
AK and w = 2

√
A/K. From the

experiment, the domain wall energy per atomic row eDW is given by

eDW = 2a2
√
AK = (7.5 ± 0.4)meV. (6.9)
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By combining eDW and wav, the parameters A and K can be determined sepa-
rately:

A =
1

4a2
· eDW · wav = (6.5 ± 0.3) × 10−12 J/m, (6.10)

K =
1

a2

eDW

wav
= (5.6 ± 0.3) × 106 J/m3 = (0.55 ± 0.03)meV/atom. (6.11)

Rim effects

In micromagnetics, the Heisenberg exchange energy Eex per atom is described
by [86]:

Eex = −JS2
z∑

j=1

(
�α · ∂

2�α

∂x2
x2

j + �α · ∂
2�α

∂y2
y2

j + �α · ∂
2�α

∂z2
z2

j

)
(6.12)

=

∫
Vatom

A

{(
∂�α

∂x

)2

+

(
∂�α

∂y

)2

+

(
∂�α

∂z

)2
}

dV. (6.13)

Here, J is the exchange integral, S is the magnitude of the spin (in units of
�), (x, y, z) = (±1

2
a,±

√
2

2
a, 0) denote the components of the distance �rj to the z

nearest neighbors, and �α(�rj) is a unit vector parallel to the spin at site j.
As can be seen from Eq. 6.12, the exchange energy Eex scales with the number

of nearest neighbors. Whereas inner atoms have four nearest neighbors (z = 4),
atoms at the rim have only two (or three) nearest neighbors, as indicated in
Fig. 6.9C. Consequently, the exchange energy Eex is decreased by a factor of two
for atoms at the rim.

To adapt the micromagnetic description of the domain wall energy EDW to
atoms that are located at the rim of a nanoisland, an effective exchange stiffness
for the rim, Arim = A/2 = 3.25 × 10−12 J/m, is introduced. Additionally, the
effective anisotropy Krim of rim atoms is significantly increased due to the reduced
coordination, as has been found experimentally for Co nanoislands on Pt(111)
[87], where edge atoms exhibit a 20 times larger anisotropy energy than bulk and
surface atoms.

To elaborate the rim effect for the Fe/W(110) nanoislands, two simple models
have been applied. For both models, imagine a domain wall with a length l =
2AR, thus only consisting of rim atoms. From the fit of the experimental data,
the effective activation barrier is given by Eb(2) = E0 + 2 · eDW = (76 ± 5)meV
(setting N[11̄0] = 2 in Eq. 6.4).

In the first model, the experimentally determined effective activation barrier
energy offset of E0 = (61 ± 5)meV is totally caused by the increased anisotropy
of the rim atoms, thereby neglecting any energy contribution of the nucleus ac-
tivation energy Enuc (Enuc,1 = 0meV; the index “1” indicates the first model).
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Consequently, the domain wall energy of the imaginary domain wall is given
by EDW,1 = Eb(2), and the respective domain wall energy per rim atom is
eDW,rim,1 = 0.5 ·Eb(2) = (38.0± 2.5)meV. Thus, with eDW,rim,1 = 2a2

√
ArimKrim,1

(cf. Eq. 6.9), the ratio between K and Krim,1 can be calculated:

Krim,1

K
= 2

(
eDW,rim

eDW

)2

= 51 ± 9 (6.14)

Hence, Krim,1 = (28 ± 5)meV/atom. This value is very large compared to the
anisotropyK of the center atoms. The ratioKrim,1/K exceeds that of the Co/Pt(111)
system [87] by factor of two.

In a second and more detailed model, the activation energy for the reversal of
the nucleus Eact is also taken into account. Now, not only the increased anisotropy
at the rim, but also the energy for coherent flipping of the magnetic moments
inside the nucleus contributes to the experimentally determined energy barrier
offset E0 = (61 ± 5)meV, and consequently it is not possible to discriminate the
two contribtions from the investigations of Eb. However, as has been indicated
by the analysis of the Arrhenius prefactor, nanoisland “1” may switch via the
coherent rotation of all magnetic moments rather than by the nucleation and
propagation of a domain wall. Under this assumption, the total activation energy
barrier for this particular island is given by the sum over the anisotropy energies
of each atom of the island. Incorporating rim effects, Eb is given by the anisotropy
contributions of the Nrim rim atoms (having the anisotropy constant Krim,2) and
the Ncenter atoms at the center of the island (with anisotropy constant K). The
index “2” labels the second model. Hence, in analogy to Eq. 6.2:

Ecoh,2 = Nrim ·Krim,2 +Ncenter ·K. (6.15)

In Fig. 6.8D, a scaled atomic lattice is superimposed on the topographic image
of nanoisland “1”. A very rough estimation yields that the island consists of 31
atoms, with 17 of them at the rim. Consequently, Nrim = 17 and Ncenter = 14.
From the experiment, the effective activation energy barrier of the nanoisland
is Eb = 103 ± 3meV, and setting these values into Eq. 6.15 results in Krim,2 =
5.6meV/atom, which is a factor of ten higher than the anisotropy constant K of
center atoms.

Within this model, it is now possible to estimate the nucleus activation energy
Enuc,2 of nanoislands that switch their magnetization via the nucleation and prop-
agation of a domain wall, using A, Arim, K and Krim,2. The domain wall energy
EDW,2(2) of the imaginary domain wall with l = 2AR is then given by

EDW,2(2) = 2 · 2a2
√
ArimKrim,2 = 33.9meV. (6.16)

Consequently, the energy needed to reverse the magnetization of the nucleus is
given by the difference of Eb(2) and EDW,2(2): Enuc = Eb(2)−EDW,2(2) ≈ 42meV.



54 Chapter 6. Thermally Induced Magnetization Switching of Nanoislands

Note that, depending on the size and shape of the nanoisland, the actual composi-
tion of the nucleus may vary due to the different anisotropy energy contributions
of the center and rim atoms. The nucleus may either consist purely of about seven
rim atoms or may be a combination of rim and center atoms.

Comparison to earlier work on Fe/W[110]

The experimental results of this work can be compared to the results of M. Pratzer
et al. [71, 88], who studied the Fe/W(110) system by means of Kerr magnetometry
and SP-STM. Instead of superparamagnetic nanoislands, their experiments were
performed on W(110) substrates covered with about 1.5 atomic layers of iron,
leading to a system of a closed ferromagnetic iron monolayer and second-layer
stripes decorating the W step edges. Using Kerr magnetometry, a domain wall
energy per atomic row eb = (15.2 ± 1.5)meV was determined. Combination with
the domain wall width w = 0.6 ± 0.2nm as derived from SP-STM experiments
leads to an exchange stiffness A = 3.6+2.2

−1.4 × 10−12 J/m and a magnetic anisotropy
K = 40.6+26

−15.2 × 106 J/m3 (4.2meV/atom). Note that the values of A and K in
Ref. [71] have been corrected in Ref. [88].

Obviously, eb as well as w (and therefore also A and K) in [71] significantly
deviate from the experimental results here. In our epxeriments, a domain wall
energy eb = (7.5 ± 0.4)meV per atomic row and a domain wall width of w =
(2.15± 0.35)nm has been determined, leading to A = (6.5± 0.3)× 10−12 J/m and
K = (5.6 ± 0.3) × 106 J/m3. Probably, this discrepancy to the results in Ref. [71]
is a consequence of the different quality of the samples: Whereas the dI/dU map
in Ref. [71] shows a considerable density of impurity atoms, the dI/dU map of a
typical sample as prepared here indicates a very clean Fe monolayer, as shown in
Fig. 6.8C, where every single impurity atom can be indentified by the surrounding
standing wave pattern that originates from the scattering of an electronic surface
state. For films having a lower quality, every non-magnetic impurity atom leads
to a decoupling of the iron atoms, and this leads to a reduced domain wall energy
and domain wall width.

To summarize, based on the investigation of the mean lifetime τ̄ between suc-
cessive switching events of individual nanoislands at different temperatures, one
gets insight into the microscopic reversal processes that are not directly observable
with conventional SP-STM techniques. Combining the analysis of the Arrhenius-
like switching behavior of the nanoislands and the determination of the domain
wall width of a closed monolayer of Fe/W(110), the exchange stiffness A and
anisotropy K for both the center atoms and the rim atoms in a nanoisland can
be determined separately.
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Chapter 7

Current-induced Magnetization
Switching of Nanoislands

In the low-current regime of SP-STM, the distance Δz between a magnetic tip
and the sample is typically several Å. When the tip is further approached to the
surface, the spin-polarized current increases by orders of magnitude and therefore
can exert a significant spin torque to the magnetization of a magnetic sample.
Therefore, high spin-polarized currents should affect the switching behavior of
nanoislands that frequently reverse their magnetization due to thermal agitation.
In the following experiments, three main questions have been addressed:

• Is the junction between tip and sample still in the pure tunnel regime for
μA tunnel currents?

• Does the electronic structure of the tunnel junction change significantly
when the tip approaches the sample surface?

• What influence does a high spin-polarized tunnel current have on the switch-
ing behavior of magnetic nanoislands?

7.1 SP-STM in the high tunnel current regime

The z-displacement as a function of tunnel current with closed feedback loop at
U = −350mV is shown in Fig.7.1A. A chromium coated W tip has been positioned
above an individual Fe nanoisland, and the z-displacement of the tip was recorded
while ramping the current I within the limits of the respective amplification ranges
of the current-to-voltage amplifier. Obviously, the exponential behavior of I(z) as
derived from a simple one-dimensional model of tunneling [89] is experimentally
confirmed over a wide range from low tunnel currents up to several μA. The tip
lost material at I ≈ 8μA, resulting in a discontinuous step in the z-displacement
(see the lower right of Fig.7.1A).
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Figure 7.1: (A) z displacement as a function of tunnel current with closed feedback loop, taken
with a Cr coated W tip positioned above an iron nanoisland (U = −350 mV). The exponential
behavior of z(I) in the tunneling regime is confirmed. Data were taken from low to high currents.
At I ≈ 8 μA the tip lost material, resulting in a discontinuous step in z displacement on the
lower right. (B) Respective conductance G in units of Rc = 2e2/h.

On further approaching the tip towards the surface, the junction will change
from a tunneling to the point contact regime where new channels of conduction are
opened due to ballistic transport. If the conduction channel associated with the
formation of point contact is sufficiently narrow to be regarded as one-dimensional,
a “constriction” resistance of

Rc =
h

2e2
=
RK

2
≈ 12 900Ω (7.1)

can theoretically be derived [90], with RK = h/e2 being the von Klitzing constant.
As can be seen in Fig. 7.1B the conductance as function of z-displacement yields a
minimum resistance on the order of Rmin = U/Imax ≈ 44kΩ at I = 8μA. Because
this is a factor of four higher than Rc, it is reasonable to assume that the tip and
the sample are in the tunneling regime even in the μA range.

From the tunnel conductance G = I/U , the apparent barrier height φ can
be derived, since G ∝ exp(−1.025

√
φz) [91]. Fitting the data shown in Fig.7.1B

results in φ = (3.118 ± 0.003) eV, which is a typical value for a metal tunnel
junction [92].

Spin-polarized spectroscopy

To investigate how the tunnel junction is modified electronically when approaching
the tip to the surface, spin-resolved scanning tunneling spectroscopy has been per-
formed on a nanoisland that switches its magnetization due to thermal activation.
An island with a low switching frequency has been chosen that allows SP-STS to
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Figure 7.2: Spin-polarized spectroscopy performed on a nanoisland that thermally switches its
magnetization state. A Cr coated W tip has been used with an open feedback loop (stabilizing
bias Ustab = +450 mV). (A) I(U) at I = 2 nA, measured during the magnetization state “0” (red)
and “1” (green), and respective asymmetry aI (blue). (B) Same as in (A), but at Istab = 600 nA.
(C) Differential conductance dI/dU(U) at I = 2 nA, measured by means of Lock-In technique
(modulation amplitude Umod = 20 mV, modulation frequency f = 4.333 kHz). Red (green) data
points denote the magnetization of the island being in the state “0” (“1”). The repective dI/dU
asymmetry is plotted in the bottom row (blue). (D) Same as in (C), but at Istab = 600 nA. The
spectroscopic features and therefore the electronic configuration of the tunnel junction does not
change significantly upon increasing the current.

be performed on the same island with both magnetic configurations: in the paral-
lel and in the antiparallel magnetization configuration. The results are shown in
Fig. 7.2. The I(U) curves recorded at low (I = 2nA) and high (I = 600nA) tunnel
current and the respective asymmetry aI(U) = (I1(U)−I0(U))/(I1(U)+I0(U)) are
shown in (A) and (B). Here, I0(U) and I1(U) denote the tunnel current I(U) taken
on the island in the magnetic state “0” or “1”. By definition, state “0” is related to a
low dI/dU signal at U = −200mV, and state “1” is related to a high dI/dU signal
at the same bias. In Fig. 7.2C and D the differential conductance dI/dU(U) and
the respective asymmetry adI/dU(U) = [dI1/dU − dI0/dU ]/[dI1/dU +dI0/dU ](U)
are plotted for the low and high tunnel current regimes.

Although the scaling of I(U) and dI/dU(U) changes by a factor of 300 when
increasing the setpoint current from I = 2nA to I = 600nA, it is obvious that the
spectroscopy curves of both current regimes are qualitatively very similar. The
same applies to the curves of the differential tunnel conductance dI/dU(U). A
peak at about +400mV which is characteristic for an Fe monolayer on W(110) [93]
can be observed, while features at negative bias are mainly connected to tip states
and therefore may depend on the particular tip that is used in the experiment.
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Figure 7.3: (A) Trace of the time-dependent magnetic dI/dU signal of one particular nanois-
land (island area: (5.7 ± 0.4)nm2) recorded at different tunnel currents I (T = 48.4 K,U =
−200 mV ). (B) Histogram of the overall magnetic dI/dU signal normalized with respect to the
state “0” level at different tunnel currents. Whereas state “0” and state “1” are equally populated
at low currents, a substantial asymmetry toward state “0” is found at high currents.

Obviously, increasing the current from 2nA to 600nA does not have a signifi-
cant influence on the electronic structure of the tunnel junction. Hence, the same
electronic states predominantly contribute to the tunnel current in both the low
and high tunnel current regimes.

7.2 Spin torque effects on thermally switching nanois-

lands

To investigate the effects of spin-polarized currents on the switching behavior,
the magnetic dI/dU signal has been recorded as a function of time with the
tip positioned stationary above the central region of small Fe nanoislands with a
typical surface area of 7 nm2, i.e. consisting of about 100 atoms. All measurements
have been performed in the constant-current mode with different tunnel currents
obtained by adjusting the tip-sample distance.
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For example, the traces in the panels of Fig. 7.3A show the first 5 s of the
spin-resolved dI/dU signal measured on one particular island at tunnel currents
I = 2nA, 800nA, and 2000nA. The dI/dU signal abruptly changes between two
discrete levels, thereby reflecting the switching behavior of the nanoisland that
reverses its magnetization from state “0” (low level) to state “1” (high level) and
vice versa. At low tunnel current, the island statistically switches its magnetiza-
tion between the two states, revealing no preferential magnetization orientation.
This is expected, because the two magnetization states are energetically degen-
erate and therefore should be populated equally. However, when increasing the
tunnel current to 800nA, the magnetization slightly prefers to be in the state
“0”, as reflected by the dI/dU signal. This imbalance of the population increases
when setting a tunnel current of I = 2000nA, as shown in the bottom panel of
Fig. 7.3A. Now, the dI/dU signal remains at the lower level most of the time, and
distinct peaks indicate short switching events that change the magnetization of
the island from state “0” to state “1” and immediately back to state “0”.

Fig. 7.3B shows the histograms of the magnetic dI/dU signal recorded over a
much longer period (700 s), normalized to the lower level at the different tunneling
currents. At a low tunnel current, the histogram reveals that both states occur
with the same probability, as indicated by the same area of the two peaks of state
“0” and state “1”. As I increases, however, an imbalance between states “0” and “1”
builds up until one state clearly dominates, as shown for I = 2000nA: The area
covered by peak of state “0” (A0) is much smaller than the area under the peak of
state “1” (A1). Furthermore, with increasing tunnel current, a slight shifting of the
peak of state “1” towards the peak of state “0” is observed, reflecting a decreasing
dI/dU signal contrast. This decrease might be caused by a distance-dependent
polarization of the electronic states involved in the tunneling process.

To summarize the experimental finding, spin-polarized tunnel currents lead to
a splitting of the two (otherwise degenerate) effective activation barriers separating
the two magnetization states. To quantify this imbalance, each of the histogram
peaks was fitted by a Gaussian with the Area A0,1. By defining the histogram
asymmetry

aH ≡ A1 − A0

A1 + A0
, (7.2)

asymmetries of aH = (−0.7 ± 0.5)%, (−39.4 ± 0.7)% and (−74 ± 1)% for I =
2nA, 800nA and 2000nA were observed. Obviously, a high spin-polarized tunnel
current injected from a magnetic tip forces a thermally switching nanoisland to
favor one of the degenerate magnetic states.
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7.3 Bias-dependent spin-torque

It is known from theory [94] as well as from experiments on magnetic nanopillars [5]
that the spin torque changes sign when reversing the spin current direction. To
switch the magnetization back and forth, we investigated the switching behavior
as a function of sample bias at I = 600nA.

In order to characterize the tip, the magnetic dI/dU signal as a function of
bias voltage has been recorded on one particular nanoisland with low switching
frequency using spin-polarized tunneling spectroscopy with a closed feedback loop.
Nanoislands that have a very low switching frequency with a mean lifetime on the
order of a minute make it possible to perform spectroscopy on one single system
for both the parallel and antiparallel configuration of tip and sample magnetiza-
tion. To check the magnetic state of a nanoisland, the dI/dU signal is recorded
before and after every single spectroscopy curve. Therefore, spectroscopic features
can be directly correlated to the respective sample magnetization configuration.
Note that in general, on static magnetic samples with a local variation of the
magnetization, the tip has to be moved to a different site on the sample to per-
form spin-resolved spectroscopy, and local variations of the electronic structure of
a sample may cause features that are not only related to the different magnetic
configuration. In our experiments on thermally switching nanoislands, changes in
the electronic structure can be excluded.

The dI/dU asymmetry

adI/dU =
dI/dU(↑↑) − dI/dU(↑↓)
dI/dU(↑↑) + dI/dU(↑↓) (7.3)

serves as a measure for the magnetic signal contrast: If adI/dU is zero, no magnetic
contrast is observed, and for adI/dU �= 0 the dI/dU signal changes, depending on
the relative orientation of the tip and sample magnetization.

The dI/dU asymmetry adI/dU(U) is plotted in Fig. 7.4A both for a low current
of I = 2nA (blue) and a high current of I = 600nA (orange), respectively. To
avoid tip crashes at zero bias, a window around U = 0mV has been excluded.
Note that adI/dU can change sign when varying the bias voltage U , as can be seen
for U ≥ 250mV in the positive bias regime in Fig. 7.4A. This is attributed to the
fact that the dI/dU(U) signal is related to the spin “up” and spin “down” density
of electronic states involved in the tunneling process at given bias U .

As can be seen from the graph, adI/dU(U) is positive over a wide range of bias
voltages. As a convention, islands showing a high dI/dU signal at negative bias
(appearing “bright” in magnetic maps) are in the state “1”, whereas a low (“dark”)
dI/dU signal at U < 0 is related to the magnetic state “0”. Obviously, the contrast
is not inverted when inverting the bias voltage from -200mV to +200mV: “bright”
islands remain “bright” when changing sign of the voltage, and “dark” islands
remain “dark”. Therefore, the dI/dU signal can be used to determine directly the
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Figure 7.4: (A) Magnetic contrast adI/dU as a function of bias voltage for tunnel currents of
I = 2 nA and I = 600 nA. No change of contrast is expected when changing the bias voltage from
-200 mV to +200 mV – this means, that a “bright” island at negative bias appears “bright” at
positive bias. Only for voltages exceeding 250 mV is a change in contrast expected. (B) Section
of the dI/dU signal and the respective change in tip-sample distance Δz with a closed feedback
loop. After the first switching event the bias voltage has been inverted from U = −200 mV to
U = +200 mV. The next switching event is observed at positive bias, and the respective tip
displacement Δz indicates that the total spin polarization of the current is reversed.

magnetic state (“0” or “1”) of an island.
A section of the dI/dU signal and the respective change in tip-sample distance

Δz on the same island at low tunnel current and closed feedback loop is shown in
Fig. 7.4B. Initially, the island is in the state “1”, as reflected by the high dI/dU
signal. The applied bias voltage is U = −200mV, therefore, electrons are tun-
neling from the sample into the tip. After some seconds a spontaneous switching
event is recorded, as can be seen both from the change of the dI/dU signal and
the tip displacement Δz. The tip has been retracted some picometers, and this
indicates that the magnetic tunnel junction changed from antiparallel to parallel
configuration. The magnetization of the island remains stable over a period of
about 60 seconds, and within this time the bias between the tip and the sam-
ple has changed to U = +200mV, leading to a Δz displacement of the tip and
a changed dI/dU signal due to the different tunnel conditions. Now, electrons
are tunneling from the tip to the sample. Then, a second switching event is ob-
served. The dI/dU signal increases to a higher level – consequently, the island
has switched back from state “0” to state “1”. Simultaneously, the tip has been
rectracted by a few picometer, again indicating that the magnetic tunnel junction
changed from antiparallel to parallel configuration. This finding indicates that the
total spin polarization of the tunnel current is inverted when inverting the bias
voltage. The respective tip-sample magnetization configurations are indicated in
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Figure 7.5: Histograms of the magnetic dI/dU signal measured at low (A),(B) and high
(C),(D) current (island area: (8.6 ± 0.5)nm2, T = 55.9 K). The bias voltage is U = +150 mV
for (A),(C) and U = −150 mV for (B),(D). While only a very low histogram asymmetry aH is
observed at low tunnel current, high asymmetries were found at high tunnel current, and the
sign of the asymmetry depends on the current direction.

the lower panel of Fig. 7.4B.
Using the same tip, the bias-dependent switching behavior of a nanoisland

with a higher thermal switching frequency has been investigated. Fig. 7.5 shows
histograms of the magnetic dI/dU signal measured on the particular island at a
relatively low tunnel current of I = 2nA (A and B) and a much higher current
of 600nA (C and D). While the data of Fig. 7.5A and C were taken at positive
sample bias, U = +150mV, i.e. with I flowing from the tip to the sample, B and
D were obtained with the opposite current direction at U = −150mV.

At low current, irrespective of the current direction, a small negative histogram
asymmetry aH is observed. This may be the effect of a small residual magnetic
stray field due to uncompensated spins at the Cr tip apex. In contrast, the
histograms measured at higher tunnel currents of 600nA (C and D) exhibit much
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Figure 7.6: (A) Histograms of the lifetimes τ0 and τ1 of states “0” and “1” measured at I = 1 nA
(top panel) and at I = 800 nA (bottom panel) (T = 50.6 K, U = −200 mV, Eb = (133± 4)meV;
island area: (5.5 ± 0.4)nm2). A decay function was fitted to the experimental data (lines)
resulting in the mean lifetime τ̄0,1. (B) Tunnel current dependence of the mean lifetimes τ̄0,1

(gray lines are guides to the eye) and (C) the mean lifetime asymmetry aτ .

higher asymmetries. Hence, in agreement with the experiments on lithographically
prepared nanopillars, the sign of the asymmetry depends on the polarity of the
tunnel junction: while a positive asymmetry aH = (+23 ± 1)% is observed for
U = +150mV, we obtain aH = (−62 ± 1)% for U = −150mV.

On the same island using the same SP-STM tip the tunnel current has been
repeatedly changed between low and high currents as well as between positive
and negative bias voltage, and the results of Fig. 7.5A-D have been reproduced.
Therefore, irreproducible changes of tunneling conditions such as accidental tip
changes can be excluded.

7.4 Separation of Joule heating and spin torque

contributions

A statistical analysis of the lifetimes of states “0” and “1”, τ0 and τ1 has been
performed to elaborate Joule heating and spin torque contributions. Plotting
the incidence of τ0 and τ1 as a function of the lifetimes results in a state-resolved
lifetime histogram of the nanoisland, as shown in Fig. 7.6A for a low tunnel current
of I = 1nA in the top panel. Fitting with an exponential decay law results in the
respective mean lifetimes τ̄0 for state “0” and τ̄1 for state “1”. Obviously, τ̄0 = τ̄1
at low tunnel currents. This is as expected since both states are energetically
degenerate.

The lifetime histograms for a high tunnel current of I = 800nA is shown in the
bottom panel of Fig. 7.6A, using the same tip on the same nanoisland. In contrast
to the low current regime, a different behavior is observed: At high tunnel current,
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Figure 7.7: Experimentally determined Joule heating ΔTJH (A) and spin torque effect ΔEST

(B)as a function of the tunnel current I. Both show a linear dependence on I.

state “0” has a much higher mean lifetime than state “1”. Consequently, the mean
lifetime is found to depend strongly on the relative magnetization directions of
the tip and the sample.

Plotting τ̄0 and τ̄1 as a function of the different tunnel currents between 1nA
and 800nA reveals a trend from equal lifetimes at low current to an imbalance at
high current, as shown in Fig. 7.6B. Two effects can be observed with increasing
current: The mean lifetime of both states decreases with increasing current, and
an additional asymmetry in the mean lifetimes evolves. The first effect can be
attributed to Joule heating ΔTJH of the island due to the high tunnel current, while
the lifetime asymmetry has its origin in the spin torque effect that increases or
decreases Eb by ΔEST due to the spin-polarized current. The lifetime asymmetry
is defined by

aτ ≡ τ̄1 − τ̄0
τ̄1 + τ̄0

. (7.4)

Note that aτ is equivalent to the histogram asymmetry aH, since A1/A0 = τ̄1/τ̄0
(c.f. Eq. 7.2). In Fig. 7.6C, aτ is plotted as a function of the tunnel current I . At
low I , aτ = 0. With increasing I , aτ also increases, and values of up to -25% for
I = 800nA were obtained (Fig. 7.6C).

Joule heating

Knowing the mean lifetimes τ̄0 and τ̄1 allows the Joule heating and spin torque
contributions to be determined quantitatively. From the ratio of the products of
the respective mean lifetimes at high (τ̄0,high, τ̄1,high) and low current (τ̄0,low, τ̄1,low)
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the temperature increase due to Joule heating ΔTJH can be calculated:

τ̄0,high · τ̄1,high

τ̄0,low · τ̄1,low
= exp

[
2Eb

kB(T + ΔTJH)
− 2Eb

kBT

]

⇒ ΔTJH = T ·
[(

1 +
kBT

2Eb
ln
τ̄0,high · τ̄1,high

τ̄0,low · τ̄1,low

)−1

− 1

]
. (7.5)

In Fig. 7.7A, ΔTJH is plotted as a function of the tunnel current I , based on the
experimentally determined mean lifetimes.

To estimate the Joule heating temperature rise from a theoretical point of
view, a simple model [95] was applied. A half sphere of radius r is considered at
an initial temperature of 0K. When the energy EJ = U · I · t is dissipated within
the half sphere at a constant rate A per unit time t and unit volume V ,

A =
EJ

V t
=

3

2

UI

πr3
, (7.6)

the temperature T inside the half sphere of thermal conductance λ is given by

T =
r2A

λ
=

3

2π

UI

λr
. (7.7)

Assuming the energy of the tunneling electrons is dissipated within a radius r of
about 1 to 2nm, which is in rough agreement with known values of the inelas-
tic mean free path of electrons [96], the simple model using λ = 170W/mK [56]
indicates a temperature rise of 0.2 to 0.5K for I = 800nA. The experimentally
determined Joule heating effect is a factor of three higher than that estimated us-
ing this model. Maybe the model is too simple—however, the linear dependence
of ΔTJH on the tunnel current I is clearly visible in Fig. 7.7A.

An experimental study of heat generation in a metal-vacuum-metal tunnel
junction between an STM tip and a metallic sample has been performed, demon-
strating that the Joule heat dissipated in the sample scales linearly with the tunnel
current at constant bias voltage [97]. Consequently, both the simple model and
the experiments in the STM configuration indicate that the temperature increase
ΔTJH scales linearly with I , and fitting the experimental data in Fig. 7.7A results
in ΔTJH(I) = I · (1.62 ± 0.01)K/μA. This corresponds to an effective reduc-
tion of the activation energy barrier Eb of approximately 4meV for I = 1μA at
T = 50.6K.

Spin torque

Knowing ΔTJH(I), the respective change ΔEST(I) that modifies the effective acti-
vation barrier Eb to Eb ±ΔEST can be calculated, using the mean lifetimes τ̄0,high
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and τ̄1,high in the high tunnel current regime:

τ̄1,high

τ̄0,high
= exp

[
2ΔEST

kB(T + ΔTJH)

]

⇒ ΔEST =
kB(T + ΔTJH)

2
ln
τ̄1,high

τ̄0,high
. (7.8)

The spin torque contribution ΔEST is plotted as a function of the tunnel
current I in Fig. 7.7B. A linear dependence of ΔEST on I is clearly visible, and
this is as expected from the macro spin model with finite-temperature effects
described in Sec. 2.3. Fitting the data results in ΔEST = I · (1.50±0.01)meV/μA.

Neglecting Joule heating effects, the mean lifetime τ0,1 as a function of the
current I can be expressed as (cf. Eq. 2.22):

τ̄0,1 = ν−1
a exp

[
Eb

kBT

(
1 − I

Ic

)]
, (7.9)

where νa is the attempt frequency and Ic denotes the threshold current to switch
the magnetization at T = 0K.

The effective activation barrier Eb can be derived from the mean lifetime τ̄ (T )
measured at two different temperatures T1 and T2 and low tunnel current I � Ic:

Eb = kB · T1T2

T2 − T1
· ln τ̄ (T1)

τ̄ (T2)
. (7.10)

For the particular island in Fig. 7.6, Eb = (133 ± 4)meV. Fitting the experimen-
tally determined lifetime asymmetry aτ to

aτ = tanh

(
Eb

kBT
· I
Ic

)
(7.11)

leads to a threshold current Ic = (89 ± 4)μA. This current would be necessary
to switch the nanoisland at a temperature of T = 0K using the pure spin torque
effect. Such high currents are not realizable within the tunneling regime—however,
Joule heating plays an important role, hence one has to consider the combined
action of the Joule heating ΔTJH and the spin torque effect ΔEST.

Considerations for potential data storage applications

For potential applications in data storage devices every nanoisland that repre-
sents one bit has to be thermally stable for over ten years. On the other hand,
switching the magnetization must be realized within milliseconds for fast writing
performance. Consequently, the investigated nanoisland would have to be cooled
down to Tstable to exhibit a stable magnetization over τ̄stable = 10ys ≈ 3 × 108 s.
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Figure 7.8: (A) Current pulse length as a function of the pulse amplitude to switch the
magnetization of the given nanoisland that has been investigated in Fig. 7.6 after cooling it
down to T = 30 K. (B) Total charge that is flowing to switch the magnetization, as a function
of the pulse amplitude. With increasing amplitude the total charge is decreased.

Knowing that the nanoisland has a mean lifetime τ̄ = 168ms at T = 50.6K allows
Tstable to be estimated:

τ̄stable

τ̄
= exp

[
ΔEb

kBTstable

− ΔEb

kBT

]

⇒ 1

Tstable

=
1

T
+
kB

Eb

ln
τ̄stable

τ̄
. (7.12)

This leads to Tstable ≈ 30K. To switch the nanoisland at this temperature with a
high spin-polarized tunnel current, the mean lifetime has to be drastically reduced
to a small value. The mean lifetime τswitch in the high spin-polarized current regime
can be calculated as a function of I , including the Joule heating contribution
(ΔTJH) and spin torque effects (ΔEST), both decreasing the effective activation
barrier Eb to favor a magnetization reversal:

τswitch(I) = τstable · exp

[
Eb − ΔEST(I)

kB(Tstable + ΔTJH(I))
− Eb

kBTstable

]
. (7.13)

Note that a high spin-polarized current has only to be applied until the first
switching event occurs. Therefore, instead of a continuous current, short current
pulses can be used that are long enough to cause a magnetization reversal. The
minimum pulse length is given by τswitch(I) and therefore depends on the current
amplitude I .

In Fig. 7.8A, the minimum pulse length is plotted as a function of the pulse
amplitude, derived from Eq. 7.13. Within the grey shaded area, the pulse will not
cause the magnetization to switch, and the white area marks regions of possible
pulse lengths and amplitudes for successful magnetization reversal. As can be
seen from the plot, the pulse length decreases with increasing amplitude. For
example, using a pulse amplitude of 5μA the minimum pulse length to switch the
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magnetization of the given island is of the order of 400 s. This is of course too
long for commercial data storage applications. A possible way to reduce the pulse
length is to apply even higher tunnel currents or to use nanoislands with a lower
effective activation energy barrier Eb.

From the pulse length τswitch and the pulse amplitude I , the total charge q =
τswitch · I that is needed to switch the magnetization can be determined, as shown
in Fig. 7.8B. Note that q = 1nC is related to approximately 6×109 electrons, thus,
106 to 1018 electrons are tunneling into the nanoisland to switch the magnetization.
Since Joule heating effects play a crucial role, it is not possible to determine a
single characteristic critical current Ic. In fact, Ic depends on the time required
for magnetization reversal.

Assuming an effective area of the tunnel junction given by a lateral STM
resolution of 5Å [37], the corresponding current density is 1.3×108 A/cm2 for I =
1μA. This value is one order of magnitude higher than the current density used in
switching experiments based on TMR devices [98]. Note that in our experiments
the tunnel current acts very locally at the injection point of the current, whereas
in planar junctions the current density is averaged over the whole interfacial plane
and is assumed to be homogenously distributed. But in fact, leakage channels at
the interface may cause a locally increased current density. Consequently, it is
reasonable that the current densities that drive the magnetization reversal are
comparable both in the experiments using SP-STM and planar tunnel junctions.

7.5 Oersted field contributions

Spatially resolved measurements were performed using the SP-STM tip as a source
or drain of spin-polarized electrons. Moving the tip to different sites on one par-
ticular nanoisland allows information on site-specific properties to be gained that
cannot be obtained in spatially averaging experiments performed with nanopillars.

Figure 7.9A shows the topography of an iron nanoisland consisting of about
100 atoms. While scanning this island with I = 600nA, the magnetic dI/dU
signal on each of the pixels has been measured for a duration of 12 s to calculate
the site-specific histogram asymmetry aH on the basis of the corresponding data
point histograms.

The result is shown in a color-coded representation in Fig. 7.9B. In spite of
the rather large statistical error, a gradient along the [001] direction can clearly
be seen. The effect can be analyzed quantitatively by averaging aH column- and
row-wise: that is, along the [11̄0] and the [001] directions, respectively. Whereas
āH is constant within the error at about 42% when moving the tip along the [11̄0]
direction, it becomes smaller from the left (50%) to the right (34%) of the island.

The observation can be explained by the current that is flowing through the
nanoisland and having an Oersted field: The current is surrounded by a magnetic
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Figure 7.9: (A) Topography and (B) map of the current-induced asymmetry aH as measured
with a Cr-coated probe tip at I = 600 nA and U = +200 mV (island area: (6.7 ± 0.6)nm2,
T = 55.0 K). The plots show aH averaged in rows and columns, i.e. along the [11̄0] and [001]
direction, respectively. While āH is constant within the error bar along the [11̄0] direction, it
clearly reduces by about 16 % from the left to the right side of the island (lines are guide to the
eye only). The schematic illustrates the influence of the Oersted field with the tip positioned in
the center (C), at the magnetic poles (D), or at the charge-free side (E) of the nanoisland.

field that interacts with the magnetization of the island. Consequently, the lateral
tip position influences the switching behavior of the nanoisland at high tunneling
currents. Three basic cases can be distinguished, as illustrated in Fig. 7.9, C to E.

If the tip is positioned above the island center, the influence of the Oersted
field along the [11̄0] direction, which is the easy axis of the nanoisland, cancels
(Fig. 7.9C). In this case, pure spin-current induced switching occurs without any
Oersted field contribution. Likewise, no influence by the Oersted field is expected
if the tip is moved from the center to either island edge along the [11̄0] direction
(Fig. 7.9D) as the effective field acting on the island is oriented perpendicular to
the easy axis. Only if the tip is moved from the center along the [001] direction is
one magnetic state favored over the other by the Oersted field (Fig. 7.9E). With
the tip at the left edge of the island, one state is favored and the opposite state
is favored with the tip at the right edge. Therefore, with the tip sampling data
from left to right, i.e. perpendicular to the easy axis, we observe a slope in the
histogram asymmetry as shown in Fig. 7.9B.
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Figure 7.10: (A) Model of the Oersted field effect of a current flowing through a nanoisland.
Every magnetic moment �mFe at position �ri relative to the tip position contributes the local
Zeeman energy �mFe · �B(�ri) to the total Zeeman energy ΔEOer. (B) Color-coded results of the
total Zeeman energy ΔEOer due to Oersted field effects as calculated for different tip positions.

The ratio between the Oersted field contribution ΔEOer and spin torque effect
ΔEST can be determined directly from the spatially resolved histogram asymmetry
at the center (aH,c = 42%) and at the left edge (aH,l = 50%) or right edge (aH,r =
34%) of the nanoisland. Using Eq. 7.8 and the fact that τ̄1/τ̄0 = (1+aH)/(1−aH)
results in

ΔEL/R

ΔEC
=

ln
1+aH,L/R

1−aH,L/R

ln
1+aH,C

1−aH,C

, (7.14)

with ΔEL = ΔEST +ΔEOer and ΔER = ΔEST −ΔEOer being the total change of
the effective activation barrier energy at the left and right edge of the island due
to the combined spin torque and Oersted field effect, and ΔEC = ΔEST being the
pure spin torque effect (because Oersted field effects cancel at the center of the
island). Using the experimentally determined histogram asymmetries aH results in
ΔEOer = 0.22 ·ΔEST. Assuming the spin torque effect is the same as determined
from the lifetime analysis, the Oersted field effect can be estimated quantitatively
for I = 600nA: ΔEOer ≈ 0.2meV. This finding indicates that the magnetization
switching is dominated by the spin torque induced by the spin-polarized current,
whereas the influence of the Oersted field remains small.

Theoretical models to describe Oersted field effects

Two simple models help to quantitatively estimate the Oersted field contribution
from a theoretical point of view. In classical physics, the Oersted field �B(�r) of a
wire with a vanishing cross-sectional area and infinite length is given by

�B(�r) =
μ0

2π|�r| · I · r̂⊥, (7.15)
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with �r being the position vector lying in a plane perpendicular to the wire, and
μ0 = 4π × 10−7 N/A2 is the vacuum permeability. r̂⊥ denotes a unit vector lying
perpendicular to �r having a right-handed rotation with respect to the current
direction. Every atom within the Fe nanoisland on W(110) has a magnetic moment
�m. Due to uniaxial anisotropy, �m aligns along the [11̄0] direction. The Oersted
field, which is an inhomogeneous magnetic field, interacts with all the magnetic
moments of the island, leading to a total Oersted field energy ΔEOer(�rtip) as a
function of tip position �rtip (see Fig. 7.10A):

ΔEOer(�rtip) =
∑

i

�mFe · �B(�ri − �rtip) · (1 − δ�ri,�rtip), (7.16)

where �ri is the position of atom i. For the nanoisland, |�m| = 2.79μB [99], with
μB = e�/2me, e is the electron charge and me is the electron mass.

In Fig. 7.10B, the total Oersted field energy ΔEOer(�rtip) of the nanoisland
is plotted in a color-coded representation as a function of the tip position on
a fictitious atomic lattice of the island. A gradient along the [001] direction
is clearly visible, reproducing the experimental results shown in Fig. 7.9B. Note
that the Oersted field cancels in the center region due to the symmetry of the
island. The maximum Oersted field energy at the left or right edge of the island
is |ΔEOer| ≤ 1.4μeV, which is a very small value compared to the experimental
result.

An analytical way to determine the Oersted field contribution is to calculate
ΔEOer(�rtip) for a circularly shaped nanoisland from an integral over the island
volume V . The maximum value of |ΔEOer,max| is given when the tip is positioned
on the left or right edge of the nanoisland, �rtip = �rtip,max. In this configuration,

|ΔEOer,max| = −
∫

V

�mFe

Vatom
· �B(�r − �rtip,max)d

3r

= − mFe√
2 · a2

W

· μ0 · R · I. (7.17)

Here, Vatom is the atomic volume with the tungsten lattice constant aW = 0.316nm,
and R denotes the radius of the island. For this model, the nanoisland from the
experiment is assumed to be circular shaped with the same volume, therefore
R = (1.5 ± 0.2)nm. From this calculation, a maximum Oersted field energy of
|ΔEOer,max| = (1.3 ± 0.2)μeV is estimated. This value is also two orders of mag-
nitude smaller than determined from the experiment, but fits very well the rough
estimation of the first simple model described above.

The question arises what external homogeneous magnetic field would have the
same influence on the switching behavior as the Oersted field that is generated
when the tip is positioned at the [001] edge of the nanoisland. The field energy
Eext of an external field is given by

ΔEext = N · �mFe · �B, (7.18)
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with N being the number of atoms within a nanoisland. For the island investi-
gated, N = 95 ± 8. Consequently, the Oersted field energy is effectively equal to
an external magnetic field | �B| ≈ 80μT. This very small value is comparable to
the earth’s magnetic field, which in Germany is on the order of 10μT to 15μT.

Obviously, the simple estimations from the theoretical point of view are not
suitable to reproduce the experimental results regarding the Oersted field contri-
butions. Maybe some assumptions are not appropriate: For example, the classical
model of a wire with minimal cross-sectional area and an infinite length is cer-
tainly not adequate to describe the electron flow through a nanoisland, and hence
the Oersted field is not derived correctly. In principle it is a basic and still open
question if and how tunneling electrons generate an Oersted field during the tun-
neling process. Future investigations will help to get a deeper insight into this
topic.

To summarize, a high spin-polarized current injected into a thermally switch-
ing nanoisland leads to the modification of the mean magnetic state lifetimes due
to the combined effect of spin torque generation, Joule heating and Oersted field
contributions. The experiments allow to quantify the three effects, thereby re-
vealing that the Oersted field only has a minor effect compared to those of spin
torque and Joule heating.
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Chapter 8

Switching the Magnetization of
Quasistable Nanoislands

The challenge for future data storage applications is to switch nanoscale magnetic
bits that exhibit stable magnetization over a period of at least ten years. Hence,
current-induced magnetization switching must be the single driving force for the
magnetization reversal, and every single bit has to be thermally stable.

So far, we investigated current-induced magnetization switching in the tem-
perature regime where the islands frequently switch their magnetization due to
thermal excitation, and the effect of the spin current is to generate an imbalance
of state lifetimes. Now we want to switch islands that exhibit a stable magneti-
zation over the time scale of the experiment. For this purpose we use a different
technique. In contrast to the previous experiments, the steady high current is
replaced by a short high-current pulse to switch the magnetization of quasistable
nanoislands. This technique prevents the tip from eventual damage or electronic
changes, which have been observed frequently for continuous currents exceeding
2μA.

8.1 Nanoisland in the low-frequency regime

The topography of a W(110) surface decorated with Fe monolayer nanoislands
is shown in Fig. 8.1A. The simultaneously recorded magnetic dI/dU map in
Fig. 8.1B reveals that most of the nanoislands exhibit an unstable magnetiza-
tion – they switch frequently at T = 44.2K. However, only one single switching
event is observed for the center island (marked by the arrow).

After positioning the tip above the center region of the quasistable island, the
dI/dU signal and the tip displacement have been measured simultaneously as a
function of time t with a closed feedback loop at low tunnel current, as shown in
Fig. 8.1C. At t = 0 s, the magnetization of the island is in the state “0”, indicated
by a low dI/dU signal. After some time, the dI/dU signal changes to state
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Figure 8.1: (A) Topography and (B) in-plane magnetic dI/dU map of Fe monolayer islands
on W(110) measured at T = 44.2 K (parameters: I = 2 nA, U = −200 mV). Whereas the center
island (marked by arrow; size: (5.6 ± 0.6)nm2) only switches once, the neighbouring islands
switch more often due to thermal agitation. The center island has been investigated in detail
(parameters: I = 20 nA, U = −200 mV). (C) dI/dU signal (top) and tip displacement Δz
as measured as a function of time. The island switches thermally from state “0” to state “1”
(indicated by black arrow), and the tip-sample distance is decreased by ≈ 5 pm. After two
seconds a short high-current pulse is applied (red arrow), causing magnetization reversal of the
nanoisland from state “1” back to state “0”.

“1” (marked by the black arrow), thereby indicating that the nanoisland reverses
its magnetization due to thermal activation. In addition, the tip has slightly
approached the surface (Δz ≈ −5pm). Consequently, the magnetization of tip
and sample was in the parallel configuration at t = 0 s, and due to the switching
event it changes to the antiparallel configuration. Because the tunnel resistance
is now increased, the tip has to approached the sample to keep the tunnel current
constant. Note that the slow change of the dI/dU signal contrasting with the
abrupt change in the tip’s z-position arises from the fact that a lock-in integrating
time constant of 100ms was used to get a sufficiently high signal-to-noise ratio
at the low setpoint current I in the high-current range of the current-to-voltage
amplifier.

About two seconds after the thermal switching event, a manually initiated
high-current pulse (Ip = 5μA, Up = −200mV, tp = 10ms, closed feedback loop)
has been applied, as marked by the red arrow. The pulse generation has been
realized with a special macro, and data acquisition is interrupted for the duration
of the pulse, therefore the respective dI/dU signal and tip displacement Δz are
not recorded during the pulse. After the pulse, the dI/dU signal as well as the
tip displacement Δz changed back to the initial configuration. Obviously, the
nanoisland has switched back to the initial magnetic state “0”. The z position of
the tip changed slightly compared to the situation before the pulse, which is caused
by thermal drift of the piezo scanner that is compensated by the feedback-loop.

To prove the effectiveness of this switching technique, a series of current pulses
has been applied to switch the magnetization of the chosen island. A 1000 s section
of the dI/dU signal is shown in Fig. 8.2. The grey data points are related to the
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Figure 8.2: 1000 s section of the dI/dU signal as recorded at low tunnel current (I = 20 nA).
Whereas in the first experiment the intrinsic thermally activated magnetization switching is
observed with no interaction between tip and sample (grey line), short current pulses were
applied after every thermally induced switching event in the second experiment (blue line),
forcing the island to switch back its magnetization.

signal recorded at low tunnel currents without applications of high-current pulses,
revealing that the magnetization rarely switches. In total, 70 switching events
from state “0” to state “1” were recorded within 5000 s. In a second experiment,
every single thermal switching event to the state “1” is followed by a manually
initiated high-current pulse, thereby trying to switch back the magnetization to
the state “0” (blue data points). 67 out of 70 attempts (that is 96%) were successful
and caused a reversal of the magnetization. Consequently, short tunnel current
pulses can be used to reverse the magnetization of a nanoisland that switches at
a very low frequency.

However, from this experiment it remains unclear if the spin torque or the Joule
heating is the driving force for the magnetization reversal. To get a deeper insight
to the processes involved in magnetization switching, a more complex experiment
has to be performed, including a detailed analysis of the Joule heating and spin
torque contributions in the high-current tunneling regime. This has been done in
the following.

8.2 Quasistable nanoisland

Figure 8.3 illustrates the basic idea for switching an individual thermally stable
magnetic nanoisland using short pulses of high spin-polarized currents. Initially,
the island is considered to be in the state “down” (A). The high effective activation
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Figure 8.3: Basic principle of switching the magnetization of a nanoisland by applying a
short current pulse. (A) Initial state. The magnetization is in the state “down”, and the high
effective activation barrier (Eb) prevents thermal switching events. (B) Application of a high
current pulse originating from a magnetic STM tip. Joule heating (JH) decreases Eb for both
states, and spin torque effects (ST) lift the degeneracy of the state lifetimes, thereby favoring a
magnetization reversal from state “down” to “up”. (C) End state. The magnetization is in state
“up”, and Eb prevents thermal switching events.

barrier Eb prevents magnetization by thermally driven reversal. After approaching
a magnetic STM tip, a high spin-polarized current pulse is applied between the
tip and the nanoisland (B). During the pulse, two distinct effects influence the
magnetic state of the island. First, the Joule heating (JH) increases the effective
temperature of the nanoisland, thereby decreasing the lifetime of the magnetic
state. Second, the spin torque effect (ST) lifts the degeneracy of the state lifetimes,
and Eb is decreased for state “down”, favoring a magnetic reversal. Once the
magnetization has switched, the increased effective activation barrier for state “up”
caused by the spin torque inhibits an additional magnetization reversal. Finally,
the current pulse ends, and the high effective energy barrier Eb again stabilizes
the magnetization of the nanoisland against thermally driven reversal (C).

In Fig. 8.4A, the topography of a nanoisland sample at T = 31.5K is shown.
The dI/dU signal in Fig. 8.4B indicates that most of the nanoislands exhibit a
stable magnetization. Because the magnetization obviously reverses on time scales
larger than the time to record one image, a series of STM images (500 s each) has
been recorded over six hours to find suitable nanoislands that exhibit a stable
magnetization over that time period. A zoom to one of these thermally stable
islands is shown in the insets of Fig. 8.4A and B. It is in state “0”, as indicated by
a low dI/dU signal.

Characterization at elevated temperature

To determine the effective activation barrier Eb as well as the Joule heating and
spin torque contributions at high spin-polarized currents, the system has been
warmed up by several K, thereby crossing the blocking temperature for thermally
activated switching of the magnetization.
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Figure 8.4: (A) Topography and (B) in-plane magnetic dI/dU map of Fe monolayer islands
on W(110) measured at T = 31.5 K (parameters: I = 2 nA, U = −200 mV; island size: (4.0 ±
0.4)nm2). Within the time for recording one image, most of the islands are magnetically stable.
The particular island shown in the inset has been investigated in detail.

Now the magnetization is no longer stable, but switches thermally, as shown in
Fig. 8.5A. At low tunnel current, intrinsic switching behavior has been observed at
two different temperatures, T = 36.9K and T = 38.8K, leading to τ̄ = (27 ± 3) s
and τ̄ = (3.6 ± 0.2) s, respectively. From the Arrhenius-like behavior of τ̄ as a
function of T−1, the effective activation barrier Eb can be deduced, leading to
Eb = (126 ± 8)meV.

At T = 36.9K, the effects of a high tunnel current have been investigated
in detail. As has been described in the experiments on the thermally switching
nanoislands, two effects contribute to current-induced magnetization switching:
Joule heating and spin torque. Their influence on the switching behavior is illus-
trated in Fig. 8.5B. At I = 1000nA, the mean lifetimes of state “0” (τ̄0) and state
“1” (τ̄1) have been determined, yielding τ̄0 = (1.5 ± 0.2) s and τ̄1 = (3.8 ± 0.4) s.
Following Eq. 7.5 and Eq. 7.8, the effective temperature rise ΔTJH due to Joule
heating and the modification ΔEST of the effective activation energy barrier due
to the pure spin torque at I = 1000nA can be derived: ΔTJH = (2.41±0.02)K and
ΔEST = ±(1.6 ± 0.3)meV. The results are summarized in the table in Fig. 8.5C.

From ΔTJH(I = 1000nA) and ΔEST(I = 1000nA) the effects of Joule heat-
ing and spin torque at even higher tunnel currents can be deduced: As has been
shown in Fig. 7.7, both the Joule heating and the spin torque scale linearly with
the tunnel current I . To switch the magnetization of the same nanoisland in
the quasistable regime, a current pulse amplitude of 5000nA was chosen. Conse-
quently, in this high tunneling current regime, ΔTJH(I = 5000nA) = (12.1±0.1)K
and ΔEST(I = 5000nA) = (8.0 ± 1.5)meV.
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Figure 8.5: (A) Principle of thermally induced magnetization switching. Due to thermal
activation the magnetization may overcome the effective activation barrier Eb and therefore
switch from “down” to “up” and vice versa. (B) Principle of current-induced magnetization
switching in the superparamagnetic regime. Joule heating decreases Eb for both states, and
spin torque effects lift the degeneracy of Eb, thereby favoring switching from state “down” to
state “up”. (C) State lifetimes τ0 and τ1, Joule heating contribution (JH) and spin torque
contribution (ST) at low (1 nA) and high (1000 nA) tunnel current. Temperature: 36.9 K.

Switching the magnetization of a stable nanoisland

Now knowing the effective activation energy barrier Eb, the Joule heating ΔTJH(I =
5000nA) and the spin torque contributions ΔEST(I = 5000nA), it is possible to
find an appropriate current pulse length for switching the magnetization of the
stable nanoisland very effectively. Initially, the nanoisland is in the state “0” at
temperature T = 31.5K. During the current pulse, the temperature of the nanois-
land is increased by ≈ 12K due to Joule heating, leading to a mean lifetime of
state “0” and “1” τ̄JH ≈ 65ms. Thus, a non-magnetic tip (with no spin torque
effects) would maintain the degeneracy of the lifetime, and therefore switching
back and forth would be equally probable.

Considering not only Joule heating but also the spin torque contribution of
the high spin-polarized current pulse, the degeneracy of the lifetimes is lifted:
For switching the magnetization from antiparallel to parallel configuration with
respect to the tip magnetization, the lifetime is further decreased to τ̄ST,P ≈ 8ms,
whereas for switching the magnetization from parallel to antiparallel configura-
tions, the lifetime is increased to τ̄ST,AP ≈ 526ms. Obviously, the spin torque
forces the magnetization to align in the parallel configuration, and once the re-
versal is achieved, the magnetization is stabilized by the spin torque.

The probability pswitch to switch the magnetization within a pulse length tpulse

is given by

pswitch = 1 − exp

[
1 − tpulse

τ̄

]
, (8.1)

with τ̄ being the mean lifetime during the high current pulse. pswitch(tpulse) is
shown in Fig. 8.6A for the three different parameters τ as determined for pure
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Figure 8.6: (A) Switching probabiblity pswitch as function of current pulse duration tpulse,
given by pure Joule heating (JH), spin torque switching to parallel (STP) and antiparallel
(STAP) configuration of tip and sample magnetization. (B) Sketch of the different switching
processes described in (A).

Joule heating (JH) and including spin torque effects: switching from antiparallel
to parallel configuration of tip and sample magnetization (STP) or vice versa
(STAP).

In the experiment, a tunnel current pulse of 5000nA with a length of 10ms
has been applied. Considering only Joule heating (equivalent to a non-magnetic
tip), the respective switching probability is pswitch = 14%, and therefore it is un-
likely to switch the magnetization by pure thermal activation. Taking the spin
torque effects into account, the switching probability for a 10ms pulse increases to
pswitch = 71%. Consequently, it is very likely to switch the magnetization by ther-
mal and spin torque activation. The probability to switch the magnetization from
antiparallel to parallel configuration is negligible, pswitch = 2%. Thus, multiple
switching events during the application of the current pulse can be neglected.

In Fig. 8.7A, the initial magnetic configuration is shown. The nanoisland
under investigation appears dark, indicating that it is in the magnetic state “0”.
For the switching experiment the magnetic STM tip has been positioned above the
center of the nanoisland at a tunnel current of 20 nA. Then a manually initiated
high current pulse of 5000nA with a duration of 10ms has been applied. The
respective setpoint current, dI/dU signal and z-displacement of the tip is shown
in Fig. 8.7B. Right after the current pulse (at t = 8 s), the dI/dU signal has
changed from state “0” to state “1”, and also the z-displacement has abruptly
changed by ≈ 0.2Å. Note that the dI/dU signal only slowly leaves saturation
after the current pulse because of a very long integrating time constant (100ms)
of the lock-in amplifier.

In order to exclude any tip changes as a reason for the changed dI/dU signal,
a magnetic map of the nanoisland has been obtained after the pulse, as shown in
Fig. 8.7C. It is clearly visible that the nanoisland changed its magnetization state
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Figure 8.7: Switching the magnetization of a stable nanoisland by a current pulse. (A) Initial
state. The nanoisland is in the magnetic state “0”. (B) Current pulse experiment: tunnel current
setpoint (top), dI/dU signal (middle) and z-displacement (bottom) as a function of time. After
the current pulse, the magnetization of the island has changed, as indicated by the dI/dU signal
and the z-displacement. (C) dI/dU map after the pulse. The nanoisland now is in the magnetic
state “1”.

from “0” to “1”, as also indicated by the neighboring island which is still in the
state “0” and has not been affected by the pulse.

Finally, a series of STM images has been taken to observe the switching be-
havior of the particular island and its surrounding. Even twelve hours after the
high-current pulse, the STM images show no thermally activated magnetization
reversal of the nanoisland that has been switched on purpose. Consequently, the
magnetization reversal on the nanoisland indeed was iniated by the spin-torque
from the high-current pulse and not by a coincidental thermal switching event.
This finding indicates that a spin-polarized high-current pulse can be used to ma-
nipulate nanoislands that exhibit a thermally stable magnetization. Hence, the
heat-assisted spin-torque of a high-current pulse generated by a SP-STM tip is
high enough to overcome the activation energy barrier of an individual nanoisland.
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Chapter 9

Summary and Perspectives

Switching the magnetization of a magnetic bit by the injection of a spin-polarized
current offers the possibility for the development of innovative high-density data
storage technologies. Within this work it is shown that individual magnetic iron
nanoislands with typical sizes of 100 atoms can be addressed and locally switched
using a magnetic scanning probe tip, thereby demonstrating current-induced mag-
netization switching across a vacuum barrier.

At elevated temperatures, the magnetization of each nanoisland normally fluc-
tuates between two equally preferable magnetic states. A detailed analysis of this
switching behavior as a function of temperature and island size reveals that the
magnetization reversal of atomic-scale nanoislands is realized via the nucleation
and diffusive propagation of domain walls. A coherent rotation of all magnetic
moments during the magnetization reversal can be excluded.

The equilibrium of the magnetic state lifetime is broken when injecting a spin-
polarized current. Depending on the current direction, the magnetization of the
nanoisland favors parallel or antiparallel alignment with respect to the spin po-
larization of the current. The high lateral resolution of spin-polarized scanning
tunneling microscopy allows three fundamental contributions involved in magne-
tization switching, i.e., current-induced spin torque, heating the island by the
tunneling current, and Oersted field effects, to be quantified, thereby providing
an improved understanding of the switching mechanism.

Moreover, a high spin-polarized current pulse also allows quasistable magnetic
nanoislands to be switched, i.e. islands that switch their magnetization only once
in several hours, thereby demonstrating that the torque generated by a spin-
polarized tunnel current induces magnetic reversal in nanoislands that do not
switch thermally.

While the fundamental physics underlying the spin transfer torque in spin
valves has been extensively studied theoretically [3–17], its role in magnetic tun-
nel junctions remains an unexplored area so far, except for the pioneering work
of Slonczewski [32, 33]. In magnetic tunnel junctions the spin-filtering and spin-
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Figure 9.1: Application of SP-STM for the magnetic manipulation of nanoislands. The islands
are addressed by a magnetic tip that serves as a combined read and write probe. At low spin-
polarized tunnel current, the magnetic state of each nanoisland is read out. Using a high tunnel
current, the magnetization of the nanoisland is reversed due to spin-torque effects.

torque generating processes depend strongly on the electronic structure of the
electrodes, so it is very important to take a closer look at the theoretical back-
ground of current-induced magnetization switching through a vacuum barrier,
including band structure effects.

The SP-STM experiments show that a magnetic scanning tip can be used
both to read out information at lateral resolution down to the atomic scale and to
manipulate very locally the magnetism of nanostructures, as illustrated in Fig.9.1.
This technique opens up a completely new field of investigations using SP-STM
as a tool for simultaneous manipulation and observation of magnetism at atomic
lateral resolution, thereby providing new insights into magnetic phenomena on
the nanoscale.

Current-induced magnetization switching combined with the ultimate lateral
resolution of SP-STM will definitely provide new insight into the microscopic pro-
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cesses of magnetization reversal. Many experiments on current-induced magneti-
zation switching that have been performed on lithographically fabricated devices
could now be repeated on the atomic-scale: While self-organized nanostructures
or even single atoms provide a very well-defined sample, the injection point of
a high spin-polarized current can be controlled precisely using SP-STM. Conse-
quently, fascinating perspectives for a new class of experiments open up that will
provide a more detailed understanding of magnetism and magnetic interactions.
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