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Foreword 

Porous mineral materials can be damaged by both physical and chemical attack. The 

presence of an aggressive solution in the pores may induce dissolution of the porous 

substrate and precipitation of damaging solids, cause chemical changes, or induce 

swelling processes, all of which lead to damaging mechanical stresses and substrate 

loss. These damage mechanisms can be denoted altogether as corrosion. Corrosive 

processes are dependent on the moisture, the temperature, and the concentration and 

nature of the carried species in the solution as well as on the flux rate at variable 

concentration and other boundary conditions.  

From 2002 until 2009 the DFG has financially supported our research in the field of 

materials science in civil engineering, which is focused on the time-dependent 

description and prediction of the cited damage mechanisms of porous mineral materials 

by using numerical simulation under real field conditions. Hereby, the modeling of 

microstructures and transport processes has been extensively studied.   

The present book holds the reports published by the involved institutes. Each report 

contains a summary of the main results achieved in their research.  High mathematical 

complexity and computing cost linked to thorough knowledge of physical chemistry has 

been required for the successful achievement of the research goals.  

Indeed, the implemented numerical models and simulation programs, some of which 

are in ongoing development, provide for an increasingly useful tool to predict the 

described corrosive processes in engineering and underground constructions as well as 

in historic buildings.  
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Simulation of the Microstructure of Cement-Based Materials 
- 3D-Simulation of Moisture Transport - 

Summary 
The research project focuses on simulating the moisture transport processes permeation, diffu-
sion and capillary absorption in hardened cement pastes and mortars as the first two scale lev-
els of a multi-scale model for describing the hygric properties of concrete. On the basis of three-
dimensional representations of the microstructure of the hardened cement pastes and the mor-
tars the various moisture transport coefficients are calculated with finite element methods. The 
generation of a moisture distribution in the materials serves as a prerequisite for simulating frost 
attack of concrete tackled by a companion project. 
 
Keywords: moisture transport, hardened cement paste, mortar, permeation, diffusion, capillary 
absorption, finite element method 

1 Introduction 
The durability of porous building materials is significantly affected by their capabilities to trans-
port moisture. This results from the fact that most of the damaging reagents (e.g. sulphates, 
chlorides) enter the material solved in water or by the so-called “piggyback transport”. The pre-
diction of the durability of the building materials is therefore closely connected to the question of 
their hygric properties. This is especially true for the damaging of concrete due to frost which 
was the subject of the cooperation of the Institute of Building Materials Research, RWTH Aa-
chen University (ibac) and the Institute of Mechanics and Computational Mechanics, Leibniz 
University Hannover (ibnm). The part of the project dealt with at the ibac encompass the simula-
tion of moisture transport and the derivation of the hygric material properties whereas the ibnm 
was engaged in the mechanical modeling with the goal to deduce the mechanical properties of 
the materials and to simulate the arising stresses due to frost attack.  

Since the building material “concrete” covers several length scales starting from the nano level 
of the gel phases up to the macro level of the construction component, the limited computational 
power of today’s data processing equipments prohibits the use of one all-encompassing model. 
In fact, multi-scale models have to be used to capture the complex nature of concrete. The 
workings so far dealt with the micro level of the hardened cement paste (typical length scale: 
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100 μm) and the meso level of the mortar (typical length scale: 10 mm) representing the first 
steps towards a multi-scale model of concrete. 

The approach chosen aimed for calculating the hygric and mechanical properties of hardened 
cement pastes and mortars on the basis of three-dimensional representations of their micro-
structure without further assumptions or empirical parameters that would have to be determined 
experimentally.  

In the following the generation of the 3D microstructure of the materials and the simulation of 
the moisture transport are presented. The transport processes considered encompass the water 
vapor diffusion, the water permeation and the capillary absorption in hardened cement pastes 
and mortars. The overall procedure with respect to hardened cement pastes and sandstones is 
described in detail in [1], [2] . 
 

2 Generation of the 3D microstructures of the hardened cement pastes 
The first step of the simulation of moisture transport at the micro level of the multi-scale model 
of concrete consists in generating a three-dimensional representation of the microstructure of 
the hardened cement pastes which serves as basis for the later calculations. This aim is 
achieved by two ways: Firstly, by using the simulation software CEMHYD3D ([3][4]), and se-
condly, by generating microtomographic images on the basis of the real material. 
 

2.1 Used cements 
The base material for the hardened cement pastes was a micro-milled Portland cement with a 
median grain size d50 of approximately 3.4 μm and a Blaine value of 10300 cm2/g. A fine-ground 
cement was used in order to keep the representative volume element for the simulation with 
CEMHYD3D as small as possible in order to reduce the computational power needed. Further-
more, since in CEMHYD3D no diffusion through a closed surface of hydration products is im-
plemented, smaller cement grains are able to hydrate up to a higher degree than larger grains. 
The production and preparation of the samples for the microtomographic images (cf. Sect. 2.3) 
is described in [5]. 
 

2.2 Simulation of the microstructure of the hardened cement paste with 
CEMHYD3D 

The computer program CEMHYD3D simulates the development of a three-dimensional micro-
structure of Portland cement with time during hydration. The software was developed by Bentz 
et al. at the National Institute of Standards and Technology (NIST), USA.  

Starting from SEM (scanning electron microscopy) images of the cement powder, its particle 
size distribution, and the selected water to cement ratio a three-dimensional computational 
model of the cement paste is generated by CEMHYD3D. On the basis of this 3D model the hy-
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dration of the cement paste is simulated. At the end of the procedure a three-dimensional com-
putational model of the hardened cement paste (hcp) is generated. Two hardened cement 
pastes were simulated. Their water to cement ratios and degrees of hydration are shown in Ta-
ble 1. 

Table 1: Water to cement ratios w/c and degrees of hydration � of the hardened cement 
pastes 

Name w/c � 
hcp-45 0.45 0.95 
hcp-55 0.55 0.99 

 
The initial microstructure of the cement paste generated with CEMHYD3D and the resulting 
microstructure of the hardened cement paste for the hcp-45 are displayed in Figure 1. The side 
length of the microstructures amounts to 256 voxels with a voxel length of 1 μm. 

 

  
(a) Initial cement paste microstructure (b) Hardened cement paste (hcp-45) 

Figure 1: Initial 3D microstructure of the cement paste and simulated hardened cement paste 
(hcp-45) 

 

2.3 Microtomographic images of the hardened cement pastes 
In order to decide whether the simulated microstructures are realistic microtomographic images 
of real hcp samples with a resolution of about 1 μm/voxel were made. After acquisition of the 
microtomographic data sets, noise was removed by applying a median filter. Subsequently, the 
microtomographic images were segmented in unhydrated clinker phases, hydration products 
and pores by thresholding, making use of the cement hydration model of Powers [6]. The micro-
tomographic images of both hardened cement pastes hcp-45 and hcp-55 are depicted in Figure 
2. 
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(a) hcp-45 (b) hcp-55 

Figure 2: μCT images of the hardened cement pastes hcp-45 and hcp-55 after segmentation 

 

2.4 Rescaling of the resolution of the microstructures 
Both the microstructures simulated with CEMHYD3D and the microtomographic images of the 
hardened cement pastes have a resolution of about 1 μm/voxel. Hence the submicron part of 
the pore space, which is significant for the moisture transport, is not captured. In Figure 3 the 
results of the mercury intrusion porosimetry (MIP) of the hcp-45 are shown.  

 

  

Figure 3:   MIP curves of the hcp-45 Figure 4:    log(V(r)-log(r) plot of the cumulative 
MIP curve of the hcp-45 

According to [7], pores with radii larger than the critical radius rc, defined by the inflection point 
of the cumulative intrusion curve, do not form a connected network but are linked by smaller 
pore channels which act as bottle necks with respect to moisture transport. The critical radii of 
the hardened cement pastes cover a range between 10 nm and 30 nm. In Figure 4 the log(V(r))-
log(r) plot of the cumulative MIP curve in Figure 3 is displayed. Linear segments of the curve 
represent domains of self-similarity with a fractal dimension defined by the slope of the seg-
ment. In case of the hcp-45 the fractal dimension amounts to 2.14 in the range of rc. The pore 
space of the corresponding microtomographic image of the hcp-45 also is self-similar with a 
fractal dimension of 2.12, calculated with a three-dimensional version of the box-counting me-
thod described in [8]. Due to the self-similarity of the pore space and accounting for the fact that 
the fractal dimension of the pore space of the microtomographic image is almost identical to that 
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of the real material the resolution of the simulated microstructures and the microtomographic 
data sets was scaled up to 20 nm/voxel assuming that pores with a smaller radius only make a 
minor contribution to the overall moisture transport. 

The change of the resolution scale only affects the later simulation of the permeation and the 
capillary absorption. The diffusion is independent of the resolution. 
 

3 Simulation of the moisture transport in the hardened cement pastes 
The basic approach to simulate the moisture transport in the hardened cement pastes is to re-
place their pore spaces with networks of cylindrical tubes which possess the same moisture 
transport properties. On the basis of the transportation networks the moisture transport coeffi-
cients are calculated using finite element methods.  
 

3.1 Generating of the moisture transport networks of the hardened cement pastes 
The first step in generating the moisture transport networks consists in extracting the medial 
axis of the pore spaces of hardened cement pastes. This is achieved by a modified version of 
the “thinning algorithm” described in [9]: Starting with the solid – pore interface all pore voxels 
that fulfill certain adjacency relations to their neighbor voxels are deleted until the medial axis 
remains. In a second step all dead end branches and isolated parts of the medial axis, i.e. parts 
that are not linked to the surface of the microstructures, are removed. Afterwards all voxels 
where branches of the medial axis intersect are identified using the concept of �-adjacency [10].  

The transportation network is generated by replacing all branches of the medial axis by cylin-
drical tubes having the same moisture transport properties than the original pore channels. The 
starting and end points of the tubes are marked by the previously determined intersection points 
of the medial axis branches. 

The diameters of the tubes are assigned in the following way: Each voxel of the medial axis is 
considered as center point of a sphere, which is steadily increased until it contacts the solid 
phase. The resulting radius of the sphere is afterwards assigned to the center voxel.  

In case of simulating the water permeation the effective hydraulic radius of the pore channels 
enters the corresponding equations. The hydraulic radius for each voxel of the medial axis is 
determined by the area A and the perimeter P of the pore channel perpendicular to the medial 
axis through this voxel, according to 

 H
Ar 2
P

� .  (1) 

Having assigned a diameter, the voxels of the medial axis are considered as small tubes. The 
radius of a tube in the transportation network then follows from the calculation of the radius of a 
serial connection of one voxel long tubes, namely the voxels of the medial axis it consists of.  
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In Figure 5 a part of the medial axis and the resulting transportation network of the pore space 
of the microtomographic data set of the hcp-45 are shown. 

 

  

Figure 5: Medial axis and resulting transportation network of the pore space of the μCT image 
of the hcp-45 (the side length of the displayed volumes is 128 μm) 

 
After generating of the transportation networks the different moisture transport processes (diffu-
sion, permeation and capillary absorption) are simulated with finite element methods. 
 

3.2 Water vapor diffusion of the hardened cement pastes 
The simulation of the water vapor diffusion in the hardened cement pastes is carried out by re-
placing every tube of the transportation networks by one-dimensional heat conducting elements. 
The mass flow rate in a tube tij ranging from node i to node j is calculated by Fick’s first law, i.e. 

 ij
ij air ij

ij

c
Q D A

L
�

� � �  (2) 

where Dair is the diffusion coefficient of water vapor in air, Aij is the cross section of the tube, Lij 
its length and �cij = ci - cj the imposed water vapor concentration difference. Since the tij are 
serial connections of n one voxel long tubes the relations 

 
ij k

n
ij kk 1

Q Q

c c
�

�

� � ��
 (3) 

hold. From Eqs. (2) and (3) the diameter of tij is calculated by 

 ij
ij

n k
2k 1
k

L
d L

d�

�

�
. (4) 

The total mass flow rate within the microstructure is given by 
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out

hcp ij
j A

cQ D A Q
L �

�
� � � � �  (5) 

with Dhcp denoting the water vapor diffusion coefficient of the hardened cement paste, A the 
cross section, and L the length of the volume passed through by the water vapor, and �c the 
imposed vapor concentration difference between inlet and outlet surface of the volume. Con-
stant concentration boundary conditions were used for all nodes and no-flow boundary condi-
tions for all end nodes of tubes not lying on the inlet or outlet surface. The mass flow rate within 
the porous medium is calculated by summation of the mass flow rates of all tubes crossing the 
outlet surface. The simulated water vapor diffusion coefficients of both hardened cement pastes 
are shown in Table 2. The degree of compliance between the water vapor coefficients of the 
microtomographic images and those of the simulated microstructures depends on the water to 
cement ratio, as can be seen from Table 2. 

Table 2: Simulated water vapor diffusion coefficients of the hardened cement pastes 

Hardened cement paste Dhcp 
 μCT CEMHYD3D 
 10-7 m2/s 
hcp-45 0.8 7.1 
hcp-55 16.1 12.4 

 
Unfortunately the water vapor diffusion coefficients of the hardened cement pastes could not be 
determined experimentally due to a pronounced tendency to form drying shrinkage cracks. For 
comparison experimental results of a hardened cement paste consisting of an ordinary Portland 
cement according to [11] are displayed in Table 3. 

Table 3: Measured water vapor diffusion coefficients of hardened cement pastes made of 
ordinary Portland cement 

w/z Dhcp 
 10-7 m2/s 
0.35 2.2 
0.45 4.1 
0.60 6.1 

 
Even though, the water vapor diffusion coefficients of Table 3 cannot be compared directly to 
those in Table 2, because of different raw materials, the values lie in the same order of magni-
tude. 
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3.3 Water permeability of the hardened cement pastes 
The simulation of water permeability is achieved by replacing every tube in the transportation 
network by a one-dimensional fluid conducting element for which Bernoulli’s law is applied. The 
mass flow rate in a tube tij is calculated by  

 ij
ij ij

l

2 p
Q A

c
	�

�  (6) 

where 	 is the density of the fluid, cl the loss coefficient and �pij = pi – pj the imposed pressure 
difference. The loss coefficient can be expressed by 

 ij
l

ij

L
c

D
� � 
 �  (7) 

with � denoting the friction factor and � accounting for hydraulic losses due to a variation of the 
diameter of tij, cross points with other tubes and the constriction of the tubes provoked by the 
“self-sealing” effect of hardened cement paste due to its distinct interaction with water [12]. As-
suming laminar flow in the tubes the friction factor results from 

 64
Re

� �  (8) 

where Re is the Reynolds number defined by 

 ij ij

ij

Q d
Re

A
�

�
� �

 (9) 

with � the dynamic viscosity of the fluid. 

Analogous to Eq. (4) the diameter of the tube tij is given by 

 ij
ij

n4 k
4k 1
k

L
d

L
d�

�

�
. (10) 

The mass flow rate through the hardened cement pastes is calculated using Darcy’s law: 

 
out

ij
j A

k A pQ Q
L �

	 �
� � �

� � . (11) 

For the FE simulation constant pressure boundary conditions for all nodes and no-flow boun-
dary conditions for all nodes at the end of dead end tubes were used.  

The water permeability coefficients of the hardened cement pastes were measured using the 
triaxial flow cell described in [13].  

In Table 4 the simulated permeability coefficients together with the experimental values are 
shown. In order to account for the already mentioned “self-sealing” effect of the hardened ce-
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ment pastes the loss coefficient � in Eq. (7) was determined so that the measured permeability 
coefficient of the hcp-45 matches the simulated value of the μCT microstructure. The obtained 
value was afterwards also used for the hcp-55. It should be mentioned that the loss coefficient 
was only necessary for the hardened cement pastes. In case of sandstones which behave more 
or less inert with respect to water no loss coefficient was needed to match the experimental da-
ta [1]. 

Table 4: Water permeability coefficients of the hardened cement pastes 

Hardened cement paste  k  
 μCT CEMHYD3D Experiment 
 10-21 m2 
hcp-45 3.6 9.2 3.5  0.7 
hcp-55 14.5 14.8 15.0  1.7  

 

3.4 Capillary water absorption of the hardened cement pastes 
In order to simulate the capillary water absorption of the hardened the cement pastes every 
tube of the transportation network is replaced by a one-dimensional heat conducting element tij 
ranging from node i to node j. The relevant equations are deduced as follows: At time t = 0 the 
temperature at node i of tij is suddenly increased from 0 to 1. In node j adiabatic conditions shall 
prevail. The heat transfer in tij is then described by the heat conducting equation 

 2

2
ij

T 1 T 0
x a t

� �
� �

� �
, (12) 

where T denotes the temperature and aij the temperature conductivity, together with the initial 
condition 
 

T(x,0) 0�  (13) 

and the boundary conditions 

 
x h

T 0
x

T(0,t 0) 1
�

�
�

�
� �

 (14) 

with h denoting the length of tij. The solution of Eq. (12) in conjunction with Eq. (13) and Eq. (14) 
for the time dependent temperature increase in node j is given by 
 

T(h,t) 2(erfc( ) erfc(3 ) erfc(5 )� � � � 
 � ��  (15) 

where erfc is the complementary error function 
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2t

0

1erfc( ) 1 e dt
2

�
�� � �

� �  (16) 

and � is defined by 

 
ij

h
2 a t

� � . (17) 

If � is large, that is for small time periods t, the series on the right-hand side of Eq. (15) can be 
truncated after the first term. Setting T(h,t) = � it follows from Eq. (15) that 

 1erfc ( / 2)�� � �  (18) 

which inserted in Eq. (17) leads to 

 1
ijh 2 a erfc ( / 2) t�� � . (19) 

On the other hand, if the maximum height of capillary rise is much larger than h, the capillary 
water absorption of a cylindrical tube tij is governed by the equation 

 ijcos r
h t

2
� �

� �
�

, (20) 

[14] where rij is the radius of the tube, � the surface tension of water, and � the contact angle. 
Equating Eq. (20) and Eq. (19) yields the following relation for the temperature conductivity of tij: 

 ij
ij 1 2

r cos1a
8 (erfc ( / 2))�

� �
�

� �
. (21) 

The results so far can be summarized as follows: 

When at node i of an heat conducting element tij of the transportation network the temperature 
is increased from 0 to 1 at time zero and its temperature conductivity satisfies Eq. (21), the time 
needed to increase the temperature at node j to � matches the time needed by a water column 
to travel from i to j in case of capillary suction. Since this is only valid if adiabatic conditions pre-
vail at j the temperature conductivity of the subsequent elements intersecting in j may not start 
until the temperature in j has reached �. This means that the temperature conductivity of the 
heat conducting elements have to be changed continuously during the FE calculation. 

Table 5 summarizes the simulated water absorption and water infiltration coefficients of the har-
dened cement pastes.  
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Table 5: Simulated water absorption and water infiltration coefficients of the hardened ce-
ment pastes 

Hardened cement
paste 

Porosity AW EW 

  μCT CEMHYD3D μCT CEMHYD3D
 % kg/(m2 h0.5) 10-2 m/h0.5 
hcp-45 14 0.4 2.1 1.0 1.3 
hcp-55 22 1.5 3.4 1.5 1.4 

 

Due to the already mentioned problem of drying shrinkage cracks the capillary absorption coef-
ficient of the hardened cement pastes could not be measured. For comparison experimental 
values of various hardened cement pastes made of an ordinary Portland cement according to 
[15] are listed in Table 6 pointing out that the simulated water absorption coefficients lie in the 
same range. This indicates that the presented model is able to produce reliable results. 

Table 6: Measured water absorption coefficients of hardened cement pastes made of ordi-
nary Portland cement 

Hardened cement paste Porosity AW 
 % kg/(m2 h0.5) 
0.35 14 0.5 
0.45 25 0.6 
0.60 32 2.0 

4 Generation of the 3D microstructures of the mortars 
4.1 Materials 
At the meso level of the multi-scale model two mortars m47 and m57 with water to cement ra-
tios of 0.47 and 0.57, respectively, were used. The mixture composition of the mortars shown in 
Table 7 complied with the requirement that the contained bulk matrix was identical to the har-
dened cement pastes already investigated at the micro level of the model. The necessary wor-
kability of the mortars was achieved by adding a superplasticizer on the basis of 
polycarboxylate ether. 
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Table 7: Mixture composition of the mortars m47 and m57 

Mortar Constituent Density Net Weight 
  kg/m3 g 
m47 Cement 3113 248.4 
 Sand 0.25/1.0 2650 634.3 
 Water 1000 115.4 
m57 Cement 3113 242.4 
 Sand 0.25/1.0 2650 619.0 
 Water 1000 137.1 

 
 

4.2 Microtomographic images of the mortars 
The preparation of the mortar samples for the microtomographic images is described in [16]. 
The resolution of the microtomographic data sets was 7.1 μm/voxel. In order to remove noise a 
median filter was applied. After that the images were segmented into the phases aggregates, 
matrix and pores by a threshold operation. Since the latter were few and far between they could 
safely be neglected. 

Because of the limited resolution of the microtomographic data sets the interfacial transition 
zone (ITZ) could not be distinguished from the bulk matrix. The ITZ was therefore computation-
ally generated. In accordance with experimental results from [17] its thickness was chosen to be 
3 voxels (� 21.3 μm). 

 

  
(a) Original μCT image (b) μCT image after noise filtering, segmen-

tation and generation of ITZ 

Figure 6: Noise filtering and segmentation of the μCT data set of the mortar m47 
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5 Simulation of the moisture transport in the mortars 
5.1 Generating of the moisture transport networks 
The basic approach for simulating the different moisture transport processes in the mortars 
consists in replacing the bulk matrix and the ITZ by transportation networks much like in the 
case of the pore space of the hardened cement pastes depicted in Sec. 3.1. First the medial 
axis of the bulk matrix and the ITZ are extracted. Then both medial axes are transformed into 
transportation networks which are subsequently superposed to an overall transportation net-
work. Afterwards, this transportation network forms the basis for calculating the moisture trans-
port coefficients with finite element methods. In doing so the contained aggregates are assumed 
to be impermeable. For the contained bulk matrices in the mortars the calculated moisture 
transport coefficients of the corresponding hardened cement pastes based on the (more realis-
tic) μCT images are used (cf. Chapt. 3). The moisture transport coefficients of the ITZs are in-
versely determined by comparing the calculated values of the mortars with experimental data. 
The whole procedure is described in [16]. 
 

5.2 Water vapor diffusion of the mortars 
Analogous to Eq. (2) the mass flow rate in a tube tij of the transportation networks is calculated 
by  

 ij
ij ij

ij

c
Q D A

L
�

� � �  (22) 

where D is the water vapor diffusion coefficient of the phase represented by the network, i.e. D 
= Dhcp in case of the bulk matrix and D = DITZ for the ITZ. The value of Dhcp results from the si-
mulation of the water vapor diffusion of the hardened cement pastes (cf. Table 2). The unknown 
diffusion coefficient DITZ was inversely determined so that the calculated water vapor diffusion 
coefficients of the mortars resulting from 

 
out

mortar ij
j A

cQ D A Q
L �

�
� � � � �  (23) 

(cf. Eq. (5)) matched the experimental values. The measurement of the water vapor diffusion 
coefficients of the mortars were conducted according to the German standard DIN EN ISO 
12572:2001-09. In order to avoid surface diffusion, not taken into account in the simulation, the 
maximum water vapor concentration was limited to 50 % r.h.  

In Table 8 the simulated water vapor coefficients of the mortars together with the measured val-
ues are listed. As can be seen from the data, in order that the calculated water vapor diffusion 
coefficients of the mortars match the experimental values the diffusion coefficient of the ITZ has 
to be 180 times larger than that of the corresponding bulk matrix in case of the mortar m47 and 
26 times larger in case of the mortar m57. 
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Table 8: Water vapor diffusion coefficients of the mortars and their constituents 

Mortar Constituent D 
  Simulation Experiment 
  10-8 m2/s 
m47  5.6 5.4  0.7 
 Bulk Matrix 8  
 ITZ 1450  
m57  16.0 17.0  5.7 
 Bulk Matrix 161  
 ITZ 4200  

 
 

5.3 Water permeability of the mortars 
The water permeability of the mortars was simulated by starting with Eq. (6) for the mass flow 
rate Qij in a tube tij of the network. Since the “self-sealing” effect of the bulk matrix in the mortars 
is already included in the permeability coefficient of that phase the loss coefficient � in Eq. (7) is 
zero. Qij then simplifies to 

 
2
ij ij ij

ij
eff ij

d A p
Q

32 L
	 �

� �
�

 (24) 

where �eff is the effective dynamic viscosity of the fluid. Eq. (24) holds if the tubes in the trans-
portation network are hollow. However, since the network represents the bulk matrix and the 
ITZ of the mortars the tubes are filled with the corresponding solid phase. This can be taken into 
account within the FE simulation by appropriately choosing �eff. The mass flow rate in a cylinder 
of bulk matrix or ITZ is calculated by using Darcy’s law: 

 ij ij
ij

ij

k A p
Q

L
	 �

� �
�

 (25) 

with the permeability coefficient k of the corresponding solid phase (bulk matrix or ITZ). Equat-
ing Eq. (24) and Eq. (25) leads to 

 
2
ij

eff

d
32k
�

� � . (26) 

Thus, in order to account for the fact that the tubes in the network are not hollow but filled with a 
solid phase for every tube a particular viscosity of the transported fluid has to be assigned ac-
cording to Eq. (26). Besides of that, the calculation of the permeability coefficients of the mor-
tars is carried out in much the same way as described in Sec. 3.3. The permeability coefficients 
of the mortars kmortar are calculated using Darcy’s law: 
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In Table 9 the simulated and the measured permeability coefficients are displayed. 

Table 9: Water permeability coefficients of the mortars and their constituents 

Mortar Constituent k 
  Simulation Experiment 
  10-21 m2 
m47  3.2 3.2  1.7 
 Bulk Matrix 3.6  
 ITZ 18700  
m57  7.6 7.4  3.5 
 Bulk Matrix 14.5  
 ITZ 267000  

 
The permeability coefficients of the bulk matrices result from the simulation of the water per-
meation of the corresponding hardened cement pastes in Sec. 3.3. The permeability coefficients 
of the ITZs were inversely determined so that the simulated values of the mortars matched the 
experimental ones. The permeability coefficients were measured in accordance with the Ger-
man standard DIN 18130-1:1998-05. 

From Table 9 it follows that kITZ/kbulk � 5200 for the mortar m47 and kITZ/kbulk � 18400 for the mor-
tar m57. These values appear to be somewhat high and further investigations are necessary in 
order to prove their validity. 
 

5.4 Capillary water absorption of the mortars 
The fact that the tubes in the transportation network are not hollow is taken into account by ap-
propriately choosing the effective viscosity of the fluid as it was already done in case of the wa-
ter permeation described in the previous section. The capillary water absorption of a circular 
tube tij is described by Eq. (20). On the other hand the water uptake of a cylinder of bulk matrix 
or ITZ is given by 

 Wh(t) E t�  (28) 

whereas EW denotes the water infiltration coefficient of the corresponding solid phase (bulk ma-
trix or ITZ). Equating Eq. (28) and Eq. (20) leads to 

 ij
eff 2

W

cos d
4E

� �
� �  (29) 

for the effective viscosity of the fluid. Inserting Eq. (29) into Eq. (21) yields 
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for the temperature conductivity of tij. 

The FE simulation of the capillary absorption of the mortars is based on the following assump-
tions: The porosity of the ITZ is twice as large as the porosity of the corresponding bulk matrix 
[17]. The water infiltration coefficients of the bulk matrices result from the simulation of the capil-
lary absorption of the corresponding hardened cement pastes. A linear relationship between the 
porosity and the water infiltration coefficients of the hardened cement pastes is assumed and 
the water infiltration coefficients of the ITZs are then obtained by extrapolation. 

The simulated water absorption coefficients of the mortars together with the experimental val-
ues, which were determined according to the German standard DIN EN ISO 15148:2003-03, 
are displayed in Table 10. 

Table 10: Water absorption coefficients of the mortars and their constituents 

Mortar Constituent Porosity EW AW 

   Simulation Simulation Experiment 
  % 10-2 m/h0.5 kg/(m2 h0.5) 
m47    0.14 0.50  0.03 
 Bulk Matrix 16 1.0 0.40  
 ITZ 32 1.9   
m57    0.24 1.22  0.05 
 Bulk Matrix 26 1.5 1.50  
 ITZ 52 2.9   

 
As can be seen, the experimental values are larger by a factor of 3.5 to 5 compared to the simu-
lated ones. The main reason for this discrepancy is the formation of drying shrinkage cracks 
during specimen preparation for the capillary absorption tests which occurred despite drying the 
samples as gentle as possible. Furthermore, the transportation networks of the bulk matrix and 
the ITZ are disjoint, which also may have an influence on the simulation results. 
 

6 Final comments and conclusions 
On the basis of three-dimensional representations of the microstructure of hardened cement 
pastes and mortars their moisture transport coefficients were calculated with finite element me-
thods. Starting point for the calculations were microtomographic images of the materials consi-
dered. In case of the hardened cement pastes additionally computationally generated 
microstructures with the aid of the simulation software CEMHYD3D were used. However, the 
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microtomographic images turned out to be closer to reality and therefore led to moisture trans-
port coefficients which better match experimental values. 

The pore space of the hardened cements pastes was replaced by a transportation network con-
sisting of cylindrical tubes. The mortars were considered as three-phase systems consisting of 
aggregates, bulk matrix and interfacial transition zone. The aggregates were assumed to be 
impervious. The contained bulk matrix as well as the interfacial transition zone was replaced by 
a transportation network reflecting the moisture transport properties of the corresponding phase. 
On the basis of the generated transportation networks the various moisture transport processes 
were simulated with FEM. The calculated moisture transport coefficients of the hardened ce-
ment pastes entered the simulation of the moisture transport of the mortars as transport coeffi-
cients of the contained bulk matrices. By comparing the calculated moisture transport 
coefficients of the mortars with measured values the hygric properties of the included interfacial 
transition zones could be derived. However, the evaluation of the obtained results entails further 
experimental investigations of the moisture transport capabilities of the interfacial transition 
zone. 
 
Financial support from the German Research Foundation DFG is gratefully appreciated. 
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Modelling of diffusive transport of salt ions in porous, water-
containing building materials and capillary transport behav-
iour of salt solutions, subject to building material, salt type, 
concentration and fluid content 

Summary 
A concept was developed for the modelling of the diffusion. This enabled the known influences 
on diffusive transport in free solution (salt type and concentration, temperature) to be presented 
in general quantitive contexts and in connection with the building-materials-specific parameters 
of the pore system (tortuosity, moisture exponent in accordance with influence on pore filling) 
which had been established by experiments. In order to produce a description of the advective 
fluid transport, the behaviour of the salt solutions was investigated on the basis of the standard 
suction experiments used to determine the water-absorption speed of capillary-porous building 
materials. This was then successfully reproduced in formulaic dependence of the essential in-
fluences, such as dynamic viscosity and the solution density of various salt concentrations. As a 
result of special drying experiments and the determination of the salt content distribution, it was 
possible to identify the break-off conditions for advective fluid transport. 
 
Keywords: diffusive transport of salt ions, effective diffusion coefficient in porous building mate-
rials, fluid transport of the pore solution, critical pore filling 

1 Modelling of the Diffusive Transport of Salt Ions in Porous Building Materials 
1.1 Summary 
In order to achieve a practically-applicable model of the diffusive transport of a dissolved salt in 
porous building materials (a corresponding cation-anion pair), it was necessary to carry out an 
assessment of several calculation methods with reference to the experimentally-proven diffu-
sion coefficients Ds(cs,T) in free solution. An adequately accurate description of the concentra-
tion dependence of the diffusion Ds(cs) could only be achieved with an experimental reference 
curve dependent on salt type. It was possible to approximate the temperature dependence 
Ds(T) by means of the Arrhenius method.  The material parameters necessary for calculating 
the effective diffusion coefficient in porous building materials were determined by testing a se-
lection of materials. The verified functional coherences and data fields were then integrated into 
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the simulation programme DELPHIN and successfully tested under laboratory conditions (the 
two-disc experiment). In addition to this, a method was developed and used which made it pos-
sible to simulate diffusive transport for complex ion- and salt mixtures. This method involved the 
use of ion-specific parameters and their combination with each other. Experiments into the hy-
gric characteristics of porous building materials revealed that the sorption isotherms of building 
materials containing salts arise cumulatively from the sorption isotherm of the salt-free building 
material and the water sorption of the incorporated salt. 
 

1.2 Dependencies of the Salt Diffusion Coefficient in Free Solution 
Salt diffusion coefficients in free solution display, among other things, a pronounced depend-
ence on salt concentration cs and temperature T. The salts relevant to building materials differ 
mainly with regard to the concentration dependence (i.e. functional dependence) of the salt dif-
fusion coefficient Dsol(cs). Although the models considered (Stokes-Einstein, Nernst-Einstein, 
Nernst-Planck) to some extent produce well-calculated diffusion coefficients for selected salts 
and concentration areas, they fail completely in the case of other contaminating salts or with 
high concentrations. The model assessment and the data found in the relevant literature have 
so far failed to produce a generally-applicable and sufficiently accurate calculation model for 
Dsol = f(cs,T).  

On the other hand, the temperature dependence of the diffusion coefficient Dsol(T) at constant 
concentration cs can, like many other thermically active processes, be described with sufficient 
accuracy by the Arrhenius method. 
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D0 diffusion coefficient at theoretically infinite temperature 
 [cm²/s] 
EA activation energy of the diffusion / conductivity [kJ/mol] 
T temperature [K] 
R gas constant 

In addition, the dependence of the activation energy EA(cs) and the pre-exponential factors 
D0(cs) on the salt concentration is comparatively slight in the case of the salts considered. Start-
ing from an experimental diffusion coefficient Dr,sol(cs) at a reference temperature Tr (value taken 
from the literature), the diffusion coefficient Dsol(cs,T) in free solution can thus be calculated 
even with a medium activation energy EA for the underlying concentration cs and a selected 
temperature T (Equation 1). 
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If sufficient (possibly interpolated) data Dr,sol(cs) and EA(cs) at a constant reference temperature 
Tr are available in the literature, it is possible to calculate the concentration-dependent salt-
diffusion coefficient in free solution for a given temperature. 

If one compares the diffusion of a salt in a building material with that of one in free solution, one 
achieves an effecive diffusion coefficient Ds lower than the diffusion coefficient in free solution 
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Dsol. This finding reflects the complex influence of the pore structure (elongated diffusion path, 
reduced width, pore connection) and can be summarised as so-called tortuosity �. Tortuosity is 
determined by means of experiment and emerges from the relationship between the experimen-
tally-efficient diffusion coefficient [1] of a model salt and the diffusion coefficient in free solution 
as a material-specific parameter which is independent of salt type [2]. Once the tortuosity of a 
building material is known, the effective diffusion coefficient of any contaminating salt can be 
calculated at moisture saturation point. This is assuming that the diffusion coefficient in free so-
lution (for a given cs, T) can be taken from the literature or calculated on the above basis. 

Further to this, the effective diffusion coefficient Ds of a salt in a building material depends on its 
moisture content �l [3]. The form of functional dependence is clearly influenced by pore mor-
phology and can be described in terms of the material-specific moisture exponent n (Equation 
2). 

 !  !  !
cap

lssol
sls

nTcDTcD
�
�

�
�� ��

,,,,  (2) 
�l  volumetric water content of material 
�cap  water content of material at capillary saturation 
 point 
�l/�cap relative moisture content of building material 

The modelling of effective diffusion coefficients in building materials is shown schematically in 
Figure 1. 

c s

T 1

T r

T 2

D s o l( c s ,T )

� ,  n
D s ( � "� l , c s ,T )

Figure 1: Diagram of the Modelling of the 
effective diffusion coefficient. 

Dsol(cs) diffusion coefficient in free solution 
 [cm²/s] 
EA(cs) molar intrinsic ionisation energy diffusion 
 [kJ/mol] 
Tr temperature, reference temperature [K] 
� tortuosity [-] 
n moisture exponent [-] 

 
The material-specific parameters of various selected reference materials were determined by 
means of diffusion experiments. The salt-specific model parameters of the relevant contaminat-
ing salts were taken from data in the literature. This data was incorporated into the material- and 
salt data banks of the programme system. As a result of this, it is now possible to model 
changes in the diffusive transport characteristics, subject to electrolyte composition and tem-
perature. 
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1.3 Two-Disc Experiment (Weimar) with Calcium Silicate 
The two-disc experiment (Figure 1) serves to determine the material dependence of the diffu-
sion coefficient. Two discs of the selected material are produced, measuring 47 mm in diameter 
and 10 mm in thickness. One disc is saturated with a 1-molar salt 
solution (in this case, Na2SO4) and the other with pure water. The 
two discs are then joined together (with high concentration to the 
left) and the outer surfaces sealed so that no external steam 
transport can take place. Owing to the salt concentration gradient, 
a diffusive salt transport takes place from the left-hand to the right-
hand disc. Boreholes are then drilled at certain (temporal) inter-
vals, and the salt distribution is determined by means of drill-
powder analysis. These tests are carried out using a Jöns clay 
brick and calcium silicate as an internal sealing material. The test 
series are arithmetically simulated at the same time with a simula-
tion time lasting 12 hours. The salt distributions are compared with 
the measured data after 3, 6 and 8 hours. In the case of calcium 
silicate, the initial moisture content measured 89 Vol.-%, which 
corresponds to the saturation moisture. The parameter � of Equa-
tion 2 measures 0.85. 

Figure 3 shows a good measure of correlation between calculation and measurement. The ex-
aggerated values on the left-hand side near the centre can probably be attributed to contact 
problems between the two discs. 
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Figure 3: Comparison between calculated and measured salt concentrations after 3, 6 and 8 
hours of testing for calcium silicate. 
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1.4 Concentration Dependence of the Diffusion Coefficient and of Diffusion Coef-
ficients in Salt Mixtures 

In order to calculate the diffusion in solution of various salts, the ions are considered separately. 
The method used is an extended Nernst-Planck Equation (Equation 4), which describes the 
mass flow of an ion in mol/(m²s). 

Ji = Ds,i ��
�
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��ci

#�x + 
ziF
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#�x + ci 

� ln#$i!
�x  (4) 

J - ion flow [mol/m²s] R  - gas constant [J/Kmol] 
Ds  - diffusion coefficient of ion in pore space [m²/s] T  - temperature [K] 
c - concentration (molarity) [mol/m³] U  - electrical potential [V] 
z  - electrochemical valency of ion [-] $  - activity coefficient of ion [-] 
F  - Faraday constant [As/mol] x - local components [m] 

The influence of the pore structure and the moisture saturation degree in the effective diffusion 
coefficient Di,s is also included here - along the lines of the salt diffusion model used previously 
(Equation 5):  

Ds,i = 
Di,sol
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�cap

n
 (5) 

The different diffusion speeds of the various ions of a dissolved salt can in principle lead either 
to the ’hurrying-ahead’ or to the ’lagging behind’ of certain ion types. The result of this would be 
the formation of a local charge field, which would in turn cause certain ions to be accelerated or 
decelerated due to the electrostatic coupling of the ion charges, depending on charge and mo-
bility. The charges must therefore balance each other to such an extent that no noticeable 
charge separation results. The neutrality of the charge or zero-current condition must be nu-
merically enforced by means of the Poisson Equation. 

Alternatively, the use of our method slightly relaxes the prerequisite of charge neutrality and 
allows for a very small charge field to emerge. This means that the ion diffusion can be de-
scribed in terms of two overlapping processes: one the one hand, diffusion takes place as a 
result of the concentration gradient and the gradient of the activity coefficient; on the other, 
compensating ion flows are created by the charge field which forms in the meantime. A coupling 
parameter now scales these compensating ion flows in such a way that the transport caused by 
the charge compensation is very considerable in relation to that of the diffusive transport. Ac-
cordingly, this scaling can even lead to significant ion flows in the case of the very small charge 
fields which emerge during the numerical simulation of the diffusion. These counteract the diffu-
sive drifting-apart of ions of various degrees of mobility and the subsequent enlargement of lo-
cal electric potentials. In principle, this method justifies the use of ion-specific parameters 
(diffusion coefficients, concentrations) and their linking with each other, thus making it possible 
to simulate diffusive transport even for complex ion mixtures (salt mixtures). Furthermore, one 
can manage with data from relatively few ions without needing to account for all the special 
salts. 
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The implementation of this method was tested. The results for the various coupling conditions 
between Na+ and Cl-, as shown in Figure 4, were as anticipated. In the case of neglected charge 
coupling, the ions diffuse at different speeds. This is due to their varying degrees of mobility or 
to the varying ion diffusion coefficients within the same period of time. This leads to significant 
differences in the concentration distribution of the ions, despite an identical initial concentration 
distribution (t = 0) and the same diffusion time. In the calculation using the charge-coupling, the 
concentration profiles of the ions are superimposed on each other. This is to be expected for 
NaCl diffusion. 

As a result of the simplifications introduced, the convergent characteristics of this numerical 
process are very good and the deviations from the anticipated results minimal. 
 

1.5 Storage Characteristics in a State of Equilibrium 
The hygric characteristics of porous building materials change considerably as a result of dis-
solved or crystalline salts. The data measured in relation to twelve different porous materials,  
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Figure 4: Two-disc diffusion experiment with various (accepted) ion diffusivities after 100 
hours, with and without charge-coupling. 
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four different salts (of various concentrations) and 
four salt mixtures indicated that the sorption iso-
therms (adsorption and desorption) of building 
materials containing salts emerge additively from 
the sorption isotherm of the salt-free building ma-
terial and the water sorption of the incorporated 
salt. This is shown schematically in Figure 5.  

Magnesium sulphate is the only one of the con-
taminating salts examined to display a pro-
nounced hysteresis between adsorption and 
desorption (20 � RH � 85%). The measured data 
also showed that the speeds of adsorption and 
desorption, as well as the hydratation and dehy-
dratation of the salt phases (in the building material), vary considerably. For this reason, the 
kinetics relating to the introduction of the sorption isotherm must continue to be tested. 
 

2 Capillary Transport Behaviour Tests Carried Out on Salt Solutions, Subject to 
Building Material, Salt Type and Concentration and Fluid Content 

2.1 Summary 
If one is to use simulation programmes to describe the complex processes involved in the capil-
lary transport of salt solutions in porous building materials, it is essential to show dependencies 
and correlations. The evaluation of an extensive series of tests carried out on materials with 
various salt types and concentrations indicated correlations of the capillary absorption coeffi-
cient to the dynamic viscosity �L of the solution in question. The use of an adjustment function, 
which takes into account the experimentally-verified influence of the density 	L of the salt solu-
tion, was able to produce a sufficiently exact description of the relative absorption coefficient of 
all the salt solutions tested. As salts can only be transported in dissolved form, the determina-
tion of the pore filling at which capillary fluid transport beaks off and below which only steam 
transport takes place is of crucial importance. This critical pore filling of salt immobilisation �L,krit. 
could only be determined by using special drying experiments. The results show critical values 
of the fluid content of between approx. 2 and 14 Vol.-% (in relation to pore volumes). For the 
building materials tested, a definite material dependence could be proved, whereas influence on 
the part of the salt type could be largely excluded. The tendency of the slightest critical pore 
fillings to appear at high levels of capillary conductivity and at low levels of steam-diffusion re-
sistance was also confirmed by the experiments. 
 

relative Luftfeuchte &

W
as

se
rg

eh
al

t �
l

�l(&,cs,T) = �l(f) + cs*msorp(&,T)
= Baustoff  +  Salz

 

Figure 5: Schematic representation of the 
influence of salt content on the 
sorption isotherm 
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2.2 Influence of the Viscosity of Capillary Transport in Porous Building Materials 
The European norm DIN EN ISO 15148 [4] sets out a process to determine the water absorp-
tion coefficient for short periods of time. This involves partial submersion without temperature 
gradients. It serves to judge the intensity of water absorption as a result of capillary forces dur-
ing periods of constant or driving rain. Water absorption due to partial submersion is determined 
by measuring the change in mass of a test specimen whose underside has usually been in con-
tact with water over a period of at least 24 hours. Using this procedure, a water absorption coef-
ficient AW can be gauged. This describes the temporal dependence of the water absorption – 

using t  according to the model – when the contact of the material with water is in the form of 

AW [kg/(h0,5�m2)]. The salt solution absorption coefficient AL can be produced along the same 
lines by immersing the test specimen in salt solutions. This proved to be of central importance 
to the project. 

If the absorbing material surface F and the mass density 	 of the absorbed fluid remain constant 
throughout the suction test, the rate of rise can be deduced from the temporal change in the mass. 

  !  ! 	�� Ftz~tm     '     !  ! .~ consttztm ���  (6) 

m mass [kg] 
z elevation of fluid [m] 

F capillary suction surface [m2] 
	 fluid density [kg/m3] 

It cannot be discounted that, in certain gravitational circumstances, the capillary forces could 
gain in significance; this could happen if the local suction were to lead to a case of static bal-
ance, which would in turn lead to the mass density assuming influence. Be that as it may, no 
further movement of the capillary fluids would take place in these circumstances. Furthermore, 
the experimental tests are generally far removed from a case of static balance. 

Equation 6 formulates a model for the water absorption coefficient AW. The water absorption 
coefficient behaves like the rate of rise relationship. 
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A absorption coefficient of fluid
 (W-water, L-solution) [kg/m2s0.5] 
z elevation of fluid [m] 
� surface tension of fluid [N/m] 
( contact angle of fluid [°] 

� dynamic viscosity of fluid [Ns/m, kg/ms] 
r equivalent capillary radius [m] 
t time [s] 

According to SOMMER [5], the concept shown in Equation 7 can be formulated for small eleva-
tions z(t). This concept incorporates, among other things, the surface tension �W, the contact 
angle (W and the dynamic viscosity �W of the water. The relation shown in Equation 8 for the 
relative absorption coefficient AL/AW can be deduced from this, with the surface tension �L, con-
tact angle (L and dynamic viscosity �L of the salt solution influencing the relative absorption co-
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efficient. These defining characteristics are in turn dependent on the salt solution tested and, by 
extension, on salt type, concentration and temperature. 
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� 1
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W

L f
A
A �(� ,,�  (8) 

For the salts used in the course of the project, the literature [6 - 8] was consulted to determine 
densities, surface tensions and dynamic viscosities subject to concentration and to combine 
them in relation to water. This is illustrated in Fig. 6.  
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It can be ascertained that the variation in relative densities and relative surface tensions above 
the concentration of the respective salt solution has a factor of 1.05 - 1.55. This is lower than 
that of the variation in dynamic viscosities, which is up to 2.3. Furthermore, the behaviour of the 
viscosity of the tested salt solutions can be divided into three groups; whilst KNO3 and KCl dis-
play little or no concentration dependence, the salt solutions of K2SO4, Ca(NO3)2, Na2SO4 and 
NaCl behave similarly to each other, and MgSO4 displays the greatest concentration depend-
ence of all. 

Figure 6: Relationship between the relative densities of salt solutions and water (	L/	W), surface 
tensions (�L/�W) and dynamic viscosities (�L/�W) subject to concentration. 
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The relative absorption coefficients AL/AW established in the experiments carried out on various 
salts above the concentration of the respective solution and on various materials were then 
evaluated. This evaluation showed correlations with the behaviour of the viscosity of the respec-
tive salt species (a selection is shown in Figure 7). The absorption speeds of the solutions 
K2SO4, Ca(NO3)2, Na2SO4 and NaCl were reduced by up to 20 %. Hardly any or no change was 
shown in the cases of the solutions KCl and KNO3. In contrast, MgSO4 solutions with increasing 
concentrations showed a reduction in absorption speed of approx. 50 %. The results for some 
tested materials and salts are combined in Figure 8 with reference to the values for the satura-
tion concentrations. 
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Figure 7: Relationship of the absorption coefficients AL/AW for Na2SO4, NaCl, KNO3 and 
MgSO4 above the concentration of the solution, tested on a selection of building ma-
terials. 
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When comparing the relative solution absorption coefficients with the characteristics of the solu-
tions themselves, a remarkable relationship (in other words a comparable sequence of depend-
encies) could be established, especially in relation to the viscosity of the solutions. This is 
shown by the following data: 

KCl, KNO3      AL � 0.92..1.08 · AW  (viscosity 0.98..0.99 x) 
K2SO4, Ca(NO3)2, Na2SO4, NaCl    AL � 0.67..0.89 · AW  (viscosity 1.1..1.2 x) 
MgSO4        AL � 0.35..0.56 · AW  (viscosity 1.4 x) 

It is possible to introduce an approximate description of the contact angle of the solution, taken 
from the equilibrium relationship, into the method described in Equation 8 for the relative ab-
sorption coefficient (Eq. 9). 
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In addition, a contact angle of water (W of 0° for mineral building materials is assumed. From 
Equations 8 and 9, this gives a simplified expression of the relative absorption coefficient (Equa-
tion 10), which is independent of concentration-dependent surface tensions. Correlations to the 
relationship of the density and viscosity of the solution to water can be formally excluded. How-
ever, the elevations of the respective solutions hL remain undefined, with the result that even 
Equation 10 does not represent an arithmetical reference to the relationship AL/AW. 
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Figure 8: Relationship of the absorption coefficients for saturated salt 
soltions (AL) to water (AW) for each of the materials tested. 
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The experimental results as given in Figure 7 do, however, provide the empirical basis for a 
subsequent salt-solution-specific description of AL/AW, subject to the salt contents. Using an ad-

justment function  !WLf 		 , a possible density influence could be accounted for and the 

dominant viscosity influence added in accordance with Equation 4. This produces Equation 11. 
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The coefficients calculated in Equation 11 are also included in Figure 7 for purposes of com-
parison. The viscosities for concentrations > 1 mol/kg water were interpolated on a linear basis. 
Using an adjustment function with an adjustment parameter of  � � 0,5 (Eq. 11), a sufficiently 
accurate description of the relative absorption coefficient could be achieved for all the salt solu-
tions tested. A later specification of � as somewhere between 0.45 and 0.65 in relation to salt 
type now appears possible. The evaluation of the experimental tests points in all aspects to cor-
relations with the behaviour of the viscosity of the tested salt solutions. This correlation between 
the relative absorption coefficient and the behaviour of the viscosity of the respective salt solu-
tion is made clear in Equation 11. The density-dependent adjustment function takes into ac-
count the possible influence of gravity described in Equation 6, and thus the mass density. 
Embedded in the capillary fluid conductivity Kcap in accordance with Equation 12, which is dis-
cussed by GRUNEWALD ET AL. [9], one finds the method used by the simulation tool DELPHIN in 
accordance with Equation 13. 
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Thus the fluid conductivity of salt solutions can also be calculated with the aid of their calculated 
absorption coefficients. 
 

2.3 Testing of the Critical Fluid Content of Salt Immobilisation 
Water plays an important role as a transport medium not only in salt insertion, enrichment and 
mobilisation, but also in the after-effects of damage. It is well known that salts can only be 
transported in dissolved form in water – as a rule either diffusively (ion transport) or advectively 
(solution transport). Pure water transport, on the other hand, takes place in the fluid phase and 
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in the form of steam. If the capillary fluid transport of a pore fluid containing salts should for 
some reason be aborted, moisture transport can then only take place in the form of steam. The 
salt remains in the pores of the building material. The capillary fluid transport and the steam 
transport interfere with each other to various degrees, subject to the pore filling in the material, 
and they cannot be separated for experimental purposes. The pore filling under which only 
steam transport takes place with the salt remaining immobilised in the pores (transport abortion 
in the fluid phase) is denoted as the critical pore filling of salt immobilisation �L, krit. 

Initial tests carried out as part of the project have produced results which show a considerable 
influence of material and salt type on the critical pore filling. The values noted are, however, 
extremely widely dispersed and appear to have a very high upper limit in relation to the values 
found in the literature; Huinink et al. [10] put the critical pore filling at 0.1 - 0.3 times the overall 
porosity, whilst KRUS et al. [11, 12] estimate it to be under 10 Vol.-%, which is negligibly low. 

Table 1: Characteristics of the building materials used. 

material 
 
 

calcium sili-
cate 

Jöns clay 
brick 

 

Wiener-
berger clay 

brick  

Hamstad 
clinker  

lime sand 
brick 

water absorption [Ma.-%] 323 (±4,0) 15.5 (±1,2) 16.9 (±0,7) 10.3 (±0,8) 13.8 (±0,4) 

open porosity [Vol.-%] 91.4 (±1,8) 27.9 (±2,8) 29.5 (±1,3) 18.4 (±1,6) 23.1 (±0,5) 

Max. pore radii [μm] 0.36 0.56 / 15,8 0.31 / 4.5 1.9 0.015 / 15.2

AW – value [kg/m²h0,5] 42.4 (±1,2) 10.5 (±1.0) 7.0 (±0.5) 4.4 (±0.4) 2.8 (±0.6) 

μ-value (dry cup) 3..6 20 10..20 26 35 

tortuosity 1.10 (±0,31) 2.85 (±0.18) 5.86 (±0.65) 3.12 (±0.11) 7.02 (±0.30)

 

The initial results nevertheless point to salt immobilisation values of between approx. 10 -
 70 Vol.-% of the pore space filling. In order to be able to draw more secure conclusions on salt 
immobilisation, the drying tests on two materials and five salts (four hydrate-free plus Na2SO4) 
were repeated in a calculatedly modified form, using the initial experiments as a basis. 
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Table 2: Characteristics of the salts used. Particular attention was paid 
in the course of these ex-
periments to achieving re-
sults which could be 
reproduced later. The con-
stant climatic parameters 
were raised to  2 K and  4 
% RH, and the ’uniaxial’ dry-
ing experiments were carried 
out in two directions (instead 
of one) to achieve moisture 
discharge. The aim was to 
clarify the dimensions of the 
critical pore filling and to es- 
tablish whether it can be dis- 
regarded in future simulation 

calculations on salt transport. In addition, the question of material and salt-type dependence 
had to be clarified. In the drying experiments which were developed especially for this project, 
test specimens of various building materials in the form of prisms and cylinders (cf. Table 1) 
were loaded with saturated salt solutions up to moisture saturation levels. The circumferential 
surfaces were gas-proofed and subsequently dried under temporally constant climatic condi-
tions across one or two end faces until moisture equilibrium (constant mass) was reached. 

In order to prevent the formation of hydrate phases, a temperature of 30 °C and an air humidity 
of 40 % were selected. In order to lessen the influence of self-sealing salt crusts and to unify the 
evaporation area for all test specimens, a standard 2-3 cm strong bentonite-sand-cellulose 
compress was applied to the open end faces. After moisture equilibrium had been achieved, the 
salt profile which was beginning to form in the test specimens was established by sawing-off 
five to seven sections and producing eluates of their interiors. The original volume of the satu-
rated salt solution could then be calculated back from the solid salt content. Evaporation crystal-
lisation then set in at this volume of saturated solution; this was because, apart from the steam 
transport, no further fluid transport was still taking place. If one relates this calculated volume of 
saturated salt solution to the overall porosity of the building material, one arrives the critical pore 
filling at which the fluid transport (capillary solution transport) - and with it the salt transport - 
came to a standstill. Because saturated salt solutions are used, the initial salt and moisture con-
tents (or concentrations) can be precisely identified (cf. Table 2). 

As fluid transport dominates at moisture contents of over 10% pore filling – the speed being 
several times that of steam transport – a supersaturation of the solutions in the building materi-
als up to this moisture content level through the evacuation of water in gaseous form can largely 

salt density 

[g/cm³] 

solubility 

[mol/kg water] 

deliquescence 

humidity 

[%] 

NaCl 2.163 6.145 (25°C) 7.,4 (20°C) 

Na2SO4 2.663 1.970 (25°C) 93.6 (20°C) 

KCl 1.984 4.598 (20°C) 84.3 (25°C) 

KNO3 2.109 3.118 (20°C) 94.6 (20°C) 

K2SO4 2.662 0.637 (20°C) 97.0 (25°C) 

Ca(NO3)2 . 4 H2O 

Ca(NO3)2 

- 

2.504 

- 

7.749 (20°C) 

47.0 (30°C) 

13.2 (30°C) 

MgSO4
 . 7 H2O 

MgSO4
 . 4 H2O 

MgSO4 

- 

- 

2.960 

- 

- 

2.797 (20°C) 

90.1 (20°C) 

37.0 (20°C) 

21.0 (20°C)  
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be discounted. In addition to this, a defined deliquescence humidity establishes itself above a 
saturated salt solution, with the result that, during the drying process, no locally-variable partial 
steam pressures should appear. No additional impetus is thus provided for moisture transport in 
the building materials themselves. There is also no concentration gradient of the salt ions to be 
found in the saturated pore solution. For these reasons, the idea that a diffusion of the salt ions 
might interfere with the moisture transport can be discounted. 

Figure 9 shows examples of the critical pore filling �L, krit achieved for lime sand brick and Ham-
stadt clinker when saturated solutions of Na2SO4, NaCl, KNO3, KCl and K2SO4 are added. The 
results shown have been confirmed three times over and display only slight deviations. The cli-
matic conditions applied during the test period were able to maintained at constant levels. Fig-
ure 9 clearly shows the influence of the material, although there is a difference between the two; 
for lime sand brick, the critical pore fillings lie between 8.5 and 14.1 Vol.-%, whilst for Hamstadt 
clinker they vary at a lower level between 1.7 and 4.6 Vol.-%. These results from the second 
series of tests display consid-
erably lower critical pore fillings 
than those from the first series. 
Furthermore, in the case of 
lime sand brick the influence of 
the salts used can be clearly 
divided into to two categories: 
NaCl, KNO3 and KCl, with 8.5 - 
9.9 Vol.-% critical pore filling; 
and Na2SO4 and K2SO4, with 
13.9 and 14.1 Vol.-% critical 
pore filling. In the case of 
Hamstadt clinker, no relevant 
salt-specific influence can be 
detected, except for Na2SO4 
(with 4.6 Vol.-%).  

The influence of the material is equally evident in the salt discharge towards the evaporation 
zones. Whilst this led to clear concentrations on the test surfaces with lime sand brick, only a 
slight concentration gradient over the entire sample length could be detected with Hamstadt 
clinker (cf. Fig. 10) The displacement of the evaporation and crystallisation zones into the applied 
compress material can be explained by a better contact between the compress material and 
Hamstadt clinker or by a lower resistance from the building material to the compress material than 
with lime sand brick. This had already become manifest before the experiments were concluded. 
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Figure 9: Critical pore filling of salt immobilisation �L, krit subject 

to salt type and building material. 
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A striking dependence of the 
critical pore filling on the type 
of building material (pore 
system) could thus be 
proved. Considering the low 
values obtained for the criti-
cal pore filling, the influence 
of the salt itself can be dis-
counted. The tendency of the 
slightest critical pore fillings 
to establish themselves at 
high levels of capillary con-
ductivity and low levels of 
steam diffusion resistance 
could also be confirmed. Fur-

ther tests on other building materials with even higher capillary conductivity or lower steam dif-
fusion resistance should confirm this trend. When using these materials, therefore, simulation 
calculations should account for salt transport down to very low levels of moisture content. The 
salt species used were qualitatively verified within the framework of the accompanying X-ray 
analysis. There was no evidence of the formation of a hydrate phase in the case of Na2SO4. 
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Figure 10: KNO 3 content in lime sand brick and Hamstadt 

clinker after storage at 30 °C and 40 % RH.
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Concrete Self-Sealing Mechanisms against Penetrating Water 

Summary 
1H NMR and suction experiments with mortar (w/c=0.6) were used to study the effect of liquid 
properties, moisture content and water pressure on the self-sealing of concrete against pene-
trating water. Capillary penetration is determined by surface tension and viscosity. The redistri-
bution of the penetrating liquid into gel pores results in internal swelling which reduces the 
connectivity of the capillary pore system. The ongoing redistribution process results in the self-
sealing effect characterized by deviation of penetration depth from )t behaviour. The strength of 
self-sealing depends on the specific surface of the cement gel, the dipole concentration of the 
liquid and the concentration of dissolved ions which affect the disjoining pressure exerted by 
water molecules in gel pores. Dissolution and precipitation of phases in the pore system affect 
capillary transport and occur alongside redistribution and self-sealing. The results are being 
implemented in a model for the prediction of moisture and salt transport in concrete components 
under service conditions. 
 
Keywords: self-sealing, water uptake 

1 Introduction 
Moisture and salt penetration can lead to significant damage in reinforced concrete structures. 
Thus a realistic calculation of the evolution of moisture and salt distributions in cementitious 
building materials exposed to service conditions is essential for the estimation of  the service life 
of reinforced concrete structures. In the course of the present project, the main mechanisms 
and interactions affecting moisture and salt transport in cementitious building materials were 
observed and described mathematically with the aim of developing a numerical model which is 
described in detail in [1].  The mechanisms include the transport of chlorides by ionic diffusion, 
capillary suction and internal redistribution of water with advection of chlorides, water vapour 
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diffusion, binding of chlorides, thermal transport and crystallization of salt. The effect of dis-
solved chlorides on the capillary transport of water and water vapour diffusion is also included in 
the model. The penetration of water and salt was studied using nuclear magnetic resonance 
(NMR) and gamma ray absorption. Transport coefficients for the model were determined for 
over 20 different concrete compositions. The kinetics and concentration dependence of chloride 
binding was investigated by expressing pore solutions from specimens after different storage 
periods. Diffusion coefficients were determined using thin mortar disks in a diffusion cell and 
rapid chloride migration tests. The effect of chloride concentration on the water-vapour sorption 
isotherm of concrete was investigated. The experimental methods and results are described in 
detail in [1].  

The present contribution focuses on the explanation of the self-sealing mechanism and its 
causes. In the last decade it has been recognised that the uptake and penetration depth of wa-
ter and thus chlorides in concrete is restricted by a self-sealing effect, [2, 3, 4, 5]. Although of 
great practical importance, the self-sealing effect is not well understood and current explana-
tions of it varied, see [4]. The self-sealing effect is also of consequence regarding the design of 
concrete structures in contact with water and has, based on the work in [3], been considered in 
a German guide line [6] specifying concrete thickness for structures exposed to ground and 
seepage water.   

The driving force for water uptake by suction is the action of surface tension � at the wall of cap-
illary pores which results in a capillary pressure pK= 2�/R depending on pore radius R. Espe-
cially in small pores, capillary pressure is opposed by viscous flow so that uptake and depth of 
penetration x increase with the square root of time t. 

tcx
�
�

�  (1)

Here, the constant c is a function of porosity, pore size distribution and tortuosity of the material. 
Linear )t behaviour has often been observed for the uptake of water in non-cementitious mate-
rials containing predominantly large capillary pores. The self-sealing effect is manifested in the 
non-linear )t water uptake by cementitious building materials which contain small gel pores. 
Krus et al. [5] suggested that self-sealing is caused by the swelling of cement gel during water 
penetration because the uptake of non-polar hexane is linear with )t conforming to (1) and the 
saturation of hardened cement paste with hexane does not cause swelling - as opposed to 
strongly polar water. Swelling occurs owing to the interaction forces between gel pore water 
molecules and the gel matrix across the liquid/solid interface. Consequently, self-sealing may 
be explained by the redistribution of part of the water penetrating the material in capillary pores 
into small gel pores which expand and reduce the connectivity of the capillary pore system, see 
[2]. Since the gel pore water is strongly bound it no longer takes part in capillary transport.   

In view of this, swelling and the deviation of uptake from )t behaviour should be related to the 
physical properties of the penetrating liquid, in particular, its dipole moment. However, there is 
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evidence that self-sealing occurs with liquids which have dissolving reactions with the hydration 
products and not with liquids such as hexane in which, for example, Ca(OH)2 is insoluble.  
Sosoro [7] attributed the deviation of the uptake of water and ethylene glycol from )t behaviour 
to the dissolution of Ca(OH)2 in these liquids. Obviously, the effect must be caused by subse-
quent precipitation processes - presumably involving alkalis which reduce Ca(OH)2 solubility - or 
other mechanisms since dissolution alone would tend to increase pore space and thus perme-
ability. Hearn and Morley [4] considered dissolution and deposition processes responsible for 
the reduction in permeability observed for supply water passed under pressure (10 bar, 320 h) 
through concrete disks in a simple water permeameter [8]. Chemical analysis revealed system-
atic changes in the composition of the outflow water. The opposition of capillary pressure by 
osmotic pressure has also been suggested as a cause of the self-sealing effect. Investigations 
by Edwardsen [9] indicate that calcium carbonate formation is the main reason for the self-
healing of cracks in concrete. However, this mechanism may be excluded as the cause of self-
sealing because, as opposed transport in open cracks, insufficient CO2 is able to reach the 
binder matrix inside concrete.  

The present work aims at shedding light on the self-sealing effect, i.e. non-)t uptake, by consid-
ering the results of different experimental investigations on the effect of liquid properties and 
pressure on the uptake and penetration of water in mortar. As well as a number of organic sol-
vents, NaCl solutions were also investigated on account of their relevance to the corrosion of 
steel reinforcement in concrete exposed to marine environments or deicing salt. Results are 
also presented on the effect of initial concrete moisture content and water pressure on self-
sealing. 
 

2 Experimental Investigations 
2.1 Sample Preparation 
Slabs measuring 700×150×150 mm3 were cast from mortar prepared with 515 kg/m3 German 
Portland cement CEM I 42.5 R at a water cement ratio of 0.60 and local 0/4 mm Munich sand. 
After 24 hours the slabs were demoulded and stored in water at 20 °C for three months. Prisms 
with a cross sectional area of 45×45 mm² and lengths between 120 and 240 mm were sawn out 
of the centre of the slabs. The prisms were then oven-dried for three months at 50°C and stored 
at 23°C and 50% RH until use. Several weeks before measuring, the rectangular surfaces of the 
prisms were coated several times with epoxy resin to minimize moisture loss through the sides 
of the prisms during the suction experiments and ensure predominantly one dimensional liquid 
transport along the length of the prisms. The uncoated 45×45 mm2 end surfaces were rough-
ened with wire brush. The specimens were at least one year old when the experiments were 
performed. To investigate the effect of initial moisture content on self-sealing, additional prisms 
were stored in desiccators to constant weight at a relative humidity of 80% RH. 
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2.2 Measurements 
In the suction experiments, dry mortar prisms were placed end down in different liquids and the 
uptake monitored by weighing. The total volume of liquid taken up through the surface at differ-
ent times was calculated using the density of the particular liquid. In the case of specimens ex-
posed to water, salt solutions and hexane, the liquid penetration was also followed using 1H 
NMR. A detailed description of the experimental procedure is in [1]. After weighing, each prism 
was placed on a carriage which moved it in 1 mm steps through the sensitive region of a 0.47 
tesla magnetic field positioned across the width of the prism. In this manner, step-scans of 1H 
signal strength along the length of each prism were recorded. A more detailed description of the 
equipment is in [10]. The specimens were also weighed on completion of each scan; the total 
procedure requiring 10 minutes. No discernible change in weight was observed between the 
beginning and end of each scan. In order to calculate profiles of liquid content from the NMR 
scans, the signal intensity recorded at each step was corrected with the appropriate background 
value from an initial dry scan and then multiplied by a factor F to obtain the amount of liquid in 
litre/m3. F was calculated from the weight gain due to liquid uptake and the corresponding total 
NMR signal intensity obtained by integration of signal strength over prism length. The factor was 
determined using prisms at a suction time of one hour where it was assumed that mainly capil-
lary pores were filled after this short time. The resulting value was used for later scans. To de-
termine the maximum possible uptake, additional uncoated mortar specimens were immersed in 
water until no appreciable change in weight was measured. A free saturation of 146 litre/m3 was 
calculated from the weight gain of the specimens previously stored at 50% RH. The relevant 
physical properties of the liquids used in the investigations are listed in Table 1. The solubility of 
Ca(OH)2 in ethylene glycol and methanol was determined experimentally. 

Table 1:   Physical properties of liquids affecting transport in porous materials. The dipole con-
centration is calculated using the density and molecular weight of the liquid. The 
mean molecular size is estimated from density and molar mass. 

Solvent Molar 
mass 

Mr 
[g/mol]

Density 
 
	#

[g/cm³] 

Surface
tension

�#
[mN/m]

Viscosity
 
�#

[mPa s] 

(�*�)0.5

 
 

[m0.5/s0.5]

Dipole
moment

+D 
[D] 

Dipole 
conc. 

 cD 
[D/nm3] 

Mol. 
size 
am  

[nm] 

Ca(OH)2
solubility

 
[g/l] 

Water 18.0 0.998 72.8 1.002 8.52 1.85 61.8  0.31 1.2 

n-hexane 86.2 0.66 18.43 0.326 7.5 0.00 0 0.60 0 

Methanol 32.0 0.79 22.61 0.57 6.3 1.71 25.4 0.41 0.2 

Ethanol 46.1 0.79 22.75 1.2 4.2 1.70 17.5 0.46 0 

Isopropanol 60.1 0.79 21.7 2.27 3.1 1.69 13.4 0.50 0 

Ethylene glycol 62.1 1.11 47.7 21 1.5 2.28 24.5 0.45 3 

3.3 wt.% NaCl - 1.02 73.8 1.064 8.33 - - - 1.7 

8.7 wt.%  - 1.06 75.5 1.222 7.86 - - - 1.9 

26.4 wt.%  - 1.20 82.8 2.831 5.41 - - - 2.0 
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The dipole concentration was calculated from the data in the table (cD = +D 	#NA/Mr, NA is 
Avogradro’s constant). It is a measure of the dipole strength of the bulk liquid. The mean mo-
lecular size was estimated by  am = [Mr/(	 NA)]1/3. 
 

3 Effect of Liquid Type 
In Figure 1 the uptake of various organic solvents over a period of 80 days is compared with 
distilled water. The abrupt decrease in uptake rate at the end of each suction period for hexane, 
methanol, ethanol, isopropanol and ethylene glycol (after about 3600 h) occurred when the liq-
uid reached the opposite end of the prism. In no case was the liquid uptake equivalent to free 
saturation of the specimen.  
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Figure 1:    - Symbols: uptake of various organic solvents by mortar (w/c =0.60) over a period of 
80 days. Lines: uptake expected due to action of surface tension and viscosity alone 
- based on fitted hexane data 

As opposed to water where uptake deviates markedly from )t behaviour, the uptake of hexane 
is linear with )t indicating, as discussed above, that capillary forces control the penetration of 
hexane into the mortar. In order to compare the behaviour of the organic liquids, a straight line 
was fitted to the hexane data to determine the proportionality constant c of (1) which was then 
used with the values for )(�/��) in Table 1 to calculate the lines in Figure 1 for the other solvents, 
i.e. it is assumed that viscosity and capillary pressure alone govern uptake behaviour. The 
comparison of the straight lines with the measured data shows that the general rate of uptake of 
the organic liquids correlates with the values )(�/�)� in Table 1. High capillary uptake rates were 
observed for water only at the very beginning of suction. The deviation of the measured uptake 
from the appropriate straight line becomes less moving across the liquids methanol, ethanol and 
isopropanol in Figure 1 - although these solvents possess similar dipole moments. Whereas a 
deviation from )t behaviour is apparent for methanol, isopropanol appears to exhibit )t behav-
iour in agreement with the effect of � and � alone. Moreover, significant expansion and swelling 
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stress have been observed following the saturation of dry hardened cement paste with metha-
nol or water, but not with isopropanol; swelling stresses of 6 and 4 MPa were measured for 
Portland cement (w/c = 0.5) with water and methanol, respectively, [11, 12]. On first sight, this 
suggests that self-sealing depends on molecular size, i.e. the ability of the solvent molecules to 
enter gel pores. However on comparing the penetration behaviour of, for example, ethylene 
glycol and ethanol whose molecules have similar mean sizes, it is apparent that the self-sealing 
effect is not determined by molecular size alone. The deviation of ethylene glycol from )t uptake 
behaviour seems larger than for ethanol, as would be expected from the larger dipole moment 
of this molecule, but less than that of water whose dipole moment is smaller.  

It is suggested that the saturation of gel pore volume with different liquids affects swelling, and 
consequently self-sealing, differently because the strength of the interaction between the liquid 
and the solid matrix depends on the dipole concentration of the liquid cD. The values of dipole 
concentration together with � and � in Table 1 explain the observed uptake behaviour for the 
liquids investigated. Like water, methanol and ethylene glycol are able to dissolve Ca(OH)2 
which can, in principle, lead to deposition. Since non-)t uptake  is observed with ethanol, de-
spite its inability to dissolve Ca(OH)2, it appears that dissolution and deposition processes in-
volving Ca(OH)2 do not cause self-sealing. 
 

3.1 Calcium Hydroxide Solutions   
The effect of Ca(OH)2 dissolution in the penetrating liquid was investigated in more detail by 
performing suction experiments using water and ethylene glycol, both with and without Ca(OH)2 
saturation, see [7]. If Ca(OH)2 dissolution is responsible for self-sealing then the effect should 
be larger for ethylene glycol which is able to dissolve 2.5 times more Ca(OH)2 than water. The 
results are in Figure 2 where evidently self-sealing occurs both with and without saturation of 
the penetrating liquid with Ca(OH)2. This provides more evidence that dissolution or precipita-
tion processes involving Ca(OH)2 do not  cause the self-sealing effect.  
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Figure 2 : Effect of saturation of water and ethylene glycol with Ca(OH)2 on liquid uptake by 

mortar (w/c 0.6) 
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Nevertheless, the dissolution of Ca(OH)2 contained in the hydration products of cement by the 
penetrating liquid may increase water uptake because even small amounts of dissolved 
Ca(OH)2 can have a significant effect on the continuity and accessibility of the pore system for 
the liquid. Opposed to this, small amounts of Ca(OH)2 may precipitate during the uptake of liq-
uids saturated Ca(OH)2 solution because alkalis enter the penetrating liquid disturbing the solu-
bility equilibrium. In the case of penetrating aqueous Ca(OH)2 solutions, the volume fraction of 
precipitate in the pore solution was estimated to be at most 0.05 vol.%. The reduction in )(�/�) 
due to Ca(OH)2 saturation of ethylene glycol was estimated at 0.1% which therefore cannot ex-
plain the effect of dissolved Ca(OH)2 on ethylene glycol uptake in Figure 2. It is perhaps due to 
due differences in Ca(OH)2 dissolution and precipitation which superimpose on capillary suction 
and redistribution of water into gel pores.  

In view of these results, the development of osmotic pressure due to gradients in Ca concentra-
tion is excluded as a cause of self-sealing. Owing to the high solubility of alkalis in the pore so-
lution it is unlikely that spatial variations in the alkali concentration of the pore solution are high 
enough to generate osmotic pressures able to oppose capillary suction. 
 

3.2 NaCl Solutions 
The distributions of water content determined by NMR during the uptake of water and a solution 
containing 26.6 wt.% NaCl are shown in Figure 3 where the rate of penetration of the NaCl solu-
tion is clearly slower than that of water. 
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Figure 3:  NMR Penetration profiles for water and 26.4 wt.% salt solution in mortar (w/c 0.6) 

The gravimetric uptake of different salt solutions is plotted in Figure 4, left, as a function of )t 
and is compared with the corresponding NMR penetration depths of water, Figure 4, right, esti-
mated by extrapolating straight lines fitted to each leading NMR profile edge through the hori-
zontal axis. Solution uptake and penetration depth both decrease with the concentration of salt 
and deviate from )t behaviour in a similar way. In order to characterize the deviation of uptake 
from )t behaviour,  straight lines are drawn to extrapolate the uptake of solution measured after 
4.5 hours, Figure 4, left. The reduction in slope of the lines corresponds to the change in )(�/�) 
with salt concentration (Table 1) and therefore uptake according to (1). Thus the rate of capillary 
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penetration of the NaCl solutions is governed by the surface tension and viscosity of the solu-
tion. 
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Figure 4: Effect of NaCl concentration on solution uptake and penetration depth. Average val-
ues taken over 5 individual measurements 

Mortar specimens (45×45×15 mm3) were stored at different relative humidities to determine the 
effect of pore size on NMR signal strength, see [1, 13]. It was found that the present NMR 
equipment does not register water in pores with diameters below roughly 10 nm, but essentially 
only water in larger capillary pores. This is because water in small gel pores is strongly affected 
by the interaction forces between water molecules and the gel pore surface which change the 
NMR relaxation time. In earlier work [2, 14], the proportion of water registered by the NMR 
equipment wNMR with respect to actual gravimetric uptake w was observed to decrease with time 
indicating that more and more water moves from large capillary pores into small gel pores as 
penetration proceeds. Figure 5, left, shows the fraction of water registered by NMR during the 
uptake of the NaCl solutions in the present investigations. The gravimetric uptake of water w is 
calculated from the concentration of the NaCl solution used. 
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Figure 5:  Left: Fraction of water measured by NMR during uptake of NaCl solutions by mortar 

(w/c 0.6). Average values taken over 5 individual measurements. Right: Effect of 
amount of redistributed water on departure of solution uptake from )t behaviour 
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The redistribution of water in the penetrating NaCl solutions is similar to that of water. However, 
the actual amount of water in the pores is lowered due to the presence of dissolved salt in the 
penetrating solution. Thus for a given value of wNMR/w the amount of water in gel pores will de-
crease with the concentration of the salt solution. 

In [13], the departure of uptake from )t dependence is explained by the ongoing redistribution of 
water from capillary into gel pores during capillary suction. This could be verified by plotting the 
difference between the straight lines and the observed uptake in Figure 4 as a function of the 
amount of water which has undergone redistribution (w-wNMR) for different suction times, Figure 
5, right. 

Thus capillary uptake slows down as more and more water enters the gel pores. In Figure 5, 
right, the departure from )t uptake behaviour increases more rapidly with the amount of redis-
tributed water if salt is present. This would indicate that the effect of water molecules in the gel 
pore solution on self-sealing is strengthened by salt ions. Such an effect is expected if self-
sealing is due to internal swelling of the gel pores because dissolved ions modify the interaction 
between gel pore water and the solid matrix, see [15]. Since the present specimens were 
prestored at a relative humidity of 50%, water uptake will lead primarily to an increase in disjoin-
ing pressure and consequently internal swelling as gel pores are saturated with water. Meas-
urements of the separation between quartz spheres have shown that dissolved NaCl is able to 
increase the disjoining pressure considerably due to DLVO repulsion or ion solvation [16]. 

It is postulated that the combination of two effects which occur simultaneously explain the data 
in Figure 5, left. (a) wNMR/w decreases in the presence of salt because the dissolved ions modify 
the interaction of the water molecules with the gel pore surface and thus the proton environ-
ment.  (b) wNMR/w tends to increase because dissolved salt slows down the movement of water 
from the capillary into the gel pores.  Whereas mechanism (a) dominates at the beginning of 
suction, mechanism (b) becomes more important after longer times which could explain the 
cross-over effect in the figure. 

 

3.3 Effect of Initial Moisture Content 
If the redistribution of water from capillary pores into gel pores is the reason for self-sealing, 
then initial moisture content ought to affect liquid uptake because at higher initial moisture con-
tents the gel pores contain more water. Since the effect of initial moisture content on uptake and 
penetration of water and hexane is dealt with in [13] only the relevant results are presented 
here. The water content of prisms equilibrated at 80% RH was found to be 59 litre/m3 with re-
spect to storage at 50% RH (zero condition) which corresponds to a surface uptake of 
13.5 litre/m2 by the prisms used. The uptake and penetration of water and hexane were followed 
gravimetrically and using NMR as already described, Figure 6. 

Non-)t uptake behaviour is evident for water penetration as well as uptake and occurs for both 
initial moisture contents. For the reasons already discussed, self-sealing does not occur during 
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hexane penetration which is faster than water, but nevertheless dependent on initial moisture 
content. 
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Figure 6:    Left: uptake of water and hexane through the surface of mortar prisms (w/c=0.6) after 

storage at 50 and 80% RH. Right: corresponding NMR penetration depths 

The higher moisture content following storage at 80% RH results in a slower penetration rate and 
uptake of hexane. The increase in moisture content between 50% and 80% RH is due to capillary 
condensation of water in pores with Kelvin radii between 1.5 and 4.7 nm. Thus hexane penetra-
tion in much larger capillary pores is reduced by small water-filled gel pores. It therefore appears 
that internal gel swelling produced by the initial gel pore water content reduces hexane transport. 
The initial water content has, so to speak, already undergone redistribution and restricts uptake 
and penetration in (linear) dependence of )t. The fraction of water registered by NMR wNMR/w with 
respect gravimetric uptake is shown on the left of Figure 7.  The absence of redistribution for hex-
ane provides evidence that self-sealing is due to redistribution of water into gel pores. 
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Figure 7: Left: fraction of hexane and water measured by NMR during capillary suction by 

mortar prisms. Right:  Departure of capillary uptake of water from initial )t behaviour 
as a function of weight fraction of redistributed water. Additional values for speci-
mens equilibrated at 65 (�) and 75 % RH (×) are also included. 

The departure of water uptake from initial )t behaviour was estimated by fitting straight lines 
through data for the first nine hours in Figure 6, left. The difference between the fitted lines and 
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the measured uptake is plotted in Figure 7, right, as a function of the weight fraction of redistrib-
uted water from the NMR data, i.e. (1-wNMR/w). The departure of capillary uptake from )t behav-
iour correlates well with the amount of redistributed water.   
 

3.4 Reversibility 
If the redistribution of water into gel pores during suction leads to self-sealing then, as opposed 
to precipitation, deposition or particle clogging, the self-sealing effect should be reversed to a 
high degree by drying which will remove redistributed gel pore water. This aspect was investi-
gated by observing water uptake and penetration before and after second drying. In a first cycle, 
an end face of a mortar prism equilibrated at 50% RH was placed in contact with water and up-
take and penetration followed over 48 hours. The prism was then dried at 50% RH for 535 days 
and uptake and penetration measured again. The amount of water taken up during first suction 
was not completely removed during the second drying period, Figure 8. This is why the penetra-
tion profiles uniformly shift to lower depths during the second suction period. 
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Figure 8: Left : water content during repeated suction and drying. Right: NMR penetration 

profiles for suction with intermediate drying 

The uptake and penetration of water during the first and second suction periods increase in a 
parallel manner after 9 hours and have not been affected by intermediate drying, Figure 9.  
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Figure 9: Water uptake and NMR penetration depth for suction with intermediate drying 

The lower values observed during the second suction period are due to the small amount of 
water which remained after drying. The results show that the self-sealing effect can be reversed 
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by water removal. This would not occur if non-)t behaviour is due to pore blocking by deposition 
or clogging during suction. 
 

3.5 Effect of Water Pressure 
The results of extensive investigations on the effect of water pressure and self-sealing on mois-
ture transport in mortar and concrete designed for high water impermeability have been recently 
published, [2]. The results relevant to the self-sealing mechanism are outlined here. A special 
apparatus was constructed with which water pressures up to 1 bar were applied to the end 
faces of mortar prisms. The results for water uptake and NMR penetration depth at pressures of 
0, 0.5 and 1.0 bar are shown in Figure 10. 
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Figure 10:  Effect of water pressure on uptake and NMR penetration depth in mortar (w/c=0.6). 

Prism length: 225 mm 

As would be expected, water uptake and depth of penetration increase with water pressure. The 
non-linear )t behaviour proves that the penetration water under pressure is also reduced by the 
self-sealing effect. At the same time, the proportion of water being redistributed from capillary 
into gel pores during penetration increases with pressure, Figure 11. 
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Figure 11:  Effect of pressure on fraction of water measured by NMR during water penetration 

uptake and NMR penetration depth in mortar (w/c=0.6) 
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The external application of pressure causes pores which are otherwise not accessible by capil-
lary suction to be filled by water. Thus pressure not only leads to a greater penetration depth, 
but also to higher degree of saturation, as may be calculated from the water uptake and pene-
tration depths in Figure 10, see [2]. Since the proportion of redistributed water increases with 
pressure, the higher saturation of the pore system due to pressure makes more gel pores avail-
able for the redistribution process causing the self-sealing effect to set in faster. Thus while 
pressure accelerates water penetration due to its direct action in capillary pores it also slows 
down penetration by increasing water redistribution and self-sealing. 
 

3.6 Effect of Specific Surface 
It is well-known that the interaction of gel pore water molecules with the solid gel matrix across 
the liquid/solid phase boundary in hardened cement paste results in swelling or shrinkage of 
concrete due to moisture absorption or loss, see [17]. The degree of swelling or shrinkage in-
creases with the specific surface of hardened cement paste [18]. Figure 12 shows the effect of 
the specific surface of hardened cement paste in concrete on the departure of uptake from )t 
behaviour after a suction time of 188 hours for more than 20 different concrete compositions. 
The specific surface of the hardened paste was estimated from measurements of water vapour 
adsorption by concrete specimens equilibrated at 22% RH, the thickness of the adsorbed layer 
on open surfaces at this humidity and the volume fraction of hardened paste in the concrete, 
see [1]. 
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Figure 12: Effect of specific surface of hardened cement paste on departure of water uptake 
from )t behaviour 

It is evident that the departure of uptake from )t behaviour is more pronounced at larger specific 
surface areas. This indicates that the self-sealing effect is mainly caused by the interaction be-
tween gel pore water molecules and the solid matrix which leads to internal swelling.  A larger 
specific surface means a stronger interaction per unit volume of cement gel and thus greater 
deviation from )t behaviour during uptake, i.e. the self-sealing effect is stronger. 
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4 Computer Modelling 
The results presented here and in [1] are being implemented at the Fraunhofer Institute for 
Building Physics, Holzkirchen in a computer model for the simulation of moisture and salt pene-
tration in concrete exposed to a varying climate (temperature, relative humidity, wetting with 
water or salt solution). The model simulates the transport of chlorides by ionic diffusion, capillary 
suction and redistribution of water in capillary pores with advection of chlorides, water vapour 
diffusion, binding of chlorides, thermal transport, crystallization of salt and wash-off of surface 
salt. The effect of dissolved chlorides on capillary transport and water vapour diffusion are in-
cluded. The self-sealing effect is described by the redistribution rate of capillary pore water into 
gel pores - which are non-active in capillary transport - and the effect of gel pore water on the 
rate of capillary suction. In addition, the effect of dissolved chlorides on self-sealing is also con-
sidered. The computer model is based on the modelling language Modelica.  

At first, the coupled heat- and moisture transport processes were implemented and validated by 
comparing simulation results of the model with well-established simulation tools [19, 20]. After-
wards, the effects concerning the self-sealing mechanism were included in the model. Figure 13 
shows some simulation results for the uptake of water by 12 cm thick concrete with and without 
the self-sealing effect. As expected without the self-sealing effect, the water uptake increases 
approximately linearly with the square root of time whereas the uptake is reduced if self-sealing 
is considered. After reaching a maximum, the uptake decreases slightly despite continuous ex-
posure of a surface to water. The reason for this is drying on the opposite side due to vapour 
diffusion. 

 

Figure 13: Simulation of the water uptake in concrete with and without self-sealing effect 

Currently, the effects due to salt are being integrated in the model. Details on the model may be 
found in [1].  
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5 Conclusions 
When dry concrete is exposed to water, NaCl solutions or an organic solvent, the rate of pene-
tration and, correspondingly, the surface uptake are determined by the action of surface tension 
and viscosity in the capillary pore system as well the external pressure exerted on the liquid. As 
the liquid penetrates deeper into the concrete, part of it undergoes redistribution into gel pores 
which leads to swelling of the cement gel. The degree of swelling is determined by the specific 
surface of the cement gel, the dipole concentration of the liquid and the concentration of dis-
solved ions which affect the disjoining pressure exerted by water molecules in gel pores. The 
expansion of the cement gel reduces the connectivity of the capillary pore system and thus the 
rate of capillary transport. The ongoing redistribution process results in a deviation of both up-
take and penetration depth from )t behaviour - otherwise characteristic for unrestricted capillary 
transport of liquids.  Dissolution and precipitation of phases in the pore system affect capillary 
transport and occur alongside redistribution and self-sealing. A computer model is being devel-
oped for the simulation of heat, moisture and salt transport in concrete under real service condi-
tions. 

An additional aspect of the research project was modelling the damage in sand stone caused by 
the crystallisation and dissolution of sodium sulphate phases in pores during climatic variation. 
The main results of are available in [21].  
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On the motion of internal carbonation layers 

Summary 
Carbonation is the reaction of environmental carbon dioxide with alkaline species in concrete. It 
is one of the major processes affecting the concrete durability. In this note, we review a few 
modelling strategies that are behind conceptually different carbonation models which are all 
able to capture the formation and propagation of internal layers hosting fast reaction(s). 
 
Keywords: fast reaction, internal reaction layers, moving-interface methodology, multiscale, 
matched-asymptotic expansions, complex vs. reduced chemistry, isolines method 
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1       Introduction 
In general terms, carbonation is the reaction of environmental carbon dioxide, CO2, with car-
bonatable species in concrete, hydration in- or excluded. It is one of the main players influenc-
ing the service life of steel-reinforced concrete by changing the alkalinity in the proximity of the 
steel bars. Rather than going into detail we refer to some of the (standard) references (see, for 
instance, [33], [13]). There is a multitude of approaches aimed at describing carbonation – some 
of them very involved connecting many reactions and others focussed on some particular as-
pects and thus neglecting part of the transport or involved chemistry. 
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In general one has several options of how to model carbonation: 
 
-  The moving-boundary approach: A particular phenomenological feature of carbonation is 
the formation of reaction surfaces and/or layers that progress into the concrete-based materi-
als1. From a more mathematical point of view the formation of such, more or less, thin layers is 
the result of an ongoing co-existence between slow diffusion and fast reaction of the reacting 
substance, here: Carbon dioxide. The deeper cause for the formation of these patterns is not 
completely clear, although the major chemical and physical reasons seem to be known   [33], 
[13], [3]. The reaction layer is idealized as a time dependent interface, , = , (t), and moves as 
into the interior of the concrete sample - as time goes on. , separates the carbonated and the 
uncarbonated parts of - from each other. In this approach the bulk-reaction as well as precipita-
tion are concentrated on ,. 
 
-  The classical isolines approach: The whole carbonation process is modeled in terms of 
partial (mainly parabolic) or ordinary differential equations accompanied by algebraic equations 
if some of the involved chemical reactions are considered in thermodynamic equilibrium. The 
model equations are supposed to hold on the whole concrete sample, -. Material and/or proc-
ess parameters (such as reaction coefficients, diffusion coefficients and others) might depend 
on some of the concentrations involved, including humidity. The reaction layer mentioned above 
is determined by isolines of the participating concentrations such as the ones of Ca(OH)2 or 
CO2. 
 
-  The phase-field approach: Here one introduces an additional order parameter which equals 
1 in the carbonated zone, zero in the non-carbonated zone and which is between zero and one 
in the bulk-reaction zone. For this approach one needs an a-priori guess about the width � of the 
reaction layer. The phase-field equations determine the position of the bulk-reaction layer. 
 
In section 2 we make some remarks on the second approach. The isolines approach does not 
play a role in this paper - with the exception that information about the width � in phase field 
approaches plays a role in the moving-boundary approach. From section 4 on our focus is on 
the moving-boundary strategy for reaction (*) below (in detail) and on results obtained for a 
more complex carbonation setting based on the isolines approach. 

To this end we formulate the concrete carbonation as a whole, first as a one-dimensional, then 
as a two-dimensional process. The result of this is a coupled system of non-linear partial differ-
ential equations in fixed or moving domains. The most important sub-processes we are dealing 
with are the carbonation kinetics, the changes in the pore configurations induced by reaction 
and the transfer of humidity. Monitoring of such processes enables conclusions about moving 

                                                 
1 This paper and the underlying project has been heavily motivated by this feature. 
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reaction-front behavior and can lead to a better prediction of penetration depths and of the cor-
rosion initiation time. 
 

2       Carbonation models with complex chemistry 
In the preliminary study [27] we examined which of the many reactions contributing to carbona-
tion are of essential relevance with respect of the advance of the carbonation layer. The follow-
ing is a short summary of the processes we were looking at2: As atmospheric carbon dioxide 
enters the pore space -p of the unsaturated concrete sample -, it diffuses through the air-filled 
pore space -a, enters the water filled pore space -pw, and reacts there with the available car-
bonatable species to form carbonates.  
 
Commonly the main reaction is the one with calcium hydroxide, roughly summarized as 
 

OHs)(aqCaCOaq)(sCa(OH)aq)(gCO 2322 
'''
'          (*) 

 
One observes a relatively steep gradient of the concentration of 

2)(OHCac . The gradient of 
2COc is 

less pronounced since CO2 has to move to the location of the bulk reaction before it starts react-
ing. In concrete there is more carbonatable material such as the C-S-H phases (calcium-silicate-
hydrates) in various stoichiometric variants. Moreover there are hydration products like C2S and 
C3S which compete for Ca(OH)2.  In this note, we disregard the other carbonatable species 
such as Mg(OH)2, KOH, aluminate phases or  NaOH (see [5], [7], [32] for more details). The 
reactions involving the latter species follow a similar scenario as the ones with C-S-H and 
Ca(OH)2, but their overall contribution to the whole carbonation process is much lower. Once 
Ca(OH)2 is used up, the C-S-H carbonation begins3.  Around the same time, the reaction of C2S 
and C3S with water (i.e. a late hydration) produces new carbonatable material - Ca(OH)2  and C-
S-H, see [2], [33], [28], e.g. There are also reactions with sulphates and chlorides, which are 
relevant for the overall alkalinity. We disregard the latter ones and focus initially on the other 
ones. Beginning with section 3, we restrict ourselves to a slightly refined version of reaction (*) 
in the context of moving-boundary models. 

In this note we exclusively concentrate on the propagation speed of the carbonation process, 
the calculation of concentrations profiles will be a by-product of the approach.  

Most models for carbonation involve a relatively large number of material and process parame-
ters. Many of these parameters are only incompletely known or stem from uncorrelated experi-
ments, respectively. Therefore we performed (see [18,27], e.g.) parameter studies of the 
influence of the various parameters on the propagation speed. This study can be seen as a par-

                                                 
2 The full system of PDEs describing the model with complex chemistry is listed in [27].  
3  Once a critical low concentration of Ca(OH)2 is reached, the C-S-H carbonation begins. 
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tial justification of the simplified setting in section 3, although many other authors, who deal with 
just (*), do not attempt any such justification when restricting themselves to (*). One outcome of 
the results is: Regardless how many reactions are taken into account: At the qualitative level, 
the Thiele numbers (see section 3) play an essential role influencing the speed as well as the 
width of the carbonation layer. 

 
 
3       Further notation 
3.1       Concentrations 
We define the concentrations (in grams per cm3) by 
 

)(2 gCO g
c  - concentration of CO2 in pore air, 

2COc  - concentration of CO2 in pore water, 

2)(OHCac  - concentration of Ca(OH)2 in pore water, 

3CaCOc  - concentration of CaCO3, 

w  - concentration of (mobile) moisture, 
RH  - relative humidity. 
 
Similarly we proceed with the other reactants CSH, C2S and C3S.  

We refer to w as total humidity, or simply, moisture – in all cases this variable incorporates the 
pore water and the water vapours from the air-filled parts of the pore.  By means of this variable, 
we aim at describing the water produced via the carbonation reaction only.  
 

3.2      Initial conditions 

The whole process begins at time .0�t  All the concentrations introduced in section 3.1 are 

supposed to be given at that time, i.e. 0)0,( ll ctxc ��  for all ,-�x where 

.),..,(,)(, 322 SCgCOOHCawaterl �  

 

3.3      Production- and exchange terms 
Re. Moving-boundary approach (w/o. hydration): 

-  HenryexHenry CCf (� )(2 gCO g
c - )

2COc  - the Henry exchange term. exC is the interfacial mass-

transfer coefficient. The Henry-like constant is chosen as ,82.0�HenryC   
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RHg hum - a humidity factor,  

-   p
OHCa

p
C

humreac
OHCa

reac
OHCa ccgCf )()(

2222 )(0)()( � - with some exponents 1, �qp . reac
OHCaC

2)( is the reac-

tion constant for the reaction (*). For the sake of simplicity we have also used 

p
OHCa

p
C

reac
OHCa

reac ccCf )()(
222 )(0)(�  thus disregarding the influence of the relative humidity on the 

reaction rate. 

Sometimes we  write �  instead of reacf . 

-    lm denotes the molecular weight of species 22 )(,, OHCaCOll � etc., 

-     aw &&& ,, stand for the porosity, the fraction of water-filled pores and the fraction of air-filled 

   pores, respectively. In particular: .1�
 aw &&   

-    - reacw
CO fm &&

2
is the pore averaged production rate for carbon dioxide; here: loss due to re-

action.  

-    reacw
OHCa fm &&

2)(-  is the pore averaged production rate for calcium hydroxide; here: loss due 

to reaction. 

-    reac
w fm &
  is the pore averaged production rate for calcium hydroxide, here: gain due to re-

action. 
-    Whenever non-instantaneous dissolution or precipitation of species l  is assumed, we use 

the source law )( ,/
/

leqlprecdiss
precdiss

l ccSf �� , where “+” relates to dissolution and “-“ to precipi-

tation. eqlc ,  is the corresponding equilibrium concentration of species .l  

 
Re. Hydration, C2S and C3S: 
In this subsection, the index l  refers to C2S and C3S.  

-   hydr
lf denotes the hydration production rate. Following [24], we choose  

l
hydr
l

hydr
l cCf �  with the hydration constant .)/( 1

0
�� lp

l
hydr
l

hydr
l ckC  lc0  is the initial concentration of 

species l , hydr
lk is the reaction constant (re. reaction with water).  

-   The rates for the reaction with CO2 are given by ,
2CO

reac
l

reac
l cCf �  where l

reac
l

reac
l AkC � . reac

lk  

is the reaction rate, lA is the average water-exposed surface of species .l  The literature yields 

only a lower estimate for .104.2/ 3
)( 2

�45reac
OHCa

reac
l kk  For a systematic study of the impact of 

changing this quotient, we refer to [18]. 
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3.4      Fluxes 

Employing Fick’s law, we have the following fluxes of concentrations:  

-  )()( 22
- gCO

a
gCO cD 6&&  - carbon dioxide flux in the air-filled part a-  of the pores, 

-  
22

- CO
w

CO cD 6&& - carbon dioxide flux in the water-filled part w-  of the pores, 

-  
22 )()(- OHCa

w
OHCa cD 6&& -  calcium hydroxide flux in w- , 

-  ),(- txwDw 6& - humidity flux in w- , 

with corresponding diffusion coefficients .,..,
2 wCO DD  

 

3.5       Boundary conditions  
The CO2(g)- influx through the exterior boundary is modeled by Robin-boundary conditions:  

)(:- )()()()()()( 222222

ext
gCOgCO

Rob
gCO

Rob
gCOgCO

a
gCO ccCfncD ���76&& . 

n is the unit outward normal, Rob
gCOC )(2

is the exchange coefficient, while ext
gCOc )(2

 is the exterior 

concentration. All the other fluxes are assumed to be zero. 
 

4      Capturing moving reaction fronts via a moving-interface methodology 
4.1      Problem statement 
A natural way to describe fast reaction-slow transport scenarios in porous media such as car-
bonation in concrete is to employ a so-called moving-interface model. Introductory examples of 
moving-interface models are given, for instance, in [9] and references cited therein.  Such a 
model consists of a system of mass-balance equations whose main feature is that it describes 
the (carbonation) reaction concentrated at the moving interface (or, following the case, near a 
thin layer, or within a larger strip). The position of the moving layer is a priori unknown. There-
fore, this needs to be determined simultaneously together with the concentration profiles of the 
involved chemical species. One of the most important questions that we wish to address within 
this frame is “How fast does carbonation penetrate the cement-based material?” Note that, in 
general, one can distinguish between two different classes of moving-interface models. Follow-
ing the terminology from [37]), we have 

7 Models with equilibrium conditions at the moving interface:  [36], [6]; 
7 Models with non-equilibrium conditions at the moving interface:  [19].  

In this section, we focus on a particular model belonging to the latter class. We refer to it as 
moving-interface model with kinetic condition. The word “kinetic” means here that an explicit 
expression of the normal component of the velocity of the moving interface (where the bulk of 
the carbonation reaction is concentrated) is given as a function of the carbonation-reaction rate. 
Kinetic conditions have been originally derived to describe the non-equilibrium interface kinetics 
during rapid solidification, [1], [37], where deviations from the local equilibrium occur at a rapidly 
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moving solid-liquid interface.  This is a typical situation where phase diagram information cannot 
describe in an accurate manner the thermodynamics at the moving interface. As far as we are 
aware, there are at least two alternative modelling strategies replacing (in some sense) the use 
of the kinetic condition. One of them relies on switching on/off conditions at the moving interface 
(or on unilateral conditions of Signorini type), [23], while the other one involves two-steps 
matched-asymptotic expansions, [11]. In what follows, we concentrate a moving-interface model 
with kinetic condition for a carbonation model with reduced chemistry. With very few modifica-
tions, a somewhat similar PDE model can be written for a model with complex chemistry. 
 

4.2      The 1D-moving interface model 
Within this section, we recall a one-dimensional moving-interface model [19,21] describing the 
carbonation of Ca(OH)2 only and focus the attention on the interface conditions.  

Our sample is a cylinder exposed at the top and bottom to the environment and otherwise iso-
lated. We assume symmetries across all cross sections of - such that the whole process is 1D. 
We choose the middle line of the cylinder as reference line and put on this line the x-axis. x = 0 
and x = 2L denote the position of the beginning and the end of the middle line. ))(,0(:)(1 tst �-  

refers to the fully carbonated region at time t , while )),((:)(2 Ltst �- is the yet uncarbonated 

part. x = L is a symmetry point (e.g. situated in the centre of the middle line of our cylindrical 
sample). The averaged equations read as follows: 
 
Mass-balance equation for CO2(g): 

 !  ! )(),,(),(),( 1)()()( 222
txtxftxcDtxc Henry

gCO
a

gCOgCO
a

t -���6�6�� &&&&  

 
Mass-balance equation for CO2: 

 !  ! )(,),(),(),( 12222
txfmtxftxcDtxc reacw

CO
Henry

CO
w

COCO
w

t -��
�6�6�� &&&&&&  

 
Mass-balance equation for Ca(OH)2:  

 !  ! )(,),(),( 2)()()()( 2222
txfmtxcDtxc reacw

OHCaOHCa
w

OHCaOHCa
w

t -���6�6�� &&&&&&  

 
Mass-balance equation for CaCO3: 

 ! )(,),( 133
txfmtxc reacw

CaCOCaCO
w

t -�
�� &&&&  

 
Mass-balance equation for w: 

 !  ! )()(,),(),( 21 ttxfmtxwDtxw reac
wwt -8-�
�6�6�� &&& . 

 
Initial and boundary conditions describe the chemical composition at time 0�t of the material 
as well as the exchange through the exterior boundaries of - with the ambient.  
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In order to be able to determine the position of the moving interface at each moment t , two ad-
ditional boundary conditions are needed. The first one is standard - the mass of the involved 
chemical species has to be conserved across the evolving interface. This fact is expressed by 
means of Rankine-Hugoniot conditions. Denoting by )(ts  the position of the moving interface 

and by )(' ts  the corresponding one-dimensional velocity, the Rankine-Hugoniot conditions 

read: 

 ! )),(()('),()),(( )()()( 222
ttsctsttsnttscD gCOgCOgCO 
��6� �  

)),(()(')),((
222

ttsctsnttscD COCOCO ��6�  

 ! )),(()('),()),((
222 )()()( ttsctsttsnttscD OHCaOHCaOHCa 
���6� �  
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For the sake of clearness we use the gradient symbol, 6 , rather than its 1D pendant, the partial 
derivative. n stands for the unit outward normal – i.e. n = -1 if x = 0 and n= + 1 if x = L. 

The second condition is the kinetic condition 
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��� . 

It points out that the speed )(' ts of the interface )(t, is directly proportional to the strength of the 

reaction and inversely proportional to the amount of Ca(OH)2 still available at that interface. � is 
a proportionality factor. 
 
Note: A special role in investigating carbonation is played by semi-theoretical models. Using a 
technique inspired by [4] an approach via matched-asymptotic expansions is proposed in [22], 
[20] to show the occurrence of two distinct characteristic length scales in the carbonation proc-
ess corresponding to the characteristic time scales of diffusion of the fastest species and that of 
the carbonation reaction. The separation of these scales arises due to the strong competition 
between reaction and transport effects. It has been shown that, for sufficiently large times t, the 

width of the carbonation region is proportional to )1(2
1


�

p
p

t for carbonation reaction rates with a 

power-law structure like 9 : 9 :qpk 22 Ca(OH)CO , where 1,,0 55 qpk  and when Ca(OH)2 is as-

sumed to be static. Furthermore, in this case the proportionality coefficient is obtained by solv-
ing a nonlinear algebraic equation instead of the usual fitting procedure. Interestingly, the 
asymptotic penetration depth is in the same range with the asymptotic penetration depth ob-
tained in [24]. Related asymptotic studies are reported in [14], [34], e.g. 
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5 Numerical examples 
In this section we illustrate the accelerated penetration of carbonation described in [24], [35] 
following the approaches developed in [27], [29] and [21] (i.e. the moving-interface model pre-
sented in section 4). 
 

5.1 Internal layers and effect of complex chemistry. One-dimensional motion of 
the moving interface 

Compared with simplified models which neglect CSH, C2S, and C3S, we observed in [27] that 
for the accelerated carbonation test described in [24] (OPC sample, w/c=0.5, a/c=3, RH about 
65%, exposed to 50% CO2) the two silicate phases only have a small influence on the total out-
come in the late stage of hydration, which is particularly important in what the carbonation proc-
ess is concerned. Note that for a large range of parameters, different reaction layers are 
formed; see Figure 1 and also [18]. Each of them is associated with the several competing reac-
tions. 

 
Figure 1:  Internal layers associated to the fast CH and CSH carbonation. 
 

 
 
Figure 2:  Left: Formation of a water barrier near the exposed boundary. Right: Typical pene-

tration depth curve vs. time.  One notices that the simulated penetration depth is 
close to the measured one. 
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The internal layers corresponding to CH and CSH are partially overlapping. It seems however 
that the layer associated to CH is somewhat faster. Figure 2 (left) points out a nonlinear effect 
arising in accelerated tests (especially if 50% CO2 is entering the material). Namely, a water 
barrier is initially formed and travels inside the material possibly hindering the penetration of 
gaseous CO2. The major output of carbonation models (with moving interfaces or not) is the 
penetration depth vs. time curve. Pictures like Figure 2 (right) are the natural outcome of mov-
ing-interface models (see [21] or section 4, e.g.), but can also be obtained by means of isolines 
models employing a suitable concept for the degree of carbonation. The reader is referred to 
[18] for more details. 
 

5.2 Motion of the moving interface around a corner  
In order to test the self-adaptive numerical isolines method that we developed (in [29]) a car-
bonation test on samples under controlled laboratory conditions (cf. [32], [19]) has been used. In 
[35], the authors consider the case of a poor OPC concrete with 1 day of curing and estimated 
w/c=0.7. The cement has a 65% CaO content   and a density of about 300 kg/m3. We assume 
that the concrete sample presenting corners is entirely exposed to the increased CO2 concen-
tration of an industrial site. In this setting, the concentration of CO2(g) is kept at 0.0001 kg/m3. 
The relative humidity in the structure and outside is assumed to be 65%. The rest of the model 
parameters are identical with the reference set of parameters employed in [29]. 
 

 

 
        

Figure 3:  Concentration profiles of active species at two different times. One can see that the 
reactants separate in space and that the reaction front progresses inwards the ma-
terial.  
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The basic geometry is depicted in Figure 3. It is basically an L-shaped domain with one symme-
try boundary edge (on the right). Besides the symmetry boundary edge, the boundary condi-
tions on all other parts of the boundary are the same. Due to the L shape, we observe the 
behavior of the reaction front near three convex corners and near a single concave corner.   
Figure 3 also shows the concentrations fields of the active species. After a short transient time, 
the carbonation front is formed and a zone separating the reactants occurs. Near convex cor-
ners a faster carbonation is noticed. Figure 4 points out meshes corresponding to two different 
times. 

           

Figure 4:  Automatically adapted meshes at two different times corresponding to concentra-
tions fields in Fig. 1. After a transient time, an internal reaction layer is formed and 
progresses into the material. This moving reaction layer is automatically captured by 
the self-adaptive mesh refinement method. 

 
Figures 3-4 show the presence of two distinct length scales- one is relevant for reaction and the 
second one is relevant for the transport. This observation is in agreement with the theoretical 
observations in [20,22] and also with Figure 1. Figures 3-4 motivate the application of phase-
field-based modeling strategies to the carbonation problem; see sections 1 and 6. 
 

6 Perspectives 
There are three methodological aspects that we would like to mention:  

(1) The phase-field method (see [25], [8], [10], e.g.) has recently emerged as a powerful compu-
tational approach to modeling and predicting mesostructure and microstructure evolution in 
complex materials. It describes the physico-chemical processes using a set of conserved and 
non-conserved field variables that are continuous across the interfacial regions. The temporal 
and spatial evolution of the field variables is governed by the Cahn-Hilliard nonlinear diffusion 
equation and the Allen-Cahn relaxation equation. With the fundamental thermodynamic and 
kinetic information as the input, the phase-field method is able to predict the evolution of arbi-
trary morphologies and complex geometries without explicitly tracking the positions of inter-
faces. An important advantage of the phase-field method, as opposed to a moving-interface 
strategy, is that its extension to multidimensional situations is conceptually easy to be done, 
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whilst the second approach leads to tremendous mathematical difficulties at both modeling and 
computational levels.   

(2) Recently, two-scale models and related computational schemes involving local representa-
tive unit-cells have succeeded to capture quite well the multi-scale behaviour of concrete mate-
rials from the mechanical point of view [12], but also from the reaction and transport perspective 
[15], [26]. For the case of concrete carbonation a few steps in this direction were already per-
formed in [16] and [17]. However, many newly arisen aspects need to be further investigated.  

(3) A challenge is to understand the large-time behaviour of the active concentration profiles 
and corresponding penetration depth position for models of type (1) and (2) in connection with 
the extrapolation of accelerated carbonation tests results to what happens in natural carbona-
tion scenarios. A simple upscaling does not work. A suitable combination of formal and rigorous 
asymptotic methods needs to be found (for related matter in a different context, see [11], [30]).  
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Development of a Combined Heat, Moisture, and Salt Trans-
port Model for Unsaturated Porous Building Materials 

Summary 
This article describes a comprehensive model for the prediction of the coupled heat, air, mois-
ture, and salt transport in porous building materials. First, the state-of-the-art in hygrothermal 
material modeling and coupled heat and moisture transport models is reviewed. The article then 
presents and discusses different fundamental model components incorporated into the frame-
work of the transport model, such as the models for salt solution properties, solution transport, 
and salt phase transitions. Particular focus lies on the salt and moisture interaction related to 
the salt solution and to phase transitions of hydrate phases, and the description of a consistent 
calculation algorithm. The capabilities of the model are demonstrated in simulations of labora-
tory experiments and application cases. 
 
Keywords: coupled, heat, moisture, salt, transport, porous material, phase transitions  

1 Background and Motivation 
Annual damage to valuable building materials and built structures has a significant financial im-
pact worldwide. To a large extent such damage is related to increased content of harmful salts 
within building materials. Examples of damage caused by salt-related chemical reactions in or 
with building materials are degradation of road surfaces caused by de-icing salts, erosion of 
concrete in sewer systems, salt efflorescence on surfaces of buildings, degradation of painted 
surfaces in historical buildings, and many others. For new structures and materials, but also for 
restoration and preservation of historical building, predictions of service life in the presence of 
salt become increasingly important. 

Comprehensive and accurate models are prerequisites for reliably predicting the durability of 
materials and constructions. The transport and phase transition model described in this article 
was developed with the central motivation to provide the means for understanding the complex 
interconnected processes. Also, the model and simulation tool should be capable to answer a 
number of questions from researchers and practitioners, of which some are listed below. 
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7 Why and under which conditions are salts mobilized and transported in the material? 
7 What conditions do salt phase transitions, crystallization, dissolution, hydration, dehydra-

tion and deliquescence depend on and how can they be described in a model? 
7 What impact has salt on the moisture transport and storage in materials and related hy-

grothermal problems? 
7 How do salt mixtures behave in porous materials? What is the impact of salt mixtures on 

location and frequency of salt phase transitions and related durability concerns? 

Questions also arise from the field of restoration and preservation of historical building, monu-
ments, and structures. Particularly, the various preservation measures could be improved with 
knowledge of the internal processes occurring in salt containing materials as response to a 
change of conditions or applied desalination actions. 

Investigating these questions for the large range of building materials is not feasible. Therefore, 
the scope of this research was limited to masonry structures, and thus brick and natural stone 
materials. Also, the primary focus in model development was on accurately describing the cou-
pled transport and phase transition processes inside such materials, and creating a compre-
hensive simulation tool for analyzing salt related effects. 

Developing a model and simulation program, and obtaining the various model parameters in 
experiments was a complex task that could only be solved in close cooperation with research 
partners; the Bauhaus University in Weimar, University of Hamburg and Hamburg University of 
Technology (TUHH). At Bauhaus University Weimar the primary research interest was to inves-
tigate salt migration and the interaction of salt and moisture transport [1]. Models and parame-
terization for describing thermodynamic properties of salt solutions and the solution-crystal 
interface were derived at the University of Hamburg [2]. At TUHH an experimental investigation 
of phase transition kinetics along with the development of suitable models for such processes 
were at the center of the research activity [3]. 

The different stages in developing an integrated model that encapsulates the research results of 
the project partners and an accurate hygrothermal material model developed at Dresden Uni-
versity of Technology will be described and discussed in the following sections. 
 

2 Model Development 
The work is based on the combined heat, air and moisture transport model by Grunewald [5] 
and follows the state-of-the-art in modeling combined heat and mass transfer in porous materi-
als. It is a macroscopic approach considering the material as homogeneous medium. Liquid and 
vapor transport are described separately whereas for the latter vapor diffusion and vapor con-
vection are taken into account as means of transport. The associated enthalpy transported with 
the phases is included in the energy balance equation, thus enabling the model to capture 
evaporation cooling and condensation heating effects. 
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Before discussing the various extensions made to the model to sufficiently incorporate salt 
transport and phase transitions, a quick review of the moisture transport and storage character-
istics will be given. Moisture, being the transport medium for salt, must be accurately described 
by the model and the relevant equations must be suited for extension to salt. 
 

2.1 Moisture Transport and Storage Model 
Regarding the moisture transport, equations (1) and (2) are the constitutive equations for liquid 
capillary transport and water vapor diffusion respectively. They describe mass flux densities of 
the liquid phase �  and water vapor v . 
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It can be noted here, that the driving potentials (gradient of liquid pressure pl and gradient of 
vapor pressure pv) are independent of salt.  

On the moisture storage side, the moisture retention curve  !cp� ��� �  gives the equilibrium 

relation between the capillary pressure pc (moisture potential) and the moisture content ��   (ex-

tensive quantity). The potentials capillary pressure and relative humidity are related through the 
Kelvin equation (3). This relation essentially describes the effect of the pore system on the wa-
ter vapor – liquid phase equilibrium of water. 
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A detailed review of moisture transport and storage models, and methods of obtaining suitable 
parameterization can be found in [6]. The heat and moisture transport model was implemented 
into the computer code DELPHIN which has been successfully used in a large number of differ-
ent application scenarios (see [5],[7] for examples). 

In the past years we made extensive research efforts to improve the hygrothermal material 
model and the procedure to obtain material functions suitable for simulations. The focus of this 
research was primarily on: 

7 Designing reliable and accurate experimental setups for storage and transport parameter 
deterimination, 

7 Improving the material model and its calibration procedure by using data from moisture 
adsorption and drying experiments, and 

7 Describing and using hysteretic moisture storage functions to reproduce experimental re-
sults. 
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Scheffler [8] provides a detailed discussion about the listed advances in hygrothermal material 
modeling. Using the new calibration procedure a set of very accurate moisture transport and 
storage functions could be defined and adjusted that are a key requirement for any model de-
scribing salt transport in porous media. The fundamental heat and moisture transport model 
was gradually extended to incorporate salt related effects as described below. 
 

2.2 Salt Diffusion in Moisture-Saturated Materials 
Salt transport in porous materials can be studied experimentally in a number of different ways, 
depending on initial and boundary conditions. The least complex are experiments where speci-
mens are saturated with salt solution, because defined initial conditions (moisture and salt dis-
tribution) can be easily created. Two typical experiments with moisture-saturated materials are 
Tracer experiments [9],[10] and diffusion cell [10] or multi-layer diffusion experiments [11]. The 
latter were investigated extensively at the Bauhaus University Weimar where a salt diffusion 
model, initially proposed by Buchwald [12], was extended and parameterized. 

According to Vogt [11], diffusion of a binary salts in a moisture-saturated medium can be de-
scribed by equation (4), where the concentration-dependent diffusion coefficient for a free solu-
tion solD  is reduced by the tortuosity �  of the medium. The driving potential for salt diffusion is 

hereby the gradient of the molarity ,m sc . 
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Using a similar expression and an additional coupling equation ensuring electro-neutrality of the 
solution, the diffusion of individual ions in the solution is described in the model (see [9] and [10] 
for details). 
 

2.3 Salt Diffusion in Unsaturated Porous Materials 
For materials in the unsaturated moisture range an additional term needs to be added which 
describes effects illustrated in Figure 1, which shows the possible salt migration paths for vari-
ous moisture saturation levels of the porous material. 
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Figure 1: Influence of Moisture Saturation on Salt Diffusion 

 
In the model given by Buchwald and Vogt [11] the effect of the unsaturated porous medium is 
considered through an additional factor in (5).  
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This factor effectively decreases the diffusion coefficient with decreasing moisture saturation. 
The moisture exponent n is hereby a material dependent fitting parameter. The model of the 
diffusion coefficient may be enhanced further by adding an Arrhenius term to account for the 
temperature dependency of the diffusion coefficient [11].  

While the tortuosity of the material can be obtained from diffusion cell experiments in moisture-
saturated materials [10], the moisture exponent needs to be fitted using simulations of experi-
ments with materials exposed to drying or wetting conditions [13]. 
 

2.4 Salt Solution Uptake into Dry Materials 
One example of such experiments is the moisture or salt solution uptake experiment. Dry mate-
rials are brought in contact with water or salt solution and capillary suction will result in solu-
tion/moisture uptake, gravimetrically monitored and plotted in absorption curves. 

Depending on the concentration and composition of the salt mixture, the solution properties 
contact angle, surface tension, viscosity, and density differ substantially from those of pure wa-
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ter. Experiments done at the Bauhaus University Weimar showed a notable difference between 
solution absorption curves and water absorption curves [1]. To capture this effect the model was 
extended in two ways.  

First, a thermodynamic description for the density of salt solutions was incorporated. This Pitzer-
based model was derived by Steiger from University of Hamburg, who also generated an accu-
rate parameterization for salt mixtures of the system Na-K-Mg-Ca-NO3-Cl-SO4. The calculation-
intensive model was implemented at TU Dresden and TUHH into the high-performance calcula-
tion library JADE and incorporated into the transport model. The key advantage of the model is 
its ability to predict solution densities for salt mixtures of variable composition and wide concen-
tration range including super-saturated solutions, and a large temperature range beginning from 
sub-zero temperatures. 

Secondly, the liquid transport equation (1) was extended by a salt concentration dependent fac-
tor ,Kf �  that combines the effects of the concentration dependent contact angle, surface tension 

and viscosity of salt solutions [14]. 
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With these extensions of the model, the salt solution absorption experiments could be repro-
duced with satisfactory agreement. 

 

2.5 Influence of Salt on Hygroscopic Moisture Uptake 
Salt does not only influence uptake of liquid salt solutions, it also affects the moisture content of 
materials. The hygroscopicity of salt results in increased uptake of moisture into salt containing 
materials up to a point, where materials will remain moist and may no longer dry out. This effect 
can be explained by the reduced equilibrium vapor pressure above salt solutions, expressed by 
the water activity 2H Oa  for free salt solutions. Inside the porous system this effect becomes 

combined with the reduction of vapor pressure above a capillary, expressed by the Kelvin equa-
tion previously given in (3). The vapor pressure inside the porous system is now influenced by 
both effects individually, which is expressed in equation (7). 
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The second row in equation (7) shows the same relationship but using the reverse sorption iso-
therm. Using this formulation, the equilibrium relation between moisture content ��  and relative 

humidity %  obtained for the salt-free material can be used, and the effect of the salt is enclosed 

in the additional factor. 
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Essentially the equation expresses that above salt solutions with a water activity of less than 
unity the relative humidity is lowered. In order for the material to remain in equilibrium with its 
surroundings it must compensate the lowered relative humidity. According to Equation (7) this 
can only be done by increasing the first factor, which effectively requires higher moisture con-
tents. Until the material has gained enough moisture to compensate the vapor pressure reduc-
tion above the salt solution, a vapor pressure difference exists between the material and the 
ambient which causes vapor diffusion from the environment into the material. 

The calculation of the water activity demands a comprehensive model for thermodynamic prop-
erties of salt mixtures. Again, a Pitzer-based model was composed, extended and parameter-
ized by Steiger from University of Hamburg [15]. The model does not only provide water 
activities, but also ion activities, needed for the ion diffusion model, and saturation ratios, re-
quired for phase transitions as described below. The model was implemented into the high-
performance calculation library JAC [15] and included into the transport model. The parameteri-
zation for salt mixtures of the system Na-K-Cl-NO3-SO4 already includes many salts commonly 
found in building materials. 

With the knowledge of the water activity and the corresponding water vapor reduction above the 
pore solution, the model can now reproduce the observable increased hygroscopic moisture 
contents of salt containing materials compared to salt free materials.  
 

2.6 Drying Processes and Phase Transitions 
In addition to these effects, also drying processes are influenced by salt and effectively slowed 
down. While equation (7) describes the reduction of drying potential, i.e. the difference in vapor 
pressure in the material and the environment, sufficiently well, drying processes are significantly 
more complex. In particular, drying processes involving salt solutions will inevitably lead to salt 
crystallization and potentially subsequent dehydration phase transitions. 

Following the model of Espinosa [18] the phase transitions crystallization and dissolution are 
considered in the model as kinetic reactions, and hence, are described by kinetic source and 
sink terms in the balance equations of the different salt phases. Also, phase transitions between 
solid salt phases, hydration and dehydration, are described as kinetic reactions. 

An example shall illustrate the need for modeling phase transitions as kinetic reactions. Con-
sider a salt crystal that is completely submerged in a saturated salt solution. If a pressure was 
now exerted on the crystal, this would affect the equilibrium between crystal and solution and 
the crystal would dissolve to evade the stress, even though the solution is saturated. In turn this 
requires a sufficiently super-saturated solution for the crystal to grow against pressure. The su-
per-saturation of the solution becomes essentially an indicator for the damage potential of a 
crystal, because for higher super-saturations the crystal could grow against higher pressures 
and exert larger force on the material matrix.  
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This example also illustrates why quickly changing conditions, like fast drying or cooling, may 
result in larger stresses and strains.  With equilibrium models it is not possible to calculate su-
per-saturated solutions and this effect could not be described or modeled. In general, equilib-
rium crystallization models are not suitable to distinguish between slow and harmless crystal 
growth and fast and damaging phase transitions. Therefore, it is important to use a kinetic crys-
tallization model in order to predict durability-related stresses and strains in the material, as it 
was incorporated in the present model. 

  !1 pg
p pK U� � �  (8) 

  !1 solg
sol solK U� � �  (9) 

The equations describing crystallization (8) and dissolution (9) reaction rates require the satura-
tion ratio U as driving force for the reaction, whereas the parameters K and g (with the indices p 
and sol for precipitation and dissolution respectively) are fitting parameters obtained in phase 
transition experiments [11],[19]. Regarding hydration and dehydration processes, a similar for-
mulation is used, however the process direction and rate is hereby only influenced by the water 
activity (see [17], pp. 69 for a detailed discussion). 

With models for phase transitions, salt-dependent moisture storage and transport properties, 
solution properties, and appropriate parameterization, it is now possible to describe and simu-
late drying experiments. And, together with wetting processes, the dynamic processes in salt 
containing porous materials exposed to the climate can be captured and explained. 
 

2.7 Combined Heat, Moisture, and Salt Transport Model 
The combination and integration of all previously described models in a consistent and closed-
form model was a central research objective at TU Dresden. Based on the original balance 
equation system for the combined heat and moisture transport, an extended balance equation 
system for the complete model was developed. 
 

2.7.1 Balance Equations 
The system of balance equations consists of an energy conservation equation and several 
mass balances. Following the state-of-the-art in hygrothermal modeling, the energy balance 
describes the conservation of internal energy U , but restricted to thermal oscillation and bind-
ing energies. Based on the assumption of slow, laminar movement of fluids through the porous 
medium, the kinetic energy of fluids and other energies of small magnitude are neglected. A 
balance equation for the moisture mass w vm 
 , being the sum of liquid water and water vapor, 

several mass balances for dissolved ions ,s im  and several mass balance equations for precipi-

tated salts ,p jm  are formulated. Mass and energy can change in time due to spatial fluxes de-
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noted as Ej  and source or sink terms E� , wherein E  represents one of the previously intro-

duced mass or energy quantities (10).  

 ; <, ,, , ,w v s i p jE U m m m
�  (10) 

Using a generalized formulation the set of balance equations can be expressed as shown in 
Equation (11). 

  !, ,

E
E E E
conv k diff k

k

j j
t x

	 �� �
� � 
 


� �
 (11) 

Here, the Einstein summation convention is used, k is hereby the directional index. Other sub-
scripts denote convective and diffusive transport mechanisms. A detailed list of all specific 
equations with all terms can be found in reference [17]. 
 

2.7.2 Calculation Algorithm 
Using the quantities in the vector E as extensive variables of state, a consistent algorithm must 
be formulated to calculate intensive state variables, such as temperature, pressures, concentra-
tions, and material functions. In the calculation algorithm depicted in Figure 2, a series of calcu-
lations leads to a set of intensive variables and driving potentials that are required for the 
calculation of the remaining material functions and quantities (see [17] for a description of sym-
bols and an in-depth discussion of the algorithm). 

JADE and JAC refer hereby to the previously discussed encapsulated calculation algorithms. 
The Pitzer-based models are also used for binary solutions, which are modeled slightly different 
than salt mixtures. The model distinguishes between salt mixtures and binary solutions. In the 
case of salt mixtures (more than three different ions) it uses one conservation variable for each 
dissolved ion. In the case of binary solutions only a single conservation variable for the dis-
solved salt is used. This has mainly an impact on description of diffusive and convective salt 
transport, however, for the other components of the model the same formulation based on salt 
mixtures is used. 

The algorithm begins with a set of conserved quantities (energy density, total moisture mass 
density, mass densities of dissolved ions or mass density of dissolved salt, and mass densities 
of crystalline salt phases).  

First, the liquid water mass is estimated from the total moisture mass by neglecting the mass of 
the vapor component. Now the molalities of the dissolved ions can be calculated, using different 
equations for whether salt mixtures or a binary solution is modeled. 

Depending on the required accuracy, the temperature estimate equation only considers the dry 
material matrix and the water component of the liquid phase, or in an extended form, also in-
clude latent heat of crystallization/dissolution. This is, for instance, necessary to reproduce 
measurements as done by Espinosa [11],[19], where the rate of crystallization is quantified 
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through measured differences in temperature between salt-free and salt-containing specimen 
during crystallization reactions as result of latent heat of the phase transition. 

 
Figure 2: Central Calculation Algorithm (Decomposition of Extensive Quantities) 

 
With temperature and ion molalities the intrinsic density of the solution can be calculated using 
the JADE model. In the next two steps the solution mass density and the volumetric content of 
the solution in the porous system is calculated.  

The use of the liquid volume fraction is a central and important aspect of this model. It is used in 
order to arrive at a consistent moisture and salt transport model. Independent of the salt in the 
solution, the maximum amount of liquid in the porous system is defined by the accessible pore 
volume. Therefore, all material properties and functions must be defined in the range between 
zero and maximum volume fraction of the liquid phase, whereas the latter corresponds to mois-
ture saturation. Considering that the density of salt solutions can be well above 1000 kg/m³, for 
example the density of a saturated NaCl solution at 25°C is 1230 kg/m³, material functions 
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which use gravimetrical quantities are no longer usable, for instance the moisture retention 
curve in the format w(pc) (moisture mass versus capillary pressure). 

In the next calculation step, the reversed moisture retention curve is used to obtain the capillary 
pressure corresponding to the previously calculated liquid volume fraction. With the Kelvin equa-
tion the relative humidity inside the porous medium, yet without salt influence, is calculated. 

The remaining thermodynamic solution properties are obtained from the JAC model, which pro-
vides the water activity, ion activities and saturation ratios. Now the relative humidity inside the 
pore space is calculated as result of the combined effect of the pore system and vapor pressure 
reduction above the pore solution. The remaining calculation steps are required to quantify the 
vapor pressure and vapor mass density of the gas phase, which in turn could be used to itera-
tively improve the estimate made in step 1 of the algorithm. 

Knowledge of all intensive quantities of the system permits evaluation of all required material 
functions, such as transport and storage functions. Also, the algorithm provides all driving po-
tentials for liquid flow (the capillary pressure), salt diffusion (molalities) and salt phase transi-
tions (saturation ratios from the JAC model). The calculation of the various transport and source 
and sink terms of the balance equations is now easily possible. 

The described algorithm has the central advantage that by using the liquid volume fraction as 
primary parameter, material functions obtained for the salt-free material, such as the moisture 
retention curve, can still be used unmodified in salt calculations because the effect of salt on 
moisture storage and transport is considered separately. 
 

2.8 Numerical Solution 
The presented algorithm uses a sequential calculation scheme. Except for trivial numerical solu-
tion schemes, such as the explicit first-order Euler integration method, special calculation meth-
ods have to be used. In general, if an efficient solution is required, explicit schemes cannot be 
used since the system of balance equations contains convection-diffusion equations. However, 
traditional implicit iteration methods, such as the Picard iteration scheme, will also fail to provide 
accurate results in reasonable time, particularly when considering two-dimensional problems. 

If properly formulated, the class of fast converging implicit Newton-Raphson iteration schemes 
permits the use of sequential algorithms as presented above, while providing results in reason-
able computational time. 

For the solution of the model presented here, a numerical solution method of Newton-Raphson 
type was developed, using a variable-order, variable-step, multi-step integration scheme, which 
was implemented into the comprehensive simulation program DELPHIN 5 [20]. A detailed dis-
cussion of this numerical calculation algorithm for the solution of the tightly coupled system of 
balance equations can be found in [2]. 
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3 Demonstration of Model Capabilities 
The described heat, moisture, and salt transport model includes many coupled effects to de-
scribe the complex phenomena occurring in salt-containing materials under climatic loads. A set 
of example simulations shall demonstrate the capabilities of the model to reproduce and predict 
processes observed in laboratory experiments. 

Several laboratory experiments have been used in the past to investigate the salt migration in 
porous materials and the salt-moisture interaction. Out of the variety of experiments, the follow-
ing experiments will be simulated: 

7 hygroscopic uptake experiment, illustrates hygroscopicity and the phase transitions deli-
quescence, hydration and dissolution 

7 drying experiment, illustrates concurrent convection and diffusion of salt, and phase 
transitions crystallization and dehydration 
 

3.1 Hygroscopic Moisture Uptake 
Consider a cubic specimen, initially conditioned at low relative humidity, with initially uniformly 
distributed salt contents. The specimen is sealed at all but one side and then exposed to step-
wise increasing humidity levels. The weight gain is monitored. Each humidity level is maintained 
until the specimen weight is no longer increasing, thus forming characteristic plateaus. For salt-
free materials the plateaus of the curve are expected to match the points in the sorption iso-
therm. 

In salt-containing materials a number of concurrent phase transitions are possible. Depending 
on the salt, either deliquescence/dissolution or hydration reactions are possible. Once all salt 
has hydrated to the highest stable hydrate phase of the salt, a further increase of humidity 
above the deliquescence humidity will result in deliquescence or dissolution of this hydrate 
phase. Hereby it is difficult to clearly distinguish between deliquescence and dissolution, since 
inside porous media capillary condensation may already occur well below the deliquescence 
humidity of a salt. In this case, some crystals may be already in contact with liquid pore solution 
and dissolve, while others are isolated from the liquid phase, possibly in the larger pores, and 
can only take up moisture from the gas phase (deliquescence). 

Two simulations demonstrate how the model captures the hygroscopic moisture uptake under 
the influence of salt. Figure 3 shows the results for simulations with different initial contents of 
crystalline sodium chloride. The ambient relative humidity was increased step-wise in the simu-
lation as shown in the figures. As long as the relative humidity remains below the deliquescence 
humidity of 75% for NaCl at 20°C, the increase in relative humidity only results in moisture up-
take and partial dissolution of the sodium chloride crystals. Regardless of the initial salt content, 
the process is the same in the first 5 days for each simulation case, and the moisture uptake is 
only governed by the vapor diffusion and moisture sorption properties of the material. Once the 
deliquescence humidity has been exceeded, the solution properties determine the process. As 
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long as enough crystalline salt is present that can dissolve and maintain a saturated solution, 
the water activity of the solution will correspond to the deliquescence humidity. Therefore, the 
humidity inside the pores may not increase above this humidity, and vapor diffusion into the 
material continues until all salt is dissolved. The simulation cases with different initial salt con-
tents illustrate this behavior. It has to be noted that in reality not all salt may dissolve, because 
some fractions of the pore space may not be accessible, or the process may be very slow in 
some parts of the material. This deviation from the assumed perfectly homogenous and inter-
connected pore space cannot be described with the current model. 

Deliquescence Humidity for NaCl at 20°C
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Deliquescence Humidity for NaCl at 20°C
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Figure 3: Hygroscopic Moisture Uptake for Different Initial Contents of NaCl  

          (the black line shows the step-wise adjustment of ambient relative humidity) 
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Figure 4: Hygroscopic Moisture Uptake for Na2SO4 

 
In the second simulation case (Figure 4) an initial content of sodium sulfate was assumed and 
the simulation was done at 23°C. At this temperature, the water free thenardite is only stable 
below the hydration humidity 79%. Therefore, the simulation was begun at low relative humidity 
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and in the first few steps a similar process as for the sodium chloride case is observed. How-
ever, as soon as the hydration enthalpy is exceeded hydration of the water free salt begins and 
all thenardite is transformed gradually into mirabilite. This process is a kinetic process and aside 
from the vapor diffusion and moisture sorption in the material, also the kinetic phase transition 
parameters used in the simulation determine now the rate of this transition process. During the 
hydration a significant amount of water is incorporated into the salt crystal, visible in the salt 
mass integral shown in Figure 4. Once all salt has hydrated into the thermodynamically stable 
hydrate phase, the process continues as in the first simulation case. Once the deliquescence 
humidity of Na2SO4.10H2O (94% at 23°C) has been exceeded, all salt dissolves. 
 

3.2 Drying Simulation 
Drying experiments with salts have previously been done with emphasis on extension meas-
urements [10]. Here, the transport processes and interactions between moisture and salt shall 
receive focus. Surface effects, such as efflorescence and related change of transfer coefficients 
are neglected in the following simulations, as are clogging effects due to crystallization within 
the material matrix. 
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Figure 5: Drying Simulation with Pure Water, Left: Drying Curve, Right: Surface Temperature      

                                         and Evaporation Flux 
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Figure 6: Evaporation Flux (left) and Integral Moisture Masses (right) 
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Figure 7: Crystalline Salt Mass Integrals (left) and Solution Concentrations at the Surface (right) 
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One-dimensional drying experiments are done with specimens saturated with pure water or salt 
solutions and sealed at all but one side. The specimens are then dried under controlled condi-
tions (constant temperature, relative humidity, air velocity over evaporation side), and the weight 
loss and surface temperature are monitored. In drying experiments with pure water two distinct 
phases can be observed. While the drying rate in the first phase is nearly constant, the second 
phase is a long term process with decreasing drying rate. In the first phase the process is con-
trolled only by transfer conditions at the evaporation surface. Moisture transport from the inside 
of the moist material to the evaporation side is fast and air movement over the evaporation sur-
face, which is considered in the model through the heat and vapor transfer coefficients, dictates 
the kinetics of the process. In the second phase the moisture transport to the evaporation side 
decreases and the drying rate is limited by liquid and vapor transport properties of the material. 
Figure 5 shows the integral of the moisture mass in the material. The constant rate of drying in 
the first phase of the experiment is clearly visible in this chart. Figure 6 shows the simulated 
evaporation flux density and surface temperature. The latter decreases in phase I substantially, 
as result of the evaporation cooling effect. The simulations were done for a 5 cm brick material 
(one-dimensional simulations). The material properties and moisture transport and storage 
characteristics of the brick were obtained by Scheffler [8]. 

If the same simulation is repeated with specimens initially saturated with salt solution the drying 
process becomes significantly more complex and the following processes occur simultaneously. 

7 Salt convection along with the liquid phase from the inside of the material to the evapora-
tion side, 

7 Increase of solution concentration at the evaporation side, 
7 Back-diffusion of salt into the material as result of the concentration gradient, 
7 Reduction of evaporation rate due to reduction of vapor pressure above the increasingly 

concentrated pore solution at the evaporation side, 
7 Crystallization of salt near the evaporation surface once the solution is sufficiently super-

saturated, and  
7 Movement of the crystallization zone into the material in the second phase of drying 

Figures 6 and 7 show the results of the simulations with NaCl solutions. The simulations were 
done with different initial concentrations of the salt solution. With increasing solution concentra-
tion, the accumulation of salt near the surface in phase I leads to higher surface concentrations. 
Consequently, the drying rate is reduced because of the vapor pressure reduction. This overall 
reduction in drying rate is best seen in Figure 6. 

The initial solution concentration also results in different maximum solution concentrations near 
the evaporation surface. The characteristic peak visible in Figure 7 (right) hereby marks the end 
of drying phase I. In the cases with 0.4 mol/kg H2O and 1 mol/kg H2O initial concentrations, the 
solution becomes super-saturated already in the first drying phase. In these cases, crystalliza-
tion occurs in the first phase, followed by a redistribution of salt due to back-diffusion and reduc-



82  A. Nicolai; G. Scheffler; J. Grunewald; R. Plagge 

    

tion of solution concentration near the surface. Later, the remaining pore liquid becomes gradu-
ally more saturated and eventually the remaining salt crystallizes inside the material. 
 

4 Conclusions and Outlook 
This article discusses a comprehensive model for the coupled heat, moisture, and salt transport 
including phase transitions in porous media. The described model is applicable for inert ma-
sonry materials and constructions, and in particular for bricks and natural stones. Salt transport 
is considered through convection with the liquid phase and salt diffusion. Thermodynamic prop-
erties of salt solutions, for example density, ion activities, and water activity are modeled using a 
Pitzer-based ion-interaction model. Interactions between salt and moisture transport are con-
sidered, including vapor pressure reduction above salt solutions, reduction of mobility of the 
liquid phase as result of increased viscosity, and salt diffusion depending on moisture satura-
tion. Phase transitions are incorporated into the model using kinetic reactions. Concurrent 
phase transitions are possible by the use of independent balance equations for the solid 
phases. 

The model is implemented in a highly efficient numerical solver program that permits multi-year 
simulations of real-life application cases under realistic climatic boundary conditions within few 
minutes and hours. The ability of the simulation model to predict coupled transport processes 
has been demonstrated in example cases. 

While the model is already applicable to a number of real-life simulation cases, further research 
work is still needed. In particular, the model needs to be extended to account for pore clogging, 
the moisture transport model needs to be enhanced with respect to hysteretic behavior and ad-
ditional moisture-salt interactions. Also, the extension to reactive materials is envisioned. This, 
however, implies the development of a complex model for the change of moisture transport and 
storage properties as result of chemical reactions. Aside from model extensions, much experi-
mental work is needed to obtain the required parameters and provide calibration cases for the 
model. This will help to increase the confidence in the model and help to draw conclusions from 
model predictions for different applications. 
 
The authors would like to thank the German Research Council (DFG) for the financial support of 
this project. 
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An Efficient Numerical Solution Method and Implementation 
for Coupled Heat, Moisture, and Salt Transport:  
The DELPHIN Simulation Program 

Summary 
This article introduces a highly-efficient numerical solution method for the combined heat, mois-
ture and salt transport in porous media, that permits parameter variation and sensitivity studies 
in short time. The general solution strategy for this type of coupled partial differential convec-
tion-diffusion equations with source terms is presented, including an overview of the Newton-
Raphson iteration scheme. Various improvements of the numerical method, such as the value 
extrapolation and modified Newton method that lead to a robust, accurate and fast solver im-
plementation are discussed in detail. Performance comparisons are shown for different simula-
tion cases, and the capabilities and numerical efficiency of the DELPHIN simulation program 
are illustrated with a 2D simulation example. 
 
Keywords: numerical solution, coupled heat and moisture transport, porous material, perform-
ance, simulation, salt transport 

1 Introduction 
The complexity of simulation models for the coupled energy and mass transport in porous me-
dia has significantly increased in the past years [1],[2]. The development of such models is 
mainly motivated through the large number of combinations for material properties, climatic 
scenarios (which structures are exposed to), and possible salts and salt mixtures in varying dis-
tributions and amounts. Classical laboratory testing methods can only be applied to a limited 
subset of these combinations. Consequently, models are being developed and continuously 
improved to allow predictions and analyses for structures, materials, and conditions that have 
not been tested previously. 

With respect to salt, the new models allow investigation of the influence of different initial salt 
distributions, concentrations and mixture compositions, and can provide predictions about the 
influence of ambient climate on salt migration and phase transitions. In order to capture many 
different effects, the models have been continuously improved and extended. In the research 
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field dealing with coupled transport of heat, moisture and salt in porous media, the models have 
recently reached a complexity that requires significant computational efforts. 

Efficient numerical solution methods are required in order to use the new models in research 
and engineering applications. At first, salt transport models are typically applied for long-term 
simulations which are necessary to obtain predictions for the behavior of materials and struc-
tures over the course of several years. Furthermore, several simulation runs are required for 
different initial conditions, climates, materials, and salt mixtures to evaluate the influence of the 
numerous parameters. Particularly when investigating construction details in 2D simulations, 
computational costs can be significant. It is therefore desirable to use a solution method that 
provides simulation results quickly. 

The use of realistic climate, including short and long wave radiation, and driving rain, can lead 
to strong variations and gradients to the solution. In conjunction with equations containing con-
vective transport terms, such as they are found in the salt balance equations, special care has 
to be taken to obtain an accurate solution and to prevent numerical instability or large approxi-
mation errors. 

The aforementioned demands on the solution method can be summarized in a list of important 
desirable properties: 

7 Fast calculation performance, 
7 Defined and controlled accuracy, 
7 Applicable to a range of problems, and usable with different material parameters, cli-

matic data, different geometries, 
7 Reasonable effort to develop, test and extend the model and program code. 

In this article a numerical method will be presented that was successfully applied to solve the 
system of non-linear coupled partial differential equations that describe the combined heat, 
moisture and salt transport, accurately and very efficiently. 
 

2 Discussion of the Numerical Method 
The core of the HAM+SP model (Heat, Air, Moisture, and Salt transport and Phase transitions) 
is a set of balance equations, complemented by several transport and phase transition equa-
tions, see [1] for details. They are briefly reviewed as follows. 
 

2.1 Governing Equations 
Leaving the air flow calculation out of the scope, the quantities to balance are the internal En-
ergy U, the total moisture mass w vm 
  (as the sum of liquid water and water vapor), the mass 

balances for all dissolved ions ,s im , or the single mass balance for the dissolved salt sm  if the 
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binary solution model is used. Finally mass balances are needed for the masses ,p jm of all crys-

talline salt phases. These quantities can be summarized in the vector E , according to Eq. (1) 

 ; <, ,, , ,w v s i p jE U m m m
�  (1) 

For each conserved quantity a generic balance equation can be given, in the general form of 
Eq. (2), where the index k is used to indicate the actual transport direction. 

  !, ,

E
E E E
conv k diff k

k

j j
t x

	 �� �
� � 
 


� �
 (2) 

The equations are conservation equations for the quantity densities to arrive at a volume-
independent formulation. As shown in Eq. (2), the quantity of a substance can change due to 

convective transport ,
E
conv kj , diffusion ,

E
diff kj  or sources and sinks, which can also be coupling 

terms between equations. This will be illustrated briefly using the mass balances of crystalline 
and dissolved salt.  

Consider the specific mass balance equation for a dissolved salt (binary solution model) given 
in Equation (3).  
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The left-hand-side of the equation describes the change of dissolved salt mass. On the right-
hand-side of Equation (3) we have the convection term 
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given as mass flux of the liquid phase multiplied with the mass fraction of the dissolved salt with 
respect to the liquid phase s sc m m� � . Secondly, we have the mass diffusion flux: 
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cj M D
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�
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Salt diffusion is driven by a gradient of salt concentration (in this case gradient of molarity mc ). 

Finally, we have the source/sink term in the equation that summarizes the gain or loss of dis-
solved salt mass as result of phase transitions: 

 
,
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p j
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m
m

s j
j p j

M
M
�� =� � �  

The source term contains a sum over all solid species that are considered. The stoichiometric 
factors j=  are used to relate the molar change rates of the solid species to the molar change 

rate of the dissolved salt. The summation over all solid phases j is necessary, for instance, 
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when we want to describe Na2SO4(aq) with its two possible solid phases Na2SO4 and 
Na2SO4.10H2O. Here, both solid phases could concurrently crystallize, dissolve, or undergo 

other phase transitions. The respective mass change rates ,p jm�  of the solid salts is reflected in 

the mass balance of the dissolved salt through the source term sm� , which is the aformentioned 
coupling term. 

A detailed description of all symbols used in the equations above can be found in reference [2]. 
Equation (3) already indicates that a numerical solution of these coupled equations may require 
special care, since convection and source terms are included. A suitable numerical method is 
presented in the following sections. 
 

2.2 Solution Strategy for the System of PDE 
The system of partial differential equations (PDE) to be solved is highly non-linear. In addition, 
all equations are strongly coupled with each other. Almost all transport and phase transition 
terms for a conserved quantity depend directly or indirectly on the quantity itself and other bal-
anced quantities. Also, the transport coefficients are functions of one or more conserved quanti-
ties or related intrinsic properties. For example, the liquid conductivity is a function of the 
moisture content and may vary over 10 orders (!) of magnitude. A similar non-linearity is found 
in the moisture retention function, which describes the relation between the moisture content 
and the capillary pressures. 

Analytical solutions for this set of PDE cannot be given. Several choices exist for the numerical 
methods. However, to obtain the desired solver performance, a form of a Newton-iteration is 
required, because: 

1. Explicit solution schemes are not suitable. Both, the convective terms in the dissolved 
salt mass and the energy balance equations, and the source terms impose limitations on 
the time step to be used to avoid numerical instabilities. Such time step constraints are 
hard to quantify and generally lead to extremely poor performance. 

2. For implicit schemes, an iteration method needs to be used. Partly because of the non-
linearities, but mostly because of different time scales for the evolution of energy and 
masses, the system of equations is stiff. Traditional methods such as the Picard scheme 
converge very slowly when used for stiff systems. 

For completeness, the derivation of a Newton-Raphson scheme for the system of equations (2) 
is sketched out below. 
 

2.3 Newton-Raphson Iteration Scheme 
The system of equations (2) can be rearranged to Eq. (4), 

  !, ,( ) 0
E

E E E
conv k diff k

k

G y j j
t x
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 �0 � �/
 (4) 
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and be written more formally as ( ) 0G y � , where G is the vector of equations and y is the vector 

of unknowns. In this case y corresponds to the densities of the conserved quantities. Note that 
the right-hand-side of equation (4) actually contains as many partial differential equations as in 
the vector E, see Eq. (1). After spatial discretization of the equations (4) using the control vol-
ume technique, the vector y holds the whole set of conservative variables multiplied with the 
number of elements. 

The non-linear system of ODE, written as G(y) = 0, can be solved with a standard Newton-
Raphson algorithm, shown in equation (5). 

  !1 mm

m

G y G y
y


�
� � �

�
 (5) 

Here, m and m+1 indicate iteration levels. Since it is an implicit scheme, the iteration levels are 
defined at the yet-unknown time level n+1, with n being the most recently known solution to the 
system of ODE. However, just applying a standard algorithm will not lead to a robust and effi-
cient solver implementation. Some specific modifications and improvements are necessary to 
achieve the initially set objectives. 
 

2.4 Specific Method Improvements 
In order to improve the standard solution and obtain a suitable algorithm for the coupled 
HAM+SP model, all parts of the numerical method where investigated and improved. The prin-
ciple integration and time stepping scheme is illustrated in Figure 1. 
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Figure 1: Integration and Time Stepping Scheme 
 
Among the many tasks involved in the scheme, the following were investigated and fine-tuned 
in order to achieve better performance. 
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- The estimation of the solution at next time step, 
- Number of Jacobian evaluations and factorizations, and the 
- The time step adjustment strategy. 

 

2.4.1 Estimation of the Solution at Next Time Step 
As shown in Figure 1, each integration step begins with an evaluation of the right hand side 

function G(y). Hereby, the initial guess 1,( 0)n my 
 �  for the new solution at time level n+1 is needed. 

It is possible to assume that the previously calculated values will remain constant (no change of 

solution = steady-state) and therefore set 1,(0)n ny y
 � . However, mostly the transient processes 

are of interest and it is more feasible to assume a changing solution. If the solution changes 
smoothly, linearly extrapolated values may yield a solution much closer to the final, iterated re-
sults. Equation (6) is used to obtain the extrapolated initial estimate of the solution at the next 
time level n+1. It uses the current time step nt�  and the time step used in the previous integra-

tion step 1nt ��  as well as the respective solutions. 

  !1,(0) 1
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n n n n n

n
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2.4.2 Modified Newton-Raphson Algorithm 
Particularly for 2D simulations, the most time consuming part of the numerical method is the 

solution of the equation system (5) for the unknown 1my 
� . To solve the equation system, first a 

LU-factorization (lower-upper triangular matrix decomposition) of the Jacobian matrix is done 
followed by a back-solving step.  

The modified Newton-Raphson algorithm makes use of the fact, that the Jacobian matrix 
/G y� �  does little change near convergence. In order to improve the performance, the LU-

factorization is only done in the first iterations. Afterwards, only back-solving is used to iterate 
the solution further. However, it is generally difficult to determine the number of complete New-
ton iterations before stopping the LU factorizations. 

A meaningful way to determine this iteration level is to use the residuals of the rearranged bal-
ance equations (4). It was found, that the best results could be obtained, when the residuals 
G(y) of the balance equations were monitored and the Jacobian matrix updates were stopped, 
once the residuals were small enough. This method can be formalized by Eg. (7) using the max 

norm of the vector of residuals max ii
G . 

 max ii
G �3  (7) 
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This essentially requires that the Jacobian matrix is updated until the residuals in all control vol-
umes become smaller than the limit � . For the remaining iterations the last factorized Jacobian 
matrix is used unchanged and only the relatively inexpensive back-solving algorithm is needed. 
 

2.4.3 Dynamic Time Step Adjustment Strategy 
Many application cases for the combined heat, moisture, and salt transport simulation require 
the use of realistic climatic conditions, including weathering due to driving rain, and quickly 
changing ambient temperature and relative humidity. Rapidly changing surface conditions can 
lead to steep gradients in the solution. In order to solve the equations correctly, the time step 
sizes have to be reduced quickly. Once redistribution and smooth processes dominate the nu-
merical solution, the time steps can be gradually enlarged again. 

The new time step can be calculated based on the number of iterations needed for the last step. 
A small number of iterations results in growing of the time step, a large number results in a 
smaller time step. In Equation (8) i indicates the number of iterations, whereas maxi  indicates the 

maximum number of allowed iterations. 

 
max

1.5new old
it t

i
� �
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� �

 (8) 

If the number of allowed iterations is exceeded or the solution diverges, the time step is halved. 
With this dynamic time step adjustment strategy, the solver can quickly react to changing gradi-
ents. An example of the course of the changing time step over the course of the simulation is 
given in Figure 2. The ability of the solver to quickly reduce the time steps when demanded by 
accuracy and convergence criteria and increase them again afterwards is the key to good over-
all performance. 
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Figure 2: Dynamically Adjusted Time Steps for Different Boundary Condition Scenarios 
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The consideration of output time points is related to the time step adjustment strategy. The op-
timal performance can be expected if the solver were allowed to select the time step without the 
need to match output time points. This can be accomplished by allowing the solver to over-step 
an output time point and interpolate the solution variables at the requested output time. Details 
of this procedure can be found in reference [2], pp. 106. 
 

2.5 Overall Effect of Improvements on Solver Performance 
The combination of the various solver improvements results in a much more efficient solution 
method. The following steps of improvements are tested: 

 I standard implementation 
 II I + linear extrapolation 
 III II + output interpolation (no time step restraints) 
 IV III + modified Newton-Raphson method 

Table 1 shows the simulation statistics obtained for a benchmark case with strong variations in 
boundary conditions. The 1D simulation scenario emulates a weathered brick wall exposed to 
driving rain and solar radiation. 

Table 1: Solver Statistics for the Improved Implementations 

Method
I 100007 100.0% 95998 100.00% 48.4 100.0%
II 48217 48.2% 44862 46.70% 25.0 51.5%
III 9929 9.9% 8154 8.50% 8.5 17.5%
IV 9742 9.7% 1459 1.50% 6.9 14.2%

RHS evaluations Jacobian evaluations Simulation Time [s]

 
 

Of course, the statistics in Table 1 may vary significantly depending on the grid, the number of 
elements, the material functions, the boundary conditions, and other model and simulation pa-
rameters. However, it is apparent that the combination of the different improvements can lead to 
dramatically reduced number of iterations and thus calculation time. Also, the number of re-
quired Jacobian matrix compositions can be greatly reduced. This is particularly important for 
2D simulations, since the computation time spend in the LU factorization of the Jacobian matrix 
typically amounts to about 70% of the total computational costs in 2D simulations. 
 

2.6 The CVODE Integrator and the DELPHIN Simulation Program 
The performance investigation and implementation tests of the various solver improvements 
were first done using a heat and moisture transport solver alone. After the initial analysis using 
two different implementations, one with a first-order Euler backward difference equation, and 
the other using the CVODE integrator, the latter code was selected for extension to salt. The 
CVODE integrator [3] is an implementation of a variable-order, variable-step, multi-step method 
(BDE formulation), which also includes the improvements mentioned above. The main reason 
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for the decision to use CVODE as core solver component was the estimated effort to imple-
ment, test, and debug the complex salt transport simulation code. In the case of the first solver 
implementation, the effort was evaluated as much higher. 

The DELPHIN simulation program in its 5th version was created using this solver component 
(see [2], chapter 4 for details). However, despite the high performance achieved for purely heat, 
air, and moisture transport problems, the observed performance for salt simulations (HAM+SP) 
was much lower. This could be attributed to two difficulties: 

1. The size of the equation system increases with each additional balance equation signifi-
cantly, 

2. Crystallization and dissolution reactions may cause weak discontinuities which result in 
poor convergence and small time steps. 

Particularly the second problem needed to be addressed. 
 

2.6.1 Treatment of Discontinuities Resulting from Phase Transitions 
The weak discontinuity in the solution stems from the source term related to dissolution reac-
tions of solid salts. In the HAM+SP model, the dissolution rates are calculated according to 
Espinosa et al. [4]. The saturation ratio required for this calculation is determined from water 
and ion activities, calculated with the Pitzer model and parametrization by Steiger et al. [5]. 
Once the solution becomes sub-saturated, salt crystals can dissolve. Hereby, the kinetic disso-
lution rate depends only on the sub-saturation of the solution and not on the amount of available 
crystalline salt. In the moment that the complete amount of crystalline salt has dissolved, the 
phase transition rate suddenly drops to zero. This jump corresponds to a discontinuity in the first 
derivative of the salt mass balances and, if a hydrate phase is involved, also in the derivative of 
the water mass balance. If simulations with realistic boundary conditions, for instance for 
weathering applications, are done, such crystallization and complete dissolution processes can 
occur very frequently in some parts of the simulation domain. The result of these accumulated 
discontinuities is very poor calculation speed. 

To avoid these discontinuities a special ramping function was introduced, that gradually reduces 
the phase transition rate once the amount of salt becomes very small. The threshold is hereby 
selected such that the results will only marginally be affected, but a large gain in performance is 
achieved. 
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Figure 3: Dynamically Adjusted Time Steps for Different Boundary Condition Scenarios 
 

The ramping function for this case is given in Equation (9).  

 lim
lim lim

0.5 1 cos            with        
p p

p p

p p

m m
m m

m mf 	 	� 	 	
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The function value is multiplied with the calculated phase transition rate. This phase transition 

rate is reduced once the available salt mass density pm	  falls below the threshold, of the salt 

mass density, taken as 4 3
lim 10  kg/mpm	 �� . 

Several other improvements were included in the combined heat, moisture, and salt transport 
program DELPHIN (see [2], chapter 5) in order to reduce the simulation time further.  

Table 2 shows simulation times of example simulations done with the final simulation program 
and different salts. In this benchmark a brick wall is exposed to realistic climatic conditions in-
cluding driving rain, short and long wave radiation, relative humidity and temperature. The first 
case shown is the pure heat and moisture transport simulation with a very fast simulation speed 
of about 150 hours per second (Intel Core 2, 2.67 GHz). For the second case, the number of 
balance equations (BE) increases to 4: energy, moisture mass, dissolved salt mass, crystalline 
salt mass. This, in addition to the increased computational effort needed to calculate the solu-
tion properties, results in the observed reduction of computation speed. Figure 4 illustrates that 
the weathering of the construction results in frequent phase transitions. Depending on the rain 
penetration depths, in some sections of the material the salt dissolves completely and crystal-
lizes again. The ability of the solver to capture these effects is an important feature that can 
provide criteria for damage and durability assessment. 
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Table 2: Solver Statistics for 5-Year Simulations (1D) 

Model Solid Salts BE Sim. Time [min] Speed [h/s] Iterations Iter-Speed [1/s]
HM - 2 4.9 149 4551639 15482

HMS NaCl 4 17.8 41 2608630 2443
HMS* NaCl 4 225.7 3 17759913 1311
HMS Na2SO4, Na2SO4.10H2O 5 39.1 19 2412242 1028  

 
The third case HMS* is the same problem as for case 2, but simulated with a standard solver 
implementation that had not been optimized yet (only first order, no discontinuity treatment). 
The optimized solver variant in case 2 runs more than 12 times faster! 

In the last benchmark case with sodium sulfate that also includes hydration and dehydration 
reactions between thernardite and mirabilite, the calculation time increases further compared to 
case 2. However, the improvements in the solver still allow simulation with sufficient computa-
tional speed. If the non-optimized solver variant is used for the last case, the frequent phase 
transitions (see Figure 4) result in excessive simulation times of several days that are no longer 
acceptable. 
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Figure 4: Integral Salt Masses in the Construction for the Simulation Cases 2 and 4. 
 

3 Application of the DELPHIN Simulation Program for 2D Problems 
A main concern in developing the DELPHIN simulation program was to achieve sufficient per-
formance for 2D simulation cases. Such simulations are required for a number of applications, 
for instance for evaluating the effectiveness of desalination procedures in brick walls, investi-
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gate corner effects, and in general for all application cases where the initial salt distribution is 
not uniformly distributed in all but one direction. 

The simulation case shown below represents a weathered brick wall where salt originates from 
the mortar and is migrating through bricks and mortar to the surfaces of the construction. Figure 
5 shows the model in the DELPHIN user interface. 

 
Figure 5: User Interface of the DELPHIN Software with 2D Brick Wall Model 
 
The primary use of the interface of the DELPHIN program is the input of the large number of 
simulation parameters with the necessary error checking regarding initial and boundary condi-
tions, material and salt properties, and simulation model options.  

The simulation results in Figure 6 a-f are shown as example for the coupled processes de-
scribed with the model. The fields shown were obtained for one point in time during the weath-
ering of the construction.  

Figure 6a shows the moisture content field after some driving rain events and several days of 
drying. The moisture contents near the external surface (right side) is lower than further inside 
of the construction, indicating the drying process taking place directly at the surface.  

The drying process results in super-saturation of the solution near the surface (see Figure 6b), 
that correlates with the water activity (Figure 6c) and molality (Figure 6d) of the solution. 

The actual distribution of the salt in the construction is visible from Figures 6e and 6f, where the 
masses of the dissolved salt and the crystalline salt are shown. In Figure 6f most crystalline salt 
is found near the inside of the construction. The driving rain from the outside will dissolve and 
mobilize the salt near the external surface and gradually with increasing number of driving rain 
events and progressing moisture front into the construction, also the salt near the middle and 
inside of the construction will be dissolved and transported. 
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Figure 6 a: Liquid Moisture Content [m3/m3] 
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Figure 6 b: Saturation Ratio [-] 
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Figure 6 c: Water Activity [-] 
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Figure 6 d: Molality [mol/kg] 
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Figure 6 e: Dissolved Salt Mass Content NaCl(aq) [kg/m3] 
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Figure 6 f: Crystalline Salt Mass Content NaCl [kg/m3] 
 
The results shown above are only a very small excerpt of the results obtained in the multi-year 
simulation. The amount of output data created by 2D salt simulations also requires a suitable 
post-processing tool that assists in the physical and chemical analysis of the results. 
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4 Conclusions 
The task of solving the complex coupled differential equations describing the combined heat, 
moisture, and salt transport with phase transitions (HAM+SP) in porous media requires besides 
a thermodynamically and physically sound model also an efficient solution method. Considering 
the complexity of the equations and the number of variables and parameters, a fast numerical 
solution method is imperative. 

The DELPHIN simulation program incorporates a highly efficient solver for the HAM+SP equa-
tions. The solver implements a variable-order variable-step multistep method with Newton itera-
tion. Specific optimizations are tested and investigated in detail using a custom heat and 
moisture transport solver implementation. It is found that by combining a number of optimiza-
tions, such as 

7 Extrapolation of the solution to obtain a good estimate for the next step, 
7 Dynamic time step control to balance accuracy with performance, 
7 Output interpolation to avoid sub-optimal time step adjustments, 
7 Modified Newton method to reduce the number of Jacobian matrix decompositions, 
7 Discontinuity treatment and others,  

the calculation speed of the solver can be increased to an acceptable performance. Making use 
of these improvements, typical 1D simulation scenarios with realistic boundary conditions and 
simulation times of several years can be simulated with the DELPHIN solver within a few min-
utes. More complex cases with strongly changing boundary conditions or several hydrate 
phases that may concurrently precipitate can be calculated within few hours. 2D simulations can 
be run depending in grid size and simulation duration with calculation speeds of about 30 min/s 
(minutes simulation time per second real time). 

The achieved solver performance is satisfactory for sensitivity studies and inverse parametriza-
tion, which are ultimately required for heat, moisture, and salt transport models. Many model 
parameters can only be determined indirectly from experiments and through inverse fitting using 
the numerical simulation. Also, for many application cases the uncertainties of initial conditions, 
particularly the initial distribution of salts in the construction may require many simulations in 
order to evaluate the effectiveness of restoration measures. 

The DELPHIN simulation program and the implemented transport model is the fastest currently 
available simulation program for the coupled heat, moisture, and salt transport and phase tran-
sition model with such complexity and physical detail. 

However, while the implemented transport and phase transition model contains already numer-
ous effects and physical properties, including the Pitzer-model for prediction of thermodynamic 
solution properties, a number of processes are not captured, yet. Among these are efflores-
cence of salt, pore clogging, and change of pore structure as result of salt crystallization. These 
processes are subject of ongoing research at the Institute of Building Climatology at Dresden 
University of Technology. 
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Prediction model for the weathering of sandstone 
under ambient climate actions 

Summary 
Detailed analyses of the weathering processes indicate that the decomposition of sandstone 
can mainly be attributed to continuously changing temperature and moisture gradients, partly in 
conjunction with frost and ice formation as well as to partially arising crystallisation processes of 
solved salts in the stone. For the description of the deterioration process due to these main ac-
tions, which lead to a gradual failure of the grain bonding proceeding from the surface to inner 
parts of the cross section, an appropriate model for the weathering of sandstone is presently 
being developed. 
 
Keywords: sandstone, weathering model, durability, fatigue behaviour, finite element methods 

1 Introduction 
1.1 Background 
Sandstone is the most commonly kind of natural stone used for historical buildings in Central 
Europe. During the past century a dramatic increase of damages on historical buildings, monu-
ments and sculptures made from natural stone has been observed. Due to these circumstances 
the weathering of sandstone and appropriate counter measures have been major aspects in 
numerous investigations in recent years. However, the past research work on natural stone 
weathering was primarily concentrated on the documentation of the deterioration process con-
sidering different attack conditions as well as on the investigations of chemical, mineralogical 
and physical sub-processes. So far analyses on theoretical aspects of strength loss and degra-
dation during the decay processes have only been carried out to a very limited stage. Hence, no 
service life prediction models or similar approaches are available so far. 
 

1.2 Target of this project 
The weathering behaviour determined in standardized laboratory tests under accelerated and 
extreme boundary conditions can only be transferred qualitatively to the stone behaviour during 
natural weathering, due to the lack of exact deterioration time laws and prediction models, re-
spectively. The aim of this research project was to develop an appropriate model to describe the 
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weathering of sandstone as a result of thermal and hygral actions. The principal idea of the  
proposed sandstone weathering model consists in the basic hypothesis that the weathering is 
primarily a result of a fatigue loading resulting from climate actions. In this approach the climatic 
induced strain gradients, which are determined by numerical-analytical investigations, have to 
be converted into external load induced strains, whose cyclic deterioration effect can be de-
scribed on the basis of experimentally determined fatigue laws. 
 

1.3 Approach 
Physical deterioration processes have a significant influence on the weathering of sandstone. 
Often they exclusively determine the chronological development of the deterioration and the 
characteristic of the damage pattern. It is possible to differentiate and evaluate the weathering 
of sandstone from different varieties via accelerated laboratory tests. However there is a lack of 
models which enable the transfer of other exposure conditions and thereby permit the evalua-
tion of realistic weathering behaviour under standard climate conditions. To close this gap and 
in order to develop a prediction model the concept presented in Figure 1 was pursued within the 
scope of this research project. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Concept of the research project for the development of a prediction model 

The main target of the project was to describe the chronological progress of the weathering 
process of sandstone under ambient climate actions as a function of climate parameters and 
material properties using a mathematical-physical model. First a numerical analysis investigat-
ing the loading in the surface zone of the sandstone was computed. Further the stochastical 
distribution of the grains, grain bridges and structural pores was implemented in a structural 
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model. Finally material laws were developed in order to formulate the mechanically induced 
softening due to fatigue loading. 

For construction materials like sandstone the loading due to the action of climatical ambient 
conditions can be securely assessed based on a continuum-mechanical approach using nu-
merical methods. The prior target within the scope of this research project was to determine 
initial values for moisture and temperature gradients, in particular for the resulting stresses and 
strains caused by different climate actions.  

A structural model which displays the mesostructure of sandstone – quartz grains, grain bond-
ings and structural pores – was developed within a successive design step. On the basis of po-
rosity values as well as other structural parameters a stochastical model was derived. The main 
objective of this model is the investigation of ice pressure and its transformation into load in-
duced stresses in order to be able to superpose them with the results achieved by means of the 
continuum model. 

Particular attention was hereby given to the numerical analysis was the development of ade-
quate numerical models which allow for a quantitative analysis of the seasonally appearing tex-
tural strains in particular in the surface zones of sandstone. Based on these models the 
climatically induced actions can be combined into load collectives, whose cyclic deterioration 
effect depending on the fatigue behaviour of sandstone promises the formulation of a deteriora-
tion-time law. 

The accuracy of such numerical calculations primarily depends on the precision and the sound-
ness of the material laws. The required material characteristics for sandstone like structural 
data, strength values, weathering data were obtained in numerous own laboratory tests. In addi-
tion to that static tensile tests were performed at different temperatures (2, 20 and 50 °C, re-
spectively) and humidity conditions (33, 65 and 94 % r. h., respectively) in order to be able to 
consider a possible variance of the relevant material parameters such as the tensile strength, 
Young's modulus, fracture energy and stress-crack width relation due to the alternating ambient 
conditions.  

The main objective of the experimental tests however consisted in the determination of the dy-
namic tensile-strength of sandstone using centric Woehler tests. The intention of these tests 
was to derive Woehler curves which, in combination with an adequate failure-accumulation hy-
pothesis allow for the specification of the intended prediction model. 
 

2 Experimental analysis 
2.1 Introduction 
The implementation of realistic material characteristics and laws into the numerical analysis is 
essential for a realistic simulation of the deterioration process. Besides structural data and 
strength values, particularly material relations which describe e. g. the crack development in 
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sandstone are necessary. Therefore centric statical tensile tests were carried out under realistic 
boundary conditions. Furthermore the dynamic tensile-strength behaviour of sandstone was 
examined by means of centric fatigue tests (Woehler Tests). 
 

2.2 Sample material 
For all samples “Postaer” sandstone of the variety “Mühlleite” was used, as this material had 
been extensively investigated in a previous research project [1]. The analysed sandstone can 
be characterized as a medium grained siliceous bonded Elb sandstone with beige till light brown 
colour. Furthermore, irregular distributed iron bands as well as partially and cumulatively ap-
pearing iron-oxide stains are typical for this sandstone. 
 

2.3 General material examination 
The total porosity was determined according to DIN 52103 [2]. The porosity averages approx. 
20 vol. % for the investigated sandstone and indicates a sandstone with a comparatively high 
porosity. In order to determine the pore size distribution, mercury intrusion porosimetry was ap-
plied. Further the grain size distribution was determined using thin sections which were micro-
scopally examined as shown in Figure 2. A statistical evaluation of these results was finally 
applied for the geometry of the model to be implemented in the numerical analysis (structural 
model).  
 
 
 
 
 
 
 
 

Figure 2: Microscopic analysis of sandstone for the determination of the grain size distribution 

Further required parameters for the numerical analysis are temperature and moisture depend-
ent storage and conductivity values as well as parameters to describe the deformation due to 
temperature, shrinkage and moisture expansion. These were deduced from adequate biblio-
graphical references e.g. [1], [3] and [4]. 
 

2.4 Methods for the determination of the mechanical properties  
2.4.1 Compressive strength 
The compressive strength of the investigated sandstone was determined according to 
DIN 52105 [5] on cubes with an edge length of l = 50 mm. The specimens were loaded defor-
mation controlled until failure. The results of these investigations are illustrated in Table 1.  
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2.4.2 Tensile strength 
The tensile strength of the sandstone was determined on cylinders with a height of h = 150 mm 
and a diameter of d = 50 mm. The loading was applied by steel plungers which were glued to 
the front surfaces of the cylinders. The tensile strength values, which were determined accord-
ing to [1], are shown in Table 1.  
 

2.4.3 Young’s modulus 
The static Young’s modulus was ascertained by the gradient of the tangent at the stress-strain rela-
tion within the linear-elastic range. The values [1] for the static Young’s modulus of the Postaer 
sandstone of the variety Mühlleite that were determined via compressive tests are given in Table 1. 
 

2.4.4 Fracture mechanical analysis 
Within the tests for the determination of the centric tensile strength a softening behaviour after 
reaching the failure load could not be detected. In order to be able to record the entire stress-
deformation behaviour also after reaching the ultimate load, notched specimens (Figure 3) were 
chosen in accordance with recommendations from the relevant literature [6]. The load application 
(v = 0,05 mm/min) occurs via stiff, rotation impeding steel plates between which the notched 
sandstone prisms were glued by a rapid hardening two-component adhesive on the basis of 
methacrylat. By means of the chosen impediment a stabile crack development was achieved over 
the specimens entire cross section (Figure 3 right). Thereby the required fracture mechanical 
properties e. g. the fracture energy GF and the stress-crack-width relation �-� could be obtained. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Experimental setup, characteristic curve progression and geometry of the notched 
samples 

Figure 3 right shows a stress-strain relation obtained in the mentioned tests. The analysis of the 
illustrated curve leads to a fracture energy GF of about 100 N/m for a sample strained parallel to 
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its layering. An about 10 % lower fracture energy was determined from corresponding tensile 
tests which were performed on notched specimens strained perpendicular to their layering.  

Furthermore centric tensile tests were carried out on notched samples at different temperature 
and moisture conditions in order to be able to consider a possible variance of the relevant mate-
rial parameters as a result of different ambient conditions. This variation is of relevance for the 
numerical analysis. For this purpose the tests were carried out in an air-conditioned box (see 
also Figure 3). The essential results regarding the fracture mechanical investigations are sum-
marised in Table 1. 
 

Table 1: Summary of mechanical properties 

 Average value Standard deviation Coefficient of variation [%] 
    
Compressive strength [N/mm²]    
 �  to layering  /  > to layering 59.2  /  61.2 4.83  /  2.87 8.2  /  4.7 
Tensile strength [N/mm²]    
 �  to layering  /  > to layering 2.61  /  2.19 0.14  /  0.23 5.4  /  10.7 
Modulus of Elasticity [N/mm²]    
 �  to layering  /  > to layering 11.185  /  12.314 827  /  424 7.4  /  3.4 
    
Poisson's ratio [-] 0.2 - - 
    
Net tensile strength [N/mm²]    
 �  to layering  /  > to layering    

20 °C / 33 % r. h. 2.16  /  1.85 0.07  /  0.13 3.3  /  7.0 
20 °C / 65 % r. h. 2.30  /  1.73 0.13  /  0.17 5.6  /  9.6 
20 °C / 94 % r. h. 2.25  /  1.64 0.09  /  0.16 4.0  /  9.9 

2 °C / 65 % r. h. 1.86  /  1.62 0.16  /  0.29 8.4  /  17.9 
50 °C / 65 % r. h. 1.84  /  1.93 0.27  /  0.17 14.6  /  8.9 

Fracture energy [N/m]    
 �  to layering  /  > to layering    

20 °C / 33 % r. h. 98  /  86 3.06  /  10.2 3.1  /  11.9 
20 °C / 65 % r. h. 106  /  91 7.13  /  8.5 6.7  /  9.3 
20 °C / 94 % r. h. 100  /  86 8.54  /  9.3 8.5  /  11.5 

2 °C / 65 % r. h. 100  /  88 5.72  /  9.5 5.7  /  10.8 
50 °C / 65 % r. h. 94  /  92 11.35  /  6.5 12.1  /  7.1 

2.5 Fatigue tests 
A key part of the experimental analysis was the determination of the dynamic tensile strength of 
sandstone by means of centric Woehler tests. Thereby preferably largely identical specimens 
were exposed to appropriately scaled vibration stresses in order to determine the related load 
cycles to failure Ni (Figure 4). During the performance of the tests the lower stress �u was kept 
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constant for all specimens of a Woehler series while the upper stress �o was phased from 
specimen to specimen so that during the course of the tests not only the descending straight 
line (curve) of the Woehler curve could be specified but also the fatigue resistance depending 
on the limit-load cycles Nmax could be evaluated. This proceedure was chosen since the com-
pressive strength of approx. 60 N/mm² is absolutely a lot greater than the degree of the loading 
observed in corresponding fatigue tests, which have been determined to 1 to 2 N/mm² in nu-
merical investigations. Hence it is assumed that the deterioration contribution due to corre-
sponding compressive loads is insignificantly small. 
 
 
 
 
 
 
 
 
 

 
 

Figure 4: Evaluation of the Woehler curve with constant lower stress �u 

According to the static tensile tests notched sandstone prisms with the dimensions 
50x40x160 mm³ were used. As ambient condition a controlled reference atmosphere of 
20°C / 65% r. h. was maintained. In order to balance material-dependent variations 5 tests per 
specimen series and direction of stratification were conducted. With regard to the test duration 
an upper limit of 2 million cycles was defined.  

It is known for various materials that the fatigue behaviour depends only slightly on the fre-
quency of the load cycles. However as the acceleration in the tests is of significant importance 
in order to develop a prediction model and therewith the possible long-range prognosis respec-
tively, this hypothesis was experimentally verified. For the derivation of the mentioned Woehler 
curves a constant testing frequency of 5 Hz was chosen. The frequency was varied between 1 
and 10 Hz for some representative upper stress/failure-cycle combinations. Within the exam-
ined scope the test frequency had negligible influence on the number of load cycles until failure. 
Therefore all following fatigue tests were performed at 5 Hz. 

Figure 5 shows the result of the dynamic tensile tests. The diagram on the left represents the 
material behaviour for dynamic loadings applied parallel to the layering of the sandstone mate-
rial. At a loading degree of 80 % of the static tensile strength of the sandstone the samples 
could withstand an average of 8.745 load cycles until failure. An average number of almost 
200.000 load cycles was reached at a loading degree of 70 %. Finally the sample could resist 2 
million load cycles without failure at a loading degree of 60 %. Five single tests per loading de-
gree were performed. They are displayed as rhombi depending on their attained number of load 
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cycles in the diagram. The circles represent the average value per loading degree. The static 
tensile strength as well as a linear relationship between the loading degree and the number of 
load cycles (logarithmically scaled) was taken into account in order to determine the presented 
best fit straight line. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Test results of the dynamic tensile tests 

The diagram on the right of Figure 5 shows the results for loadings applied perpendicular to the 
layering. The higher gradient of the Woehler curve for a loading perpendicular to the stratifica-
tion is statistically significant and proves an increased fatigue sensitivity in this load direction. 
This goes along with a reduction in load cycles from > 2 million down to 114,000 at a loading 
degree of 60 %. 

These Woehler curves provide essential information regarding the materials fatigue resistance. 
Based on the working hypothesis that the weathering – excluding an entire saturation with water 
– represents a cumulative mechanical softening process, failure criterions due to fatigue 
(Woehler, Palmgren-Miner a. o.) can now be utilised. They deliver a correlation between the 
loading degree, which can be considerably smaller than the strength, and the time span until 
failure occurs. Now a prediction model can be formulated which enables to forecast of the grad-
ual destabilization under arbitrary ambient conditions. The effect of these conditions on sand-
stone still has to be quantified by numerical analysis. 
 

3 Numerical investigations 
In order to quantify the loads resulting from climatical conditions, adequate numerical models 
are used. The quantitative determination of loads resulting from seasonal variations of tempera-
ture and moisture is carried out by a continuum model. Hereby the temperature and moisture 
distribution, structural stresses and potential crack development can be analysed, amongst oth-
ers. The simulation of pore pressures due to frost loadings and accordingly the textural loading 
on the granular structure are investigated by means of a structural model. Contrary to the conti-
nuum model in this case the mesostructure of the sandstone (grains, grain bondings and struc-
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tural pores) is being reproduced. The finite element program DIANA [7] is applied for the nu-
merical analysis. 
 

3.1 Continuum model 
The first step for developing the model consists in numerically analysing the deformations and 
stresses in the peripheral zones resulting from characteristic changes of temperature and hu-
midity. With the help of the FE programme DIANA a FE net of a continuum model (macro level) 
was generated and tested. The main target of the numeric computation was to gain initial values 
of temperature and humidity gradients and in particular to determine the resulting tensions and 
deformations under different climate actions. 

In a first step a freely deformable sandstone block was examined. Hereby the moisture and 
temperature transport were considered decoupled. To record realistic diffusion and capillary 
transport characteristics of the sandstone, the humidity dependent storage and conductivity 
characteristics for the humidity transport were considered in the computation. Furthermore ap-
propriate convection elements were used to simulate the thermal and humidity transition be-
tween the ambient air and the sandstone surface. 

In order to compute the deformations caused by temperature, shrinkage and swelling, which are 
actuated by temperature or humidity changes, respectively, the respective thermal and hygral 
strain functions are considered. The strain functions were derived from literature data [1], [3], [4] 
and cover the entire spectrum of possible moisture contents. 

The calculative set of climate actions includes the usual climates as well as extreme effects like 
thermal shock (thundershower) and driving rain. Since the natural climate conditions do not only 
vary over long periods, it was necessary to run seperate long-term calculations (observation 
period: one to several years) as well as short-time calculations (observation period: one to sev-
eral hours). 

The extensive computer-aided simulations on the continuum that have been performed so far 
provide the calculative structural stresses, type and number of the tension alternations depend-
ing on the selected characteristic values, geometrical boundary conditions as well as the simu-
lated influences of the weather. It is also essential to record the moisture distributions, which are 
later used to estimate the pore saturation degree in the peripheral zone.  

Due to constantly changing climate conditions a steady alternation of both humidity and tem-
perature is observed in the stones surface. The resulting moisture and temperature gradients 
cause distinct deformations of the sandstone, which strongly vary locally. This deformation ten-
dency generates structural stresses, which can lead to a gradual failure of the grain bonding of 
the sandstone structure and finally to damages [8]. 
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Figure 6: Numerically analysed layer of the sandstone continuum and discretised system 

In order to analyse the structural stresses, a sandstone continuum, as it is represented in Figure 
6, was examined in detail. Due to the fact that the deterioration process mainly takes place on 
the layers close to the surface, two-dimensional numerical investigations were carried out for 
the calculation of the determining stresses. As an example of the calculation results, Figure 7 
shows the moisture distribution in the sandstone. In this case a sandstone which was dry in the 
beginning due to a long period of dry weather is suddenly exposed to a 6 hour period of wetting. 
The humidity penetration behaviour in the sandstone, being observed during the wetting, is 
characterised by a sharply marked sloping moisture front. In this case the penetration depth 
amounts to a depth of 75 mm into the stone. The following drying behaviour shows the typical 
well-known correlation that the drying of the material demands a multiple of the time compared 
to the humidification. Furthermore the calculated results show, that depending on prevalent dry-
ing possibilities at the sandstone surface, a part of the humidity is emited in the form of evapora-
tion back to the ambient air. At the same time a rearrangement of moisture can be observed at 
the moisture front within the stone. Thus a part of the humidity continues to penetrate into the 
stone. 
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Figure 7: Moisture distribution in the stone – 6 hours of wetting followed by 18 hours of drying 

In order to draw conclusions about the structural stresses due to moisture and temperature gra-
dients adequate material laws have to be implemented into the FE model. The material beha-
vior of the sandstone was modelled using the Crack Band Model developed by Bažant and Oh 
(Figure 8, left). The heterogeneity of the sandstone was taken into account by a variance of the 
material properties via a statistical distribution of the material parameters in particular a variation 
of the tensile strength and the fracture energy for each single element. Therefore nine material 
classes were defined and assigned randomly according to a Gaussian distribution to the finite 
elements (Figure 8, right). 
 
 
 
 
 
 
 

Figure 8: Implementation of the Crack Band Model in the finite element model (left) and con-
sideration of the heterogeneity of the sandstone (right) 

On the basis of numerous analyses, Figure 9 shows exemplarily the self-equilibrating stresses 
as a result of a chosen hygral strain over a period of 24 hours. For simplification purposes the 
temperature conditions were assumed to be constant. The left illustration shows explicitly the 
self-equilibrating stresses appearing after irrigating a sandstone which was completely dry to 
start off with. The diagram on the right hand side points out the stress ratio during the following 
21 hour drying process. 
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Figure 9: Self-equilibrating stresses due to hygral strain. Left picture: during three hours of 
wetting. Right picture: during 21 hours of drying 

As expected, compressive stresses in the already humid stone are observed as a result of the 
moisture absorption. At the moisture front the signal of the stress changes from pressure to ten-
sion. This fact is a result of the restrained deformation caused by the lower and drier stone lay-
ers. Due to a further ingress of moisture into the stones interior the tensile stresses arise and 
can exceed the material strength (see Table 1). 

The following 21 hour drying period cause the stress distribution illustrated on the right hand 
side of Figure 9. Due to moisture dissipation the layers close to the surface tend to exhibit 
shrinkage deformations. However, this deformation tendency is being restrained by the more 
humid lower layers. Thus, tensile stresses in layers close to the surface occur. Especially at the 
beginning of the drying process, when the moisture gradient is high, the tensile stresses can 
almost reach the material strength. 

The quantitative survey of the stress alteration on the individual stone-layers is essential in or-
der to investigate the fatigue behaviour due to climatical influence. Therefore seasonal climate 
actions (temperature and moisture) were examined and corresponding seasonal distributions of 
stress were determined. These distributions were subsequently evaluated by using statistical 
counting procedures (rainflow and reservoir counting method). Frequency distributions were 
developed and finally compiled in a profile of stress collectives (Figure 10). 
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Figure 10: Presentation of exemplary test results on the continuum model 

The stresses given in Figure 10 have to be superposed with the stresses due to seasonal hygral 
actions. Furthermore structural stresses as a result of a frost attack have to be taken into ac-
count by load collectives. For this purpose the investigations are performed on the structural 
model, which is specified in the following. 
 

3.2 Structural model 
The degree of pore saturation with water is of major relevance for the weathering during a frost 
attack. While the formation of ice for low degrees of saturation leads to reversible structural de-
formations irreversible deformations appear during saturated conditions due to the bursting 
pressure of the freezing water. Until now a quantitative investigation of these structural loadings 
within the texture of the sandstone has only been carried out rudimentarily. In particular the 
level of the arising stresses and the stress cycles require a quantitative analysis, in order to be 
able to reproduce the deterioration potential during the frost loading by means of a model. 
For this purpose a two-dimensional structural model that takes the structural data of the real 
sandstone (porosity, grain size distribution) into account was generated and tested. Primary 
target of the numerical analysis was a quantitative evaluation of external dummy loads (load 
stresses). The stress condition due to these external loads has to be equal with the bursting 
effect due to icing in the pores (Figure 11).  
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Figure 11: Exposure of the structural model to the effect of pore pressure due to ice formation 
(left) and load stresses (right) 

Figure 12 (left) shows exemplarily one of the applied finite element meshes which are randomly 
generated corresponding to the total porosity and the grain size distribution. The variation of the 
material properties is included via a statistical distribution of characteristic values (tensile 
strength, fracture energy) for each single element. In order to be able to reproduce a realistic 
crack development the cohesive crack model is applied for the material behaviour of the grain 
matrix and implemented in the numerical model respectively. In order to simulate the bursting 
pressure due to the formation of ice, the pores within the numerical model are filled with an 
adequate material. This material has equal mechanical properties as ice and reproduces the 
volumetric expansion during icing by an adequate temperature-strain curve. Thereby also the 
degree of pore saturation is considered as a major influence. 
 
 
 
 
 
 
 
 
 

Figure 12: Randomly generated structural model depending on porosity and grain size distribu-
tion of the real sandstone (left) and exemplary presentation of computation results of 
grain bonding forces (right) 
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Structural stresses as well as crack development due to icing can be analysed by means of the 
described model. The effective grain bonding forces can be determined via an integral examina-
tion of the stresses within the grain bondings (Figure 12, right). 

According to the principle idea for the development of the prediction model, the structural 
stresses due to the formation of ice are transformed into load induced stresses. Their cyclic de-
terioration effect is to be described on the basis of fatigue laws. However the performed calcula-
tions indicated that the transformation of the computed structural stresses into external load 
induced stresses is more extensive than estimated. The approach using grain bonding forces 
seems to be feasible but requires high efforts. Therefore the investigations concerning the pos-
sibility of transformation are not yet accomplished and continue at the present time. 
 

4 Ongoing research and outlook 
The exemplarily shown calculation results of chapter 3 still have to be expanded with regard to 
the total bandwidth of the seasonally prevalent climatic conditions. In this context, not only the 
maximum occurring stresses but also and more important, the acquisition of the stress changes, 
number and duration of the single stress amounts have to be surveyed. This is necessary to be 
finally able to acquire the mechanical fatigue load – i.e. the actual reason for the crack initiation, 
respectively decompression, even caused by stresses far below the short-term strength – oc-
curring on the edge zone during a long period of time. 

The conversion of the structural stresses into load-induced stresses takes place according to 
the principle that stresses acting in the internal profiles are attached as external loads by taking 
equilibrium conditions into account. In an integral consideration this is equivalent to external 
loads producing the same stresses as the self-equilibrating stress condition. In this context, fun-
damental considerations have to be taken into account as far as depth-dependent stresses and 
the corresponding load distributions – in particular due to frost actions –, respectively, are con-
cerned.  

Constantly changing climate conditions create variable structural stresses. Upon completion of 
the simulation calculations, all the calculated stresses (due to thermal, hygral and frost actions) 
have to be summarized in classes like incidence, frequency, medium stress amount and ampli-
tude via the established mathematical methods. An important parameter for this is the influence 
of the depth on the stresses below the surface. 

Finally bursting pressures during ice forming and their transformation into load-induced stresses 
have to be investigated. These stresses then must be superimposed to the frequency distrib-
uteion of the single stress amounts. Using the stochastically generated structural model (meso 
level), which is capable of representing grains, grain bondings and structural pores, it is also 
possible to transform the internal disruption forces between grains due to the ice formation into 
load induced stresses. On the basis of the hypothesis that the thermal and hygral induced 
weathering takes place in a first approximation as a mechanical fatigue process, the formulation 
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of a life time prediction model may be derived in conjunction with a damage accumulation hy-
pothesis like e.g. the Palmgren-Miner rule. Finally the parameters of the weathering model of 
sandstone can be calibrated on the basis of already existing experimental results on the durabil-
ity of sandstones. 

 

5 Summary and Conclusions 
Within the framework of this research project, the physically dependent stone weathering, is 
investigated. The target is to describe the time development of the sandstone weathering proc-
ess depending on climatic parameters and material properties, finally ending up in a lifetime 
prediction model. 

The time-dependent prediction of deteriorations, respectively the possibly remaining useful life 
expectancy of a building, is of very large economic importance for the scheduling of repair 
works. In case of a well-timed implementation of appropriate precautionary measures, the repair 
costs can be kept to a minimum. By creating an almost realistic forecast model for the time-
dependent physical deterioration process of sandstone it will be possible to set up an evaluation 
of the “lifetime” of the most commonly used natural stones in Central Europe. Also it has to be 
taken into account that due to such a model the considerable consequential costs of an existing 
building can be estimated. 
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Development of a model for the homogenising description  
of the deformation behavior of concrete due to sulfate  
expansion  

Summary 
The center of this project was to determine the structure of specific parameters for the devel-
opment of a model, which describes the deformation behaviour of concrete due to expansive 
reactions on the basis of a sulfate attack in the pore area. Thereby knowledge of the damage 
process of sulfate conditioned expansive reactions in the concrete structure is to be broadened 
on a quantitative level, so that it is possible to make forecasts on the course and the associated 
damage processes resulting from these expansive reactions. 

1 Introduction 
The phenomenon of mortar and concrete degradation due to sulfate attack is known since more 
than 100 years. In spite of extensive researches and analyses there are different views about 
the causes and the mechanisms of action of this important corrosive process, which depends 
both on chemical and on physical thermodynamical parameters. From the scientific point of 
view, new approaches are therefore required to elucidate completely the manifold dependences 
as well as to verify the different existing hypotheses.  

Thus the purpose of this research project was the determination of the chemical, macro- and 
microstructural input data to develop a model describing the deformation behavior of concrete 
due the expansive reactions based upon sulfate attack in the pore area and external stress 
conditions. Within the framework of the collaboration in Research Unit 2 (SPP 1122) numeric 
analyses should be confronted to extensive experimental microstructure analyses. Thereby the 
model should be verified and validated as well as possible to couple the sulfate transport in 
concrete with the mechanical behavior and the damage process.  
 

2 Materials and methods 
The samples were manufactured according to DIN EN 196-1 [1]. Table 1 gives an overview 
about the sample spectrum as well as the testing solutions used. Because of time considera-
tions the storage within 0.1 % sulfate solution took place at a temperature of 8°C, since it is 
known that the ettringite formation is accelerated by low temperatures. 
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Table 1: Sample spectrum overview 

Type of samples       Hard. cement paste Mortar Concrete

Dimensions of [mm]     25 x 25 50 x 50 50 x 50
cylindrical samples

Dimensions of [mm]     - 160 x 160 x 40 160 x 160 x 40
prisms

Cement [kg/m³]     - 450 400
content

Max. aggregate [mm]     - 2 8
size

Cement type [ - ]            CEM I 32.5R         CEM I 32.5R         CEM I 32.5R
           CEM I 42.5R         CEM I 42.5R         CEM I 42.5R
           CEM I 42.5R-white         CEM I 42.5R-white         CEM I 42.5R-white
           CEM I 42.5R-HS         CEM I 42.5R-HS         CEM I 42.5R-HS

w/c-ratio [ - ] 0.4 0.4 0.4
0.5 0.5 0.5
0.6 0.6 0.6

Type of solution [ - ]               Na2SO4 - 5%             Na2SO4 - 5%           Na2SO4 - 5% 

              Na2SO4 - 0.1%             Na2SO4 - 0.1%           Na2SO4 - 0.1% 
              Dist. H2O             Dist. H2O           Dist. H2O  

3 Experimental procedure 
Before storage the samples were checked visually regarding damages e.g. due to shrinkage 
etc. to avoid incorrect statements. In the course of storage further test-accompanying mea-
surements were conducted. At this all 14 days the heights and masses of the samples sub-
jected to sulfate and water were determined in order to qualify the sulfate solution absorption of 
the samples and the variation of their water content due to the salt impact. The crack formation 
and propagation as well as the resulting sample damage on the course of the sulfate weather-
ing were documented by a series of photographs and video recording. 

The microstructure investigations took place on the basis of an extensive analysis scenario, 
which combined scanning electron microscopy, particle analysis and energy-dispersive X-ray 
analysis. The spotlight of the conducted investigations was first the pore system and its ettrin-
gite growth as well as its variation on the course of the sulfate attack. Mercury intrusion porosi-
metry was used as a complementarily analysis for the determination of the influence on the 
sulfate conditioned expansions to the pore. The investigations took all place at defined time pe-
riods, to guarantee the comparability of the results. To support the interpretation of the results, 
as well as the visualization of the strength reduction in the course of the sulfate attack, com-
pressive and flexural tests were conducted on references and sulfate weathered prisms with 
dimensions 4 cm x 4 cm x 16 cm. 
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4 Results 
4.1 Compressive and flexural strength 
Within grant duration compressive and flexural strength were tested according to DIN 18555-3 
[2] first on hardened cement paste prisms subjected to sulfate attack over a period of 56 days. 
To determine the influence of the varying mix-composition and the duration of the sulfate wea-
thering, strength tests were additionally conducted in the last period of the grant on reference 
(climate 23/50) and sulfate attacked as well as water stored mortar prisms over a period of 91 
days. The following conclusions can be derived from the results of these tests regarding the 
influence of sulfate attack on the strength of the microstructure whereas the results of the com-
pressive and flexural strength tests have to be analyzed separately, because different depen-
dences can be identified:  
 
Compressive strength: 

7 The compressive strength of the uncontaminated as well as the water and sulfate stored 
mortar and hardened cement paste prisms increases with decreasing w/c-ratio and 
increasing cement grinding fineness. 

7 The compressive strength of the climatic, water and sulfate stored mortar prisms is ap-
proximately equal and shows a comparatively constant curve shape over the time of 
weathering observed, while the sulfate stored hardened cement paste samples show 
tendentious an increase of the compressive strength during the 56 weathering days in-
dependent of the cement type. This increase can be especially observed within the first 
28 weathering days. The curve shapes of the water stored mortar and hardened cement 
paste samples are approximately identical. 

 
Flexural strength: 

7 The  flexural strength of the uncontaminated as well as the water and sulfate stored mor-
tar and hardened cement paste prisms increases with decreasing w/c ratio and increas-
ing grinding fineness of the cement. 

7 In the case of the mortar prisms stored in climate a light increase of the curve can be no-
ticed and with sulfate and water weathering a constant curve shape during storage. 
These observations are independent from the type of cement used. 

7 The flexural strength of the sulfate stored specimen is somewhat higher compared to 
climatic and water weathering. However a decrease of the flexural strength for prisms 
made of white cement between 56 and 91 days is to be observed.  

 

4.2 Porosity   
Until now, there are many varying opinions in the literature regarding the topic of porosity, espe-
cially with respect to the pore size areas, as illustrated in table 2.  
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Table 2: Classification of the pores by different authors 

References Romberg [3]; Schneider [4] Böttger [5] Setzer [6] 
 
Gel pores [μm] 0.001 – 0.01 > 0.03 0.002 – 0.05 
 
Capillary pores [μm] 

 
0.01 – 10 0.03 – 10 0.05 – 50 

 
Air voids [μm] 1 – 1000 > 10 50 – 2000 

 
To get information about the influence of the pore structure, particularly the porosity and the 
pore size distribution, in the course of the storage, porosity measurements were conducted on 
hardened cement paste, mortar and concrete samples after a storage duration of 100, 200 and 
300 days. From this the following results depending on the composition, the kind of the solution 
and the duration of storage can be deduced: 

7 In the course of the storage the overall porosity of the hardened cement paste samples 
decreases faster than those of mortar and concrete due to closing of the pores with the 
crystal growth due the effect of the Na2SO4-solution. An increasing porosity within the in-
vestigation period indicates the beginning of a sample destruction caused by the in-
creasing crystallization pressure. This phenomenon occurs much earlier in the case of 
the hardened cement paste specimen than in the case of the mortar and concrete spe-
cimen. Analogously, the development of the pore size distribution proceeds to it. In the 
case of the hardened cement paste specimen it shifts the fastest towards smaller pore 
radii in the course of storage. 

7 The overall porosity is reduced by storage in a solution with 5% Na2SO4 substantially 
faster than when the 0.1% test liquid is applied to the specimen. 

 

4.3 Crack development and propagation  
With the following of the cracks development and their propagation in the course of the storage 
the following differences were observed between hardened cement paste -, mortar and con-
crete specimen: 

7 In the case of hardened cement paste specimen the crack development occurred each 
starting from the sulfate weathered front, in which the crack further propagated and af-
terwards continued in the lateral surface of the specimen (fig. 1). Spalling due to salt 
crystallization of the sodium sulfate transported capillary through the specimen and the 
related crystallization pressure occurred on the specimen face outside of the test liquid 
(fig. 2). 

7 For the mortar and concrete specimen, first cracks were always to be observed within 
the sulfate weathered specimen front, though exclusively in the border region. However, 
compared to the hardened cement paste specimen, the cracks propagated here limited 
first in the specimen front located in the test liquid more or less radially and on the area 
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in the vicinity of the lateral surface and proceeded in the lateral surface of the specimen 
without any further propagation in the front surface (fig. 3). 

7 Independently of the concentration of the test liquid, the degradation of hardened ce-
ment paste during sulfate weathering takes place substantially faster than with mortar 
and concrete, whereby first cracks appeared earlier in the mortar specimen as in the 
concrete cylinders. 

7 The duration of the sulfate weathering also affects the degree of damages: The longer 
the specimen are subjected to the sulfate attack, the more severe the degree of damag-
es. 

 

 

 
 
 

Figure 1: Crack development and propagation             Figure 2:  Specimen spalling related to 
 in hardened cement paste specimen   crystallization pressure                            

  (cement paste) 

 
 
 
 
 

Figure 3: Crack development and propagation in mortar and concrete specimen 

 

4.4 Results of the measurements accompanying the storage 
The results of the measurements accompanying the storage of the first specimen batch, which 
were mainly manufactured for the definition of discrete moments for the scanning electron mi-
croscopic microstructure investigations of the second specimen batch, were verified on the ba-
sis of the second specimen batch. 

Mass  
In the course of the measurements accompanying the storage the maximum liquid absorption 
took place independently of the mixture composition and the weathering solution within the first 
14 storage days for hardened cement paste, mortar and concrete specimen. Fig. 4 illustrates 
this with the example of a hardened cement paste specimen made of CEM I 32.5R, which had 
been produced with a w/c ratio 0.50 and stored in a solution with 5% Na2SO4. Since the mass 
altered only insignificantly from this moment, it can be assumed that an equilibrium between 
capillary water absorption and the evaporation at the specimen has adjusted itself this period. 
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Figure 4: Typical progress of the mass variation as a function of the storage duration for the 
example of a hardened cement paste specimen made of CEM I 32.5R; w/c=0.50; 
solution with 5% Na2SO4 

The proportional mass increase at this does not show any unique dependence on the cement 
type used and the test liquid. The proportional moisture absorption increases as expected with 
increasing w/c ratio and the related expansion of the capillary pore system. The maximum mois-
ture absorption of the mortar and concrete specimen also takes place within the first 14 wea-
thering days, it drops however substantially less than for the hardened cement paste specimen 
and amounts to 3 and 5 m.-% depending on the water cement ratio. 

Strain 
The following conclusions can be derived from the progress of the axial specimen strains: 

7 An increase of the w/c ratio leads to higher strains. 
7 The concentration of the test liquids has likewise a significant influence on the course of 

the strain (fig. 5). The specimen stored in a solution with 0.1 % Na2SO4 and the ones 
stored in water exhibit a similar, almost synchronous strain behavior. This is characte-
rized by a strain increase at the beginning of the stored, which correlates with the mass 
increase of the specimen up to achieving moisture equilibrium, and a following constant 
strain course, on a somewhat higher level in the case of the solution with 0.1% Na2SO4. 
For the specimen stored in a solution with 5 % Na2SO4 the initial strain behavior is simi-
lar, whereby the duration of this interval depends on the composition of the specimen. A 
parabolic shaped strain increase follows, which only stops with the destruction of the 
specimen. 

7 The cement type used also determines the characteristic of the strain course. As illu-
strated in fig. 6, the beginning strain behavior is nearly independent of the cement type 
and corresponds to the beginning strain behavior described before. An approximately li-
near and only more slightly strain increase follows in the case of the specimen made of 
HS cement. In the case of the other cement types it gets in first with one of this depen-
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dent latency-time to the parabolic shaped increase of strain ending with the destruction 
of the specimen as described before. 

7 Clear differences in the strain course between hardened cement paste, mortar and con-
crete specimen made of the same cement type and the same w/c ratio appeared (fig. 7). 
A significant accelerating strain increase was already to be observed after 90 days on 
hardened cement paste specimen made of white cement with a w/c ratio of 0.50 after a 
weathering with a solution with 5 % Na2SO4. In comparison with this, following the initial 
strain, the mortar and concrete specimen of the same w/c ratio showed up a largely li-
near, but only weakly pronounced increase of strain, which is larger for the mortar spe-
cimen than in the case of concrete, over the entire storage period of 400 days. 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 5: Strain developments as a function of the storage duration depending on the test 
liquid (hardened cement paste; CEM I 42.5R white; w/c = 0.50) 
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Figure 6: Strain developments as a function of the storage duration depending on the ce-
ment type in the case of storage in a solution with 5 % Na2SO4 (hard. cement 
paste; w/c = 0.50) 
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Figure 7: Strain developments as a function of the weathering duration depending on the type 
of specimen in the case of storage in a solution with 5 % Na2SO4 (CEM I 42.5R 
white; w/c = 0.50) 

4.5 Ettringite growth 
In order to investigate the ettringite growth in the course of sulfate weathering, a wide specimen 
spectrum was analyzed in regular intervals on the microscopic level during the weathering. On 
the basis of the conducted investigations, which are based upon the coupling of scanning elec-
tron microscopy, particle analysis and energy dispersive X-ray microanalysis, the following 
statements regarding ettringite growth within the pore volume of the structure can be done: 

7 Very varying ettringite shapes appear in dependence of the different parameter combi-
nations. Examples of sphere and pin shaped ettringite formations are shown in fig.8, 
whereas non-directional and directional growth can be observed in the latter. 

7 The velocity and the intensity of the new formation of ettringite are dependent on the 
cement type, whereas in each case the specimen made of white cement showed the 
fastest ettringite growth due to their comparatively higher C3A content, which correlates 
to the statements regarding crack, strain and porosity development (fig. 9). 

7 The higher the water cement ratio, the more rapidly and more intensively the process of 
ettringite new formation takes place (fig. 10). 

7 The higher the sulfate concentration of the weathering solution, the higher the ettringite 
growth velocity is (fig. 11). 

7 The size of those pores, in which ettringite growth is observed, is reduced with increas-
ing storage duration. 

7 The ettringite growth takes mainly place in pores with a size starting from 10 μm. No et-
tringite growth was observed in pores within the nanometer range (fig. 12). 
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7 The new formation of ettringite and the accrue of the pores in the case of hardened ce-
ment paste specimen take place substantially faster than for mortar and concrete. The 
slowest ettringite growth was to be observed at concrete specimen. 

 
 
 
 
 
 
 
 
 

 

 

Figure 8: Examples for ettringite formations  

a) Sphere shaped ettringite formations 
b) Pin shaped ettringite formations (non directional growth) 
c) Pin shaped ettringite formations (directional growth) 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Cement type dependent ettringite growth 
(56d storage in a solution with 5 % Na2SO4) 

a) CEM I 42.5R-HS; w/c=0.40 - no new ettringite formation in a pore 
b) CEM I 42.5R white; w/c = 0.40 - new ettringite formation in a pore 
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Figure 10: Water cement ratio dependent ettringite growth  
(CEM I 42.5R white; 56d storage in a solution with 5 % Na2SO4) 

a) w/z = 0.40 – isolated new ettringite formation in a pore 
b) w/z = 0.50 – increased new ettringite formation in a pore 
c) w/z = 0.60 – pronounced new ettringite formation in a pore 

 

 

 

 

 

 

 

 

Figure 11: Ettringite growth vs. Sulfate concentration of the storage medium  
(CEM I 42.5R white; w/c = 0.6; 56d storage) 

a) Solution with 0.1 % Na2SO4 - no new ettringite formation in a pore  
b) Solution with 5 % Na2SO4 - new ettringite formation in a pore  
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Figure 12: Pore size dependent ettringite growth (hardened cement paste CEM I 42.5R white; 
w/c=0.40; 56d in solution with 5% Na2SO4) 

 

5 Discussion and outlook 
The spotlight of this research project was the determination of chemical, macro and micro struc-
tural input data for the validation and the verification of a model, which describes the deforma-
tions resulting from a sulfate attack due to new formation of crystals in the pore volume of the 
microstructure. For the determination of these input data an extensive investigation scenario 
was developed and conducted, which provides the following results with renouncement of the 
presentation of quantitative structural data, since these are not yet sufficiently throve due to the 
not approved proposal of the third funding period: 
 
Compressive and flexural strength 
The compressive strength is as far as possible independent of the species of the applied me-
dium within the regarded storage period of 91 days. Differences were to be determined here 
primarily between the strength development hardened cement paste and mortar specimen. Due 
to their mixture composition the mortar specimen exhibited higher compressive strengths within 
the test period than the prisms made of hardened cement paste. Clear differences showed also 
up in particular with the sulfate stored specimen with regard to the strength development. The 
significant rise of the compressive strength, as observed after 28 days in the case of the har-
dened cement paste specimen, did not arise for the mortar specimen. Here the strength devel-
opment was approximately constant during weathering. Probably this behavior can be attributed 
to the higher porosity of the hardened cement paste, since the ettringite formation in the pore 
volume leads first to an increase of compressive strength. This assumption is confirmed by the 
observation of the strength development during immersion in water, where this significant in-
crease was not to be observed. 

While the climatic storage leads to an increase of strength at the beginning of the test period, an 
approximately constant course could be observed with the storage in the solutions. The strength 

100 nm 10 μm 
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was there higher during water and sulfate storage at the beginning the test period than during 
climatic weathering. The immersion in water apparently causes a re-hydration and the sulfate 
storage additionally also causes a strength increase as a consequence of the crystallization in 
the pore volume of the microstructure. While the flexural strength values of the specimen stored 
in water remain constant, they are decreasing in the course of the sulfate storage, with excep-
tion of the samples made of HS cement. An increasing crystallization pressure in the course of 
the storage, which entails microstructure damages and finally losses of strength, follows the 
initially positive effect of a sulfate storage on the strength of the microstructure with somewhat 
higher strength values than during the immersion in water. 

On the basis of the results of flexural and compressive strength, it becomes apparent that with 
the focus on the flexural strength, the influence of a sulfate attack on the specimen strength 
emerges more clearly than compared to the evaluation of the compressive strength develop-
ment. That is confirmed by the statements of Stark et al. [7], who likewise connect a strength 
decrease caused by structure damages with a decreasing flexural strength, while they assign a 
more subsidiary role to the determination of the compressive strength. Mulenga [8] also comes 
to fruition that the determination of the compressive strength is not suitable for the evaluation of 
the sulfate stability. 
 
Porosity 
There is a good correlation between the results of the porosity measurements and the strength 
tests, with which the mortar prisms already showed a higher resistance against the sulfate ac-
tion. That is confirmed by means of the porosity measurements. After an initial decrease of the 
porosity due to the ettringite formation starting in the pore volume, an increase of the overall 
porosity for hardened cement paste in the course of the sulfate storage starting earlier as in the 
case of mortar and concrete appeared on the one hand. This indicates a starting specimen de-
struction. On the other hand the faster decrease of the average pore radius refers to a quick 
crystal growth and an associated increased destruction velocity. Similarly to the results of the 
flexural strength the porosity investigations signal that the specimen made of white cement ex-
hibit the slightest resistance against the attacking medium due to the comparatively high C3A-
content for hardened cement paste, mortar and concrete specimen. 

The variation of the porosity parameters within the considered period of 300 weathering days 
indicates structural changes due to the sulfate action. No significant differences were observed 
regarding the measured porosity parameters of investigated specimen made of CEM I 32.5R 
after 300 days in the experiments conducted by Schmidt-Döhl [9]. Only for a w/c ratio of 0.60 an 
increased porosity was determined after the weathering with a Na2SO4 solution of approximately 
the same concentration. 
 
Crack formation and propagation 
The statements for the crack formation and propagation corroborate the preceding investigation 
results. While the crack formation of e.g. hardened cement paste specimen made of white ce-
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ment with a w/c ratio of 0.60 already began after approximately 40 days storage in a solution 
with 5% sulfate, first cracks were observed at mortar and concrete specimen of comparable 
composition only after approximately the quadruple storage time. This fact can be explained by 
the higher porosity resulting in an increased salt transport and a more rapid crystal growth and 
the lower strength of the hardened cement paste compared to mortar and concrete. 

The cement type likewise has influence on the damage process. In good agreement with the 
results reported by Malorny [10], the destruction process begins earlier for specimen made of  
white cement, due to comparatively high C3A-content as with the other cement types, whereby 
the damages with continuous sulfate action lead to the complete decay of the specimen. Whe-
reas a self strengthening effect resulting from the initial cracking, as it appears in the strain de-
velopments. To such an extent the statement of Stark et al. [7], after what the cracking comes 
along with partly extreme length variations, can be confirmed on the basis of the own investiga-
tions. 

The duration of the sulfate attack has influence on the degree of damages by the continuous 
provision of the reaction partners and the constant crystallization coming along with it. The 
longer the specimen are subjected to a sulfate attack, the more intensive the damages are, 
which can lead to the complete destruction of the specimen, which is confirmed by Mulenga [8]. 
Thereby the specimen made of HS cement form an exception by the limited provision of calcium 
aluminates hydrates, which are likewise needed beside the sulfate ions as reaction partners for 
the ettringite formation. 
 
Measurement accompanying the storage 
The discrete investigation sections for the timing optimization of the scanning electron micro-
scopic analyses were determined at a first specimen batch by means of the measurements ac-
companying the storage, which covered the regular determination of the specimen strain as well 
as the specimen mass in the course of the storage. The already available results of the first 
specimen batch could be verified on the basis a second batch. According to the results of the 
strain measurements the specimen strain depends on the cement type, the water cement ratio, 
the concentration of the sulfate solution and the specimen time. 

Thus the specimen made of white cement showed the highest strains each due to their high 
C3A content, whereby the statements regarding porosity and crack growth are supported. In the 
case of specimen made of sulfate resistant (HS) cement no significant strain increase appeared 
in the course of the sulfate weathering despite an ettringite formation in the pore volume of the 
microstructure. In his investigations Gasser [11] also already determined expansion phenomena 
when using white cement and the absence of such strain processes when using cements con-
taining C4AF (HS). The specimen made of CEM I 32.5R and CEM I 42.5R likewise reacted to 
the sulfate action with expansion strains, however with a temporal delay compared with the 
specimen made of white cement. Schmidt-Döhl [9] also determined such expansion strains with 
specimen made of CEM I 32.5R with varying w/c ratios. 
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The enlargement of the capillary pore system due to an increasing w/c ratio entails an increased 
sulfate transport in the microstructure of the specimen and thus earlier starting of noticeable 
strains. This corresponds with strain increase of the specimen made of CEM I 32.5 R with in-
creasing w/c ratio, as observed by Schmidt-Döhl [9]. Bollmann [12] identifies the water cement 
ratio as a crucial factor of influence regarding ettringite formation in hardened concrete, since a 
more dense structure and higher strengths are related to a lower w/c ratio. 

Considering the influence of the sulfate ion concentration the comparatively unstable hardened 
cement paste specimen made of white cement showed no significant increase in the strain de-
velopment also after one year storage in the solution with 0.1% sulfate, while with the specimen 
of identical composition weathered with the solution with 5% sulfate showed such strain already 
after 90 days. Those confirm investigations of Mulenga [8], whereas specimen even weathered 
with a solution with 0.22% sulfate still did not exhibit any damages after one year. However the 
specimen tested there are mortar prisms, which experiential prove to be as more resistant. 
Nevertheless no damages could also be determined with the mortar specimen tested here after 
one year weathering with the low concentrated solution. 
 
Investigations of the microstructure 
The microstructure investigations of hardened cement paste, mortar and concrete specimen, 
which covered the coupling of scanning electron microscopy, energy dispersive X-ray microana-
lysis (EDX) and particle analysis, were differentiated regarding the varying specimen composi-
tion, the concentration of the weathering solution and the storage time. The ettringite growth 
located in the pore volume of the microstructure was in the spotlight of the investigations. As in 
the case of investigation methodologies already described, it also appeared here that the effects 
of a sulfate attack are depending on varying factors considering the ettringite growth. 

Thus the high C3A-content of the white cement, which is classified as the substantial cement 
component for the late formation of ettringite according to [7], leads to a more rapid ettringite 
growth, which explains the comparatively quicker crack growth and the results of the porosity 
measurements. On the other hand despites ettringite growth there were no damages to be de-
termined in the case of the specimen made of HS cement in the course of the storage. The test 
results of Schmidt-Döhl [9] and Schröder/Hallauer [13] support this just like the statements of 
Stark et al. [7]. 

The increase of capillary porosity due to an increasing w/c ratio leads to an increased new for-
mation of ettringite, which is confirmed by the higher strains, the smaller strengths and the in-
creased crack growth.   

As already determined in [14], the concentration of the sulfate solution likewise has an influence 
on the process of the formation of new ettringite and the associated expansion phenomena. 
Both the microstructure investigations as well as all other investigations conducted within the 
framework of this research project identify the sulfate concentration of the solution as an impor-
tant variable influencing the crystal growth. This influence results from the increasing of the po-
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tential of the reaction partner coupled with higher sulfate ion concentration and the increase of 
the velocity of the ettringite formation following. 

After the results of the scanning electron microscopic investigations the structure destruction is 
caused mainly by the crystal growth in pores with a pore size starting from approx. 10 μm. On 
the one hand it was found in this connection it that no ettringite is situated in pores of the nano-
meter range, on the other hand that the crystal growth increases with increasing pore size. Ac-
cording to Malorny [10] new formations of ettringite were found mainly in larger air voids in the 
pore volume of the microstructure. The results of the microstructure investigations confirm the 
statement of Schmidt-Döhl [9] according to which it is not necessary to fill out the entire pore 
volume of the building material with solid material in order to generate expansion.  

As the scanning electron microscopic investigations conducted by Stark et al. [7] already have 
shown, very varying forms of the ettringite occur, which extend from spherical aggregations up 
to felt like or parallel arranged prismatic crystals of varying size. However the cause for these 
varying morphologic phenomena could not be clarified so far. 

As the results of the strength tests, porosities and strain measurements as well as crack growth 
already make clear, the velocity of the formation of new ettringite also depends on the specimen 
type. Thus the concrete specimen showed the most resistant behavior against sulfate action for 
all investigations, while the lowest resistance against the attacking medium was registered in 
the case of hardened cement paste specimen. This connection correlates with the results of the 
microstructure investigations. Afterwards due to the comparatively higher porosity the new for-
mation of crystal takes place within the hardened cement paste specimen in the fastest way and 
the most slowly within the concrete samples. 

The following points are of interest regarding the future research requirement: 

7 Apart from the past investigations regarding the growth of ettringite in the pore volume of 
the microstructure of concrete is to be aimed to also identify the various phases of the 
bonding agents as well as to characterize the spatial arrangement of the pore system 
and the solid structural constituents, in order to be able to make statements about varia-
tions of the microstructure and about the variation of the ratio matrix, pore system and 
clinker residues in the course of sulfate weathering. 

7 Since the transport and crystallization processes primarily take place in the capillary 
pore volume, the recording of its physical structure is a substantial condition both for the 
micromechanical observations to local deformations on the micro scale as well as to 
macroscopic structural variations, which in particular concern the cracking and the crack 
propagation processes. By the gradual uptake of defined sample sections in combination 
with the following degradation of the sample surface in each case so called image field 
stacks can be generated, which step instead of individual pictures and so make the tran-
sition possible from the two-dimensional image of the structure to the three-dimensional 
record and representation of the microstructure. 
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7 Further clarifying requirement exist due to the lack of sufficient knowledge about the 
cause and the effect of the occurrence of varying ettringite formations. 
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A Hybrid Simulation Approach to Simulate Micro-Structural 
Dynamics in Cement 

Summary 
To model jointly microstructure evolution, chemical kinetics and relevant transport processes in 
cementitious materials, we developed a coupled phasefield-cellular automaton approach. Here 
we demonstrate the capability of the approach for two phenomena relevant in the processing of 
cement, namely sorption and microstructure evolution during hydration. 
 
Keywords: hybrid simulation approach, micro-structural dynamics, cement 

1 Motivation 
The microstructure evolution of cementitious materials strongly influences the material proper-
ties of the hardened product.  Already, several tools exist for the dynamic prediction of this mi-
crostructure evolution, e.g. [1], [2]. These cellular automata based methods offer a good 
description of the structure evolution. However, the diffusion and transport of ions and water is 
hard to model within this framework. Phasefield methods [3] provide an elegant approach for 
the simulation of crystallisation and diffusion. However, the complexity of the processes in cur-
ing cement makes it hard to model all these effects within a partial differential equations frame-
work. Therefore we suggest a handshake of methods, to combine the advantages of both 
methods. For testing of fresh cementitious materials, the simulation should not only compute the 
evolving microstructure, but should also return status parameters that can be verified in experi-
ments. Whereas the temperature rise can be predicted very well from cellular automata setups, 
quantities like the electrical conductivity or porosity are not directly accessible to these methods.  
Similarly, the chloride adsorption of hardened cement is difficult to predict with CA techniques. 
Partial differential equation methods can produce these quantities more easily. Our phasefield 
description of the solid-fluid interface enables application of these methods regarding different 
physical questions.  
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2 Problem Description 
The simulation of the cement structure in the mesoscopic neighbourhood of curing effects is set 
up as a simplified model of flow and flow-augmented diffusion. This two-stage model allows the 
prediction of the flow resistance for porous periodic structures and the cumulated emission of 
slowly solving ions or slowly adsorbed ions from the fluid. This approach applies to arbitrary ion 
flows on the solid-fluid interface. Therefore, the Gibbs-Thomson relation can be used to predict 
the growth or dissolution of crystal layers on the pore space interface. When coupled with a 
time-stepping method, the evolution of the microstructure can be computed. However, this re-
quires that the structure is described with a smooth boundary, such that the curvature of the 
structure exists for the Gibbs-Thomson relation to be well defined. This means that during time-
stepping, the description of the structure has to be updated, accordingly. Moreover, chemical 
reactions can be considered by using cellular automata like Cemhyd3D or the G. Locher CA [1]. 
Thus our method is the first to simulate the transport of ions at the microscale coupled with the 
full chemical reactions scheme.  It uses the phasefield concept [3] to apply partial differential 
equation techniques for diffusive processes, to obtain a hybrid CA. The simulation of the cement 
structure in the mesoscopic neighbourhood of curing effects is set up as a simplified model of 
flow and flow-augmented diffusion. This two-stage model allows the prediction of the flow resis-
tance for porous periodic structures and the cumulated emission of slowly solving ions or slowly 
adsorbed ions from the fluid. This approach applies to arbitrary ion flows on the solid-fluid inter-
face. Therefore, the Gibbs-Thomson relation can be used to predict the growth or dissolution of 
crystal layers on the pore space interface. When coupled with a time-stepping method, the evo-
lution of the microstructure can be computed. However, this requires that the structure is de-
scribed with a smooth boundary, such that the curvature of the structure exists for the Gibbs-
Thomson relation to be well defined. This means that during time-stepping, the description of 
the structure has to be updated, accordingly. Moreover, chemical reactions can be considered 
by using cellular automata like Cemhyd3D or the G. Locher CA [1]. Thus our method is the first 
to simulate the transport of ions at the microscale coupled with the full chemical reactions 
scheme.  It uses the phasefield concept [3] to apply partial differential equation techniques for 
diffusive processes, to obtain a hybrid CA. 
 

 

Figure 1: Problem description 
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On the free surface of curing cement, as you can see in Figure 1, water evaporates. A 
mesoscopic fluid flow to the surface competes with a developing concentration gradient on ion 
transport.   
 

3 The Starting Point: The Cement Structure Simulated by Cellular Automata 
First we describe the data produced by cellular automata [1], [2].  The bitmaps returned by 
these methods require special treatment to be processed with phasefield methods for the simu-
lation of flow and diffusion.  
 

 

Figure 2: Cement paste structure at time index zero [2]. Beginning with real cement pow-
der images, cemhyd3d generates an artificial cement powder distribution of 
spheres of different size. Several statistical properties like particle diameter and 
correlations are conserved. 

For the virtual cement matrix, all ingredients like clinker and anhydride particles are simulated 
as spheres. Chemical composition, particle size distribution and neighbour correlations and the 
water to cement ratio are reproduced in statistically correct manner. Based on this artificial peri-
odic microstructure, cellular automata compute the evolution of the microstructure. Both Cem-
hyd3D and the cellular automata of G. Locher are based on voxels and yield dithered images 
with large high frequency contents for the ongoing hydration process (Figure 3). 
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Figure 3: Evolution of cement matrix according to simulations developed for display in the 
CME of RWTH Aachen 

 

Figure 4: Cement Hydration from the G. Locher CA [2]. The cement microstructure evolution 
for CA steps 10, 100, 200 and 500  

The bitmaps of indexed cellular automata are not directly suited for treatment with partial differ-
ential equation techniques. Smoothing is required to obtain a suitable solid-fluid interface. 
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4 The Methodological Modules 
4.1 Survey on the Modules of the Hybrid Phasefield-CA Approach 
In figure 5, we present the details of the hydrodynamic transport model of this combined ansatz. 
The early stage of CS dissolution and the growth of CSH crystals as a major mechanism of ce-
ment structure evolution can be simulated. Furthermore, as a particularly import application, the 
model can describe the adsorption of chloride ions by hardened cement paste. The hydrody-
namic simulation consists of a time-stepping module, which computes the velocity and concen-
tration fields, and a material parameters model, that processes the results to specific effective 
material parameters of the fresh cementitious slurp (FCS). This enables the prediction of both 
structure evolution and the dynamics of key material properties during the hardening of the ce-
ment paste. This model also allows the prediction of chloride absorption. 
 

4.2 Module I: The Cellular-Automata-Phasefield Interface 
The general technique is the spline approximation of the characteristic of a bitmap. That is, e.g. 
Cemhyd3D data is given as bitmap with values in a range {0..n}. The indices of water and ions 
are mapped to 0 (black), solid components are mapped to 1 (white), yielding a b/w bitmap. The 
characteristic ? of the bitmap is the discontinuous function returning -1 or 1 if r is inside the solid 
or fluid. This discontinuous function is not suited for smooth spline approximation.  

 

Figure 5: The methodical setup of this method. Subsequently, the Modules I, II and III are 
inspected in more detail. They form the key modules of this approach. 

However the ±1 bitmap entries can now be interpreted as the coefficients of a spline of quad-
ratic degree (general: degree q). For a single step in one dimension, this smoothing operation 
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?� ?(?q) does not change the step. In two or three dimensions it provides a smoothing map 
from a bitmap - to the phasefield-representation of solid-fluid interfaces. 
 

  
Figure 6:   Spline smoothing of 1d-bitmap      
                (1,1,1,1,1,1,1,0,0,0,0) 

Figure 7:   Simplified model geometry 

 
With this technique, the geometries from e.g. Figure 2 can be imported from the cellular auto-
mata. Simple model geometry in affiliation to Figure 2 is given by the periodic lattice of equidis-
tant spheres in 2D. Though simple in structure, it contains all elements to develop and test the 
partial differential equation modules of this method. The two-dimensional unit cell for a periodic 
lattice of size 1x1m is set as a square domain with solid spheres of radius 0.3 in the centres of 
the lattice. The pore space is represented in black. This model geometry is a simple prototype 
for the artificial periodic structures that e.g. Cemhyd3d generate as the initial solid-fluid geome-
try of the cement paste hydration simulation at time index 0. 
 

4.3 Module II: Stokes Flow through periodic structures 
At the free faces of a volume of curing cement water evaporates into the air. On a mesoscopic 
scale, this causes a flow of water to the outer regions of cement.  Near the surface, this flow is 
normal to the free surface (that is horizontal for fresh cementitious materials).  This flow of water 
is important for the structure evolution near the surface as it causes a transport of ions through 
the cement paste.  
The flow of water through the periodic lattice of the cement paste is driven by a mesoscopic 
pressure gradient mesP . The solution is described by the pressure distribution p and the velocity u 

inside the pore space �. considering the mesoscopic pressure gradient, the pressure can be 
written as sum of the linear mesoscopic field mes mesp P r� �  and a periodic microscopic field: 

mes micp P r p� � 
  The velocity u is periodic, as the driving pressure gradient is the same for each 

cell.  

As the pore space of fresh cementitious materials is filled with water, the system is governed by 
the Stokes equation for incompressible flow:     

0, div 0u p u� 
6 � �  
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We can assume that the fluid sticks to the pore space surface�- . Then the problem can be 
formulated mathematically as the Saddle point problem ([6], p.138, c.f. [5]) 

Find u,p2 in 1 0
0 0( ) ( ) /1H H- @ - :    (or equivalently) 

9 :

 !

2 1 1 0div ( , ) ( , ) ( , )

div 0 ( , ) 0

u v p v dV Pv dV a u v b v p P v

u q dV b u q
- -

-

6 6 
 � � 
 � �

� �

� �

�
 

The velocity field depends linearly on the macroscopic pressure gradient P1. It is sufficient to 
solve the problem for each unit direction P1=ei. 

The following examples show the pressure and velocity fields for P1=(1,2), computed with the 
FE Software Package NGSolve [4] for the model geometry of Figure 6. Due to the incompressi-
bility of the fluid, the average volume flow rate F through the pore space equals the average 
velocity <v>. There is a linear dependency between the average volume flow rate F and the 
pressure gradient P1: F=R P1, where the matrix R is the resistance to flow of the structure. This 
method can be applied to the complex geometries encountered in the Cemhyd3d simulation. 
This software operates on indexed bitmap structures. Once the pore space is identified as a 
Boolean bitmap, it is useful to smooth this rough and pixeled structure by transformation into an 
implicitly given surface to a smooth function, e.g. by Fourier or spline approximations. 
 

  
Figure 8:  Vector field of velocity u  Figure 9: Pressure-distribution p2 

  
Figure 10:  X-component of u Figure 11: Y-component of u 
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This procedure operates on the scale of the approximation error of the cellular automata. It 
eliminates disturbing pixel effects on the boundary. This procedure is necessary to compute the 
curvature (and the true normal vector) of the surface. Then we can apply the partial differential 
equation methods to compute the quasi static approximation, and with time-stepping, the devel-
opment of flow resistance over time for arbitrary solid-fluid structures. 
 

4.4 Module III: The Flow-augmented Diffusive Transport 
The surface of a single cement clinker particle exchanges ions with the fluid. If a mesoscopic 
flow is present, then the transport of ions is directed. Subsequently, a relative concentration 
plume will develop in the flow. This anisotropy should cause a directivity in the porosity of the 
evolving cement structure. Therefore, the curing conditions are important for the cement micro-
structure. In our simplified model, we consider the transport of a pure salt. The flow-augmented 
diffusive transport equations are 

                                       ,J D C C v C J f�� 6 
 � � �6 
�                           (1) 

The salt is gradually washed out by the fluid flow through the structure. It can be assumed that 
for the range of unit cells considered, the dissolution rate is independent of the concentration, 
as long as the concentration is well below the concentration of saturation and for the section of 
unit cells considered, the change of concentration is still small. Then a linearization of the physi-
cal setup can be made, and (for the finite neighbourhood of cells in a periodic grid) it can be  
assumed that a quasi static, mesoscopically linear concentration field 1pC C c r� 
 �  will de-

velop. In each cell, the same amount of ions is solved. Already for the problem without flow, a 

mesoscopically linear concentration field can be present. Then, an ion flow 210 )ˆ( jrjjJmac

��

�  

of constant direction but linear increasing size is present. If we assume a half space of the peri-
odic structure, then ions are transported to the free surface. The ions will be transported in a 

direction somewhere between the primary orientation of the pore space and the normal 1̂jn �  

to the half space. Hence, the scalar product between the normal and the diffusive ion flow is 
positive: 2 0.n j� 5  The flow needs to transport both the ions that came from the diffusive flow 

and its own generated ions. Hence the flow is linear on mesoscopic scale. 

On microscopic scale, the developing ion flow field j is divergence-free, as there are no ion 
sources inside the fluid of the pore space. However, for the linear mesoscopic pressure field 
Jmes, the pore space boundaries contribute a distributed flow of ions to the fluid. Hence, the 
mesoscopic ion flow is not divergence free. The ion flow from the microscopic boundaries is 
averaged to a mesoscopically homogeneous ion flow source density fmes and it holds 

                             , 0mes mes mes mes mes mesJ D C C v J f� � 6 
 � � �6 
 .                    (2) 

This equation results from (1) by volume averaging: all mesoscopic elements persist, whereas 
microscopically periodic quantities drop out.  Due to the definition of the linear mesoscopic 
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pressure field Jmes, the mesoscopic ion source density is  0ˆ
21 5� jjfmes

�
 and is positive, as it 

contributes ions to the flow. 

Hence, the mesoscopic ion flow obeys the equation 21̂0 jjJmac

�

6� .  

Subsequently, the microscopic ion flow is divergence free: 0 J f� �6 
 ' 0 div pJ� . 

From the concentration law of (1), we can determine the quantitative size of Jmes:  

1 1( )mes mesJ Dc c r v� � 
 � , such that mesvcjcjDcj ���
||,, 121110 ���� .        (3) 

The mesoscopic ion flow is parallel to the constant mesoscopic velocity of fluid flow, but rises 
linearly in strength along with the rise of the concentration field. For the microscopic quantities, 
this result leads to the microscopic equation 

vrcCvDvrcJrcvDcCvDjrjjJ

rcCvDjrjjJCvCDJ

pmacppp

pp

))(()()()()ˆ(

))(()ˆ(

1111210

1210



6��
'
�
6��

'



6��

'
6��
�

�

 

This implies macv v� : The mesoscopic velocity encountered for the mesoscopic fields is the 

volume average of the fluid velocity v. In continuous continuation, v be zero not only on the 
boundary of the pore space, but also, formally, inside the solid.  

Hence we get the following equation coupling the periodic microscopic concentration fluctuation 
and the periodic microscopic ion flow fluctuation: 

1( ) ( )( )p pJ D v C c r v v� � 6 
 
 �          (4) 

As the mesoscopic ion flow has been expressed in terms of the mesoscopic fluid velocity and 
the concentration gradient c1, this equation also only depends on c1. The next question is how to 
determine c1? Due to the conservation of particles, the ion flow is mesoscopically linked with the 
mesoscopical ion source density fme : 

� � ���
- - ---�

����'
6�� dVvcdVjjfdVdivJdVJdSCvCDJ 121̂

�
 

On the other hand, microscopically, the ions originate from the pore space surface. Substituting 
the known ion flow on the boundary yields (I is the pore surface of the unit cell, II is the unit cell 
surface of the pore space) 

9 : 9 :�� �
-�-� -�

�

� dSvrcwdSjrjjJwwJdS macp
��

)()ˆ( 1210  

        9 :� ��'
I I

pmac dSwjdSvrcw �)( 1  

� � � � �
-�


�
�
I II I II

macpp dSvrcwdSwjwJdSdSwjwJdS �)( 1  
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This condition holds for arbitrary constant vectors w. The flow balance holds for each direction   
, 1...jw e j d� � : The conditions to uniquely determine c1 are  

1( ) i i p i
I I

c r v n dS j n dS�� �             (5) 

This procedure works for arbitrary ion flow jp on the boundary! 

The ion flow on the boundary determines the local dissolution or the growth of the structure or 
initiates chemical transformations. When the concentration of the solute is known on the fluid 
interface, the rules inside the cellular automata of e.g. cemhyd3D determine the sorption rate of 
the ions for the current time step. Hence the quasi static flow-augmented diffusion computation 
can be initiated to compute the change of the concentration field during this time window. Also, 
the solid-fluid interface will be subjected to change due to the transport of chemical elements.  
 

5 Structure Evolution: The Gibbs-Thomson Driven Crystallisation/Dissolution 
The following boundary condition is the most important application with regard to the microstruc-
ture evolution of fresh cementitious pastes.  

The growth of colloid layers obeys the Gibbs-Thomson relation [5, 6]:  

max( , ( ))rj C C C�� � � , exp( )r sC A CA� �  

where Cs is the saturation concentration, which determines on crystal growth of dissolution. De-
pending on the local curvature of the surface, the Gibbs-Thomson relation returns a reduced 
concentration that decides upon the local crystallisation / dissolution speed on the solid-fluid 
interface.  The microscopic crystallisation of minerals in cement can be described by isotropic 
Gibbs-Thomson conditions: a surface element with high curvature forming a surface tip is dis-
proportionately involved in crystal growth, as ions can reach surface points with a higher proba-
bility than those points with the negative curvature of a cavity.  In application to cement 
hydration, the microscopic ion flow on the pore space interface can be computed a priori from 
the known macroscopic concentration C. The local curvature of the surface then is responsible 
for the exp( )AA�  fluctuations of the ion flow on the boundary. In order to calculate the Gibbs-

Thomson driven surface evolution, we can use the flow-augmented diffusion approach (III) 
based on the computed Stokes flow (II). In order to link this method with cellular automata, the 
phasefield map (I) enables the Geometry-Import from the CA. Then, the combined the results of 
the last paragraph combined with the CA allow the computation of the changing concentration 
fields and the microstructure evolution. A Note on Chloride Absorption: Taking a constant ion 
flow, one can predict the mesoscopic chloride adsorption of the porous structure. Inverse de-
termination of the ion flow can be used to determine the chloride adsorption coefficients com-
pared to measurements. 
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6 Application to Sorption Processes 
Cement in its early stages is an aqueous suspension of different clinker particles. Reactions 
take place between the water and the individual chemical components of the admixture, such 
that the clinker particles become hydrated, substances are dissolved into the water and chemi-
cally adsorbed at the surface of other particles. Hence this is a highly complex dynamical sys-
tem of hydration, diffusion and chemical reactions. When finally hardened, the focus of chemical 
reactions within the pore space is shifted to damaging mechanisms like carbonisation due to the 
chemical adsorption of carbon dioxide or reactions due to entering sodium chloride or sul-
phates. Again, solutes from the pore space solution react with the surface now of the cement 
stone matrix. Goal of our investigations is the setup of a simulation scheme that takes into ac-
count sources of ions, diffusion transport and adsorbing drains. It uses a porous periodic micro-
structure with a chemical solution in the pore space and different chemically active surfaces of 
the pore space to model the time-dynamic evolution of the ion concentration in the pore space 
and the dissolution and adsorption rates of the substances on the chemically active inner 
boundary.   
  

6.1 The Basic Diffusion Model 
We restrict our considerations to the ion concentration of one substance. Hence, the ion con-
centration in the pore space is determined by the basic diffusion equation 

    ( )C D C�6 6�
    (1) 

The concept of this work can be extended to chemical multi component systems in that C be-
comes a vector of concentrations and D a matrix of diffusion constants in the most simple case. 
However, the basic characteristics of the system can already be seen for a chemical system of 
one species. Then, the following boundary conditions can be applied: 

total adsorption on the boundary 0C �  (2a) 

inert boundary  , 0nC �
 (2b) 

Robin adsorption  ,nC C� 
� �
 (2c) 

prescribed ion flow ,nC const�
 (2d) 

Gibbs-Thomson relation  , exp( )nC A CA�� (2e) 

This means that a) all ions are adsorbed on this boundary such that the concentration on the 
surface is zero, b) nothing happens on an inert boundary such that the ion flow normal to the 
boundary is zero, c) the ion adsorption is proportional to the concentration, d) a given dissolu-
tion rate is prescribed, e) the Gibbs-Thomson relation gives a curvature-dependant adsorption 
rate on the boundary. 
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6.2 Smoothed Geometrical Modelling 
The diffusion in the pore space solution for structured periodic media, e.g. with a concentration-
driven adsorption on the pore space surface, requires the normal vectors of the structure to be 
known. However, from practical measurements like CT or simulation models like cellular auto-
mata, only bitmap raster image representations of the pore space are available. Therefore, 
general smoothing techniques are needed to get a quantitative approximation of the geometric 
surface properties as far as possible. An implicit phasefield function [3] is used for this purpose. 
This also allows for models like the Gibbs-Thomson relation [5] for crystallisation to be applied. 
 

 
Figure 12: A two-dimensional example geometry (left) 
 
In Figure 12 a two-dimensional example geometry (left) is approximated for input by an 11x11 
bitmap. The next row shows successive smooth of degree 2, 5 and 25 by an implicit phasefield 
function. Now, the normal derivatives can be computed, reasonably. 
 

6.3 Discretisation for Finite Differences 
In order to apply the finite difference method to our problem, a discretisation method is needed 
to convert the smooth geometric description of pore space into a connected grid of points, with 
the pore space surface given as oriented points. In this model, a uniform rectangular grid is 
used for the mesh inside the pore space, with refined gridline-surface intersection knots to catch 
the surface. These are oriented analytically as obtained from the implicit phasefield description 
of the smoothed geometry.  
 

6.4 Examples 
First, we consider a simple, one-dimensional diffusion problem with totally inert boundaries, but 
an almost linear (actually, slowly exponential) initial concentration profile on [0.135, 0.365]. An 
infinitely extended linear concentration profile is static, as its Laplacian is zero. However, at iso-
lating boundaries, there is no normal flow to keep up this profile. So considering diffusion only, 
in a totally isolating case, the concentration profile develops slowly towards a constant average 
concentration and the wall concentration changes most. Second, we consider the same prob-
lem for the two-dimensional, periodic case with a general slowly exponential slope. However, 
due to periodicity, the initial linear slope has a jump on each virtual domain boundary (see figure 
13). 
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Figure 13:  two-dimensionally periodic example with isolating boundaries for the arcs in the cor-

ners and jump in initial concentration, which dominates the simulation. Left: after 
one time step, Right: after 99 time steps. The time step-control is essential to get 
stable results. 

 

6.5 The Asymptotic Adsorption 
The case of adsorption is studied for an initially constant concentration. It is found that the con-
centration on the boundary drops very fast as the selected adsorption is almost as strong as 
total adsorption would be.  Then the profile slowly changes to a sinusoid profile, which is pre-
served over time except for its exponentially decaying magnitude.  

 
Figure 14:  Robin Adsorption with initial start concentration constant 1. On the left after 129 time 

steps, on the right after 3999 time steps. 
 
These two situations differ from each other in that on the left, the available concentration is al-
most one in a small neighbourhood to each surface knot, whereas on the right, the concentra-
tion has dropped in the narrow valley between the ellipsoids. Hence, the transport mechanisms 
in both situations differ: In the beginning, the adsorption on the surface is matched by diffusive 
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transport from the nearest neighbourhood. Hence, the adsorption rate is high. Later on, the 
characteristic concentration profile changes drastically to an asymptotic shape. In this case, 
diffusive transport has to take place over larger distances, and adsorption is no longer homoge-
neous throughout the surface. Hence, the ratio between the total mass of ions available and the 
cumulated adsorption flow throughout the surface is fundamentally different and depends on the 
geometry. 
 

 
Figure 15: log-log Plot of cumulated adsorption by surface knots vs. total volume of ions 

 

6.6 Building a Hybrid Simulation Tool for Cement Hydration 
The basic concept for a phasefield description of cement hydration is founded on the description 
of the dry clinker, the hydrate layers and the aqueous solution by means of implicit phasefield 
functions. The transport of ions can be derived from the diffusion equation, possibly extended 
for reactions inside the hydrates [6]. The first step towards a dynamic problem of ion adsorption 
with boundary growth is to model the evolution of the geometry for given growth. The phasefield 
function is set as a B-spline function of a certain degree. Its coefficients are taken from [0, 1] 
and represent the bitmap of the initial material distribution. The adsorption of ions on the 
boundary causes growth of the microstructure. Therefore the phasefield function needs to be 
updated for the next time step. This is done in an active zone scheme by selecting those basis 
functions of the phasefield ansatz space that are next to the phase boundary and not already 1. 
From the finite difference discretisation of the problem, which is finer than the initial phasefield 
resolution, one gets a set of boundary knots resembling the phase boundary as a set of oriented 
points, as the normal of the phase boundary are known. If the phasefield function % is varied by 
the basis function B in the active zone, i.e. %'%+�B, then the phase boundary at the boundary 
knot z propagates by L=�B d%/dn. For a given small positive growth g for all boundary knots, a 
best fit of this growth can be achieved by the solution of the nonnegative constrained least 
squares problem: For selected basis Bi find coefficients �i�0: |Lj-g(zi)|2=min. The solution of this 
problem for constant g is shown in figure 16. The circular disks of different size represent the 
size of the coefficients �i. It can be seen that the coefficients with horizontal normal are respec-
tively smaller than those with vertical normal, which resembles the distortion of the aspect ratio 
of 4:1. These results can be compared with the case where the unit cell is square, as displayed 
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in figure 17. This ansatz has currently being extended from infinitesimal to real growth to obtain 
a working time-dynamic micro structural dynamics simulation of ion adsorption in porous media. 
 

 
Figure 16: The uniform infinitesimal growth of  
                  the phasefield function for degree 4 

Figure 17: The uniform infinitesimal growth    
                 when the dimensions of the unit   
                 cell are 1:1. 

 
The phasefield function mesh is shown. The small equal-sized elliptical disks resemble the 
phase boundary knots. The circular disks show the basis function updates for the phasefield 
function to resemble a uniform growth in the least squares sense. The dimensions of the unit 
cell are 4:1. 
 

7 Conclusion and Outlook 
The presented methods of quasi static flow and flow-augmented diffusion allow the prediction of 
quasi static fluid and ion flows viewed on mesoscopic scale. Different types of boundary condi-
tions have been presented to reflect the different dissolution / growth / adsorption situations en-
countered in the simulation of cement hydration on microscopic scale. By theoretical 
considerations with our quasi static ansatz for incompressible stokes flow and diffusion, we 
have shown how to quantitatively determine the following dependencies: The mesoscopic fluid 
flow and the ion flow are linearly related to the pressure gradient, depending on the pore space 
geometry, and the ion flow boundary conditions. First results have been presented for the com-
putation of flow through periodic structures.   

With our method we can predict the ion concentrations in fresh cementitious pastes near curing 
interfaces. These results can thus be used for the advanced testing of fresh cementitious mate-
rials, by investigating e.g. the electrical conductivity, or individual ion concentrations near the 
free faces of cement. Furthermore, we compute the evolving resistance to flow, which can be 
measured in comparison. A second application proves the capacity of the method of model 
sorption processes. 
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Model for the Formation of Microstructure during Hydratation 
and the consequences for autogenous shrinkage of paste 
and mortar 

Summary 
The porous space of cement paste is formed during hydration. Processes of transport and 
chemical reactions are proceeding in the capillaries influenced by the environmental conditions. 
Therefore the hydration process mainly determinates the state, the later behaviour and the du-
rability of the material. 

The model introduced here is delivering a description of the capillary pore space during hydra-
tion and of its state at the beginning of the period of use. The three-dimensional characterization 
of the porous structure of Portland cement paste and its development is based upon the consti-
tutive volumetric approach of Powers & Brownyard. The process is described by means of finite 
elements. It contains the dissolution of non-hydrated cement and the formation of hydration 
products within the porous space. In opposite to existing models the model being developed is 
giving more detailed information on the local porosity distribution and the capillary microstruc-
ture. 

Taking results of mercury intrusion into account the local porosity distribution can be trans-
formed into a pore size distribution. By help of this procedure the detection of pores over a wide 
range of the capillary pore space can be put into practice. 

In a first application of this model the consequences for autogenous shrinkage in cement paste 
and mortar will be figured out using a simple model based on the Laplace equation. The exten-
sion of the model to hydration under non-saturated conditions and the description of the interfa-
cial transition zone was necessary to calculate the basic parameters and input data. The 
measurements, the results of the simulation and the restrictions of the simplified model will be 
presented. 
 
Keywords: hydration, microstructure, cement paste, mortar, autogenous shrinkage, numerical 
model 
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1 Introduction 
The porous space and the capillaries in particular influence the behaviour of the material. 
Chemical reactions and transport processes take place within the pore space and interact with 
the surrounding microstructure. Therefore the pore structure of hardened concrete, mortar and 
cement paste controls the material behaviour including the durability. The microstructure is 
formed during hydration. The initial state of the cement paste and the environmental conditions 
during the hardening period are governing the formation of the porous space. In transport and 
damage models which are often used for durability prediction the material status at the begin-
ning of service life is not taken into consideration carefully. A more precise initial state descrip-
tion could lead to a more accurate prediction of the behaviour under service conditions. 
In the model developed the hydration and the formation of the capillary pore space are consid-
ered as closely linked phenomena take into account the initial state of the fresh cement paste 
and the moisture and thermal conditions during hardening. The model introduced here differs in 
several parts from existing descriptions. It gives a more detailed information on the three-
dimensional microstructure and describes the capillary pore space with a wider range of pore 
radii. A detailed schematic overview is given in figure 1. 
 

Figure 1: Overview – Modelling the hydration and the formation of microstructure 
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The proposal can be divided into three key aspects. First aspect is the modeling of the hydration 
and the formation of the microstructure. The second aspect is the description of the microstruc-
ture which is calculated by the numerical simulation. The result is the three dimensional local 
porosity distribution depending on the hydration time and the hardening conditions. This local 
porosity distribution can be transformed into a pore radii distribution by means of mercury intru-
sion measurements. The restrictions and the advantages of this description and of the transfor-
mation are discussed in the following. The third aspect is the test-application of the hydration 
model and the description of the microstructure. For this purpose the quite complex process of 
autogenous shrinkage of paste and mortar was chosen. The task was analysed step by step. 
The first step is the application of the simulation results and the extension of the model to de-
scribe the formation of the structure under sealed conditions. Therefore the effect of self-
desiccation is implemented. In the next steps the calculation of the autogenous shrinkage of 
cement paste using the simulated structure and moisture was tested. A simplified model based 
on the Laplace equation was used. The application will lead to several restrictions and uncer-
tainties. This results will be discussed to show future areas of research. Furthermore the results 
of upscaling of autogenous shrinkage strains from paste to mortar using a finite element model 
will be presented. 
 

2 The Hydration Model 
The hydration model starts from a description of the initial state of the fresh cement paste. It 
describes the processes within a representative volume element (RVE). The hydration is mod-
elled by three coupled main processes and implemented using the Finite-element-method. 
 

2.1 Basis of the phase transition 
The model uses a volumetric approach based on Powers & Brownyard [1]. The hardening reac-
tions of the cement clinker are not considered in detail. Instead of this an overall balance is 
drawn up. It relates only the model phases unhydrated cement, free and bounded water and 
products respectively. During hydration the free capillary water is more and more bound physi-
cally and chemically. The hydration products are assumed to be uniform and gelporous. There-
fore the ratio of chemically/physically bounded water to hydrated cement is constant. The 
values of this ratio, the gel porosity and the specific volume of the bound water can be deter-
mined using the mineral composition of the cement and the approach of Powers & Brownyard. 
Their work was published already 1947, however it was continuously enhanced by several au-
thors (e.g. [2,3]). 
 

2.2 Initial state of cement paste 
The model takes into account the w/c-ratio and the particle size distribution. The particles are 
assumed to be spherical. They are placed randomly at first inside the representative volume 
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element (RVE). This procedure follows the approach of HYMOSTRUC [4], SPACE [5] and par-
tially also CEMHYD3D [6]. 

The random placement does not match the situation inside the cement paste sufficiently. It is 
mentioned by several authors (e.g. [7]) that particles in Portland cement pastes are flocculated 
unless they are superplasticised. Furthermore in reality the particles shape is not spherical. In 
this approach the effect of flocculation is considered. The particles are moved by an iterative 
process towards neighbouring particles. 

  
random flocculation 

Figure 2: Spatial particle distribution in fresh cement paste (w/c=0.6) 

In this approach attractive forces are assumed to let the particles form flocs and clusters. The 
attractive forces are calculated regarding the neighbourhood and assuming forces following a 
simplified electrostatic or gravitational model. The resulting spatial distribution of the solids dif-
fers from the more disperse random distribution and leads to a coarse and connected porous 
network structured by flocs. An example for the random distribution and the rearranged floccu-
lated condition is shown in figure 2. Usually periodic boundary conditions are set for cement 
paste; regarded also in the boundary conditions in the FE system. 
 

2.3 Description of the porous structure 
Upon performing this particle arrangement inside the RVE the volume is transformed into a 
three dimensional lattice to start the FE simulation of the hydration process. Usually the RVE is 
cubical with edge length of around 100 μm for ordinary Portland cement to fit larger particles. 
The lattice is generated with a resolution of 1 μm edge length. In difference to other existing 
models every single subdivision of the volume may contain cement, pore space and later also 
products at the same time. This description as a kind of local porosity distribution has several 
advantages. With this approach no binary distinction of solids and pore space volumes is made. 
Therefore the model gives an additional information on the structure below the resolution of the 
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system which is useful further steps. In this proposal a transformation from local porosity distri-
butions into pore size distributions accounting pore sizes below the resolution of the FE lattice is 
exemplified. 
 

2.4 Hydration process 
The hydration is described by several interacting model processes. A schematic representation 
of the model processes and phases is shown in figure 3. 

The starting process is the dissolution of the unhydrated cement on the reactive surface of the 
particles. Instead of the dissolved cement volume gel-porous inner products are formed. The 
dissolved cement is transported by a diffusion process into the capillary pore space and outer 
products are formed there. The processes are coupled by the status variables of the system: 
supply and concentration of dissolved cement and the capillary microstructure formed by the 
hydration itself. 

The implementation into a numerical simulation is performed on the basis of Fouriers law for 
diffusion processes extended by sources and sink terms. The basic efficiencies of the model 
processes are controlled by the model parameters. These parameters are independent of time 
and degree of hydration. They differ for various hardening temperatures and of course mineral 
compositions of the cement. The efficiency of the dissolution is directly coupled to the surface of 
the unhydrated cement and depends also on the concentration of the cement in the surrounding 
solution. The process is accounted as a source term in the model equation. The diffusion proc-
ess is activated by the gradient of dissolved cement in the pore solution. The diffusion coeffi-
cient is determined by the porosity and the tortuosity (see e.g. [8]). The formation of products 
depends on the concentration of dissolved cement and on the free capillary pore space. This 

 

Figure 3: Scheme of the basic model processes and phases 
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process is dissipating the unreacted cement. It is implemented as a sink term in the model 
equation. 

There are some model similarities with core-shell-models like HYMOSTRUC. But unlike this 
model the outer shell is not a homogenous layer of uniform porosity. The formation of products 
is controlled by the model processes and afford the formation of a diffuse capillary porous layer. 
The layers of adjacent particles are connected and interpenetrating, forming a capillary network. 
Another approach of smooth outer product shells containing capillary pores was used also in 
DUCOM [9]. In DUCOM the cement paste is substituted by the consideration of a single spheri-
cal particle in a cubical box. 

As mentioned above the basic model parameters control the efficiency of the processes dissolu-
tion, diffusion and formation. These parameters must be calibrated for different cements and 
hardening temperatures. The calibration procedure cannot be executed comparing measured to 
simulated structures. There is no procedure or measurement method available which is suited 
to compare calculated and measured local porosities (or comparables) in hardening cement 
pastes. Some promising stochastic methods and approaches are given in [10,11]. For calibra-
tion of the parameters the comparison of the measured and calculated development of the de-
gree of hydration depending on time was used. The hydration degree was measured in 
accordance to the approach of Powers & Brownyard on the basis of the amount of chemically 
bound water. As in their original approach and in the model proposed here the chemically 
bound water is assumed to be non-evaporable. The very early induction period was imple-
mented by a blockade of the reactive surface decaying temporarily. Its duration can be obtained 
by measurement of the heat release in the early period. 
 

2.5 Results 
In figure 4 an example of the measured and calculated development of the degree of hydration 
is shown. A Portland cement paste (CEM I 32.5 R) with a w/c-ratio of 0.42 under saturated 
hardening conditions was tested. In the cross sections the decreasing capillary porosity at three 
different degrees of hydration is depicted. The formation of diffuse outer product layers can be 
observed. Finer capillaries are included in the diffuse layer replacing the continuous coarse pore 
network. The products of different adjacent particles interpenetrate and form large and dense 
areas. 
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3 Transformed Pore Size Distribution Representation and Application 
3.1 Transformation of local porosities into pore radii 
A transformation from local porosities to pore size distribution offers some certain advantages, 
for instance, for the description of transport processes or for other subsequent models which 
are using cylindrical pore descriptions. The calculated local porosity distributions can be trans-
formed into local pore radius distributions. The idea underlying transformation is to assign a 
pore spectrum to the different element porosities, which is specific to this particular porosity. A 
direct approach is not available but can be derived from measured data on the basis of MIP. 
MIP is an often used experimental method for determination of the pore radius distribution. It 
supplies information on a wide spectrum of radiuses, but there are model limitations (parallel 
cylindrical pores) and some uncertainties. The sample preparation, here vacuum drying was 
used also to stop the hydration at certain points, is influencing the structure. Furthermore the 
measuring method itself is not as gentle. This side effects can not be neglected or corrected. In 
the approach introduced here the resulting differences from the MIP measurements are trans-
formed also into the calculated pore size distributions because the measurement data are im-
plemented to calibrate the transformation procedure. 

 

Figure 4: Development of the degree of hydration and capillary pore structure 
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Furthermore the result is influenced by the effect of ink-bottle pores, due to the 3D pore ar-
rangement. Large pore radiuses are often not correctly represented in the pore spectrum. In 
how far the larger pores are identified by smaller entrances can be determined approximately by 
a structural analysis of the calculated RVE, partly correcting the distortion produced by ink-
bottle pores. This additional information is limited to the element level. Therefore the compensa-
tion is only an approximation. The details of this procedure called virtual MIP are not illustrated 
here (please ref. [12]). An schematic overview on the transformation and the calibration of the 
transformation is given in figure 5. 

Thus cumulative radius distributions of the hardening cement paste can be determined, ap-
proximatively corrected by the effect of ink-bottle pores. Other effects that originate in the 
measuring process (MIP) and sample preparation cannot be eliminated. An example of calcu-
lated pore size distributions is given in figure 6. It can be seen that larger pore radiuses are dis-
closed by help of the correction of the ink-bottle effect. 
 

 

Figure 5: Transformation from local porosities into pore size distributions (schematic) 
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Figure 6:    Calculated pore size distribution w/o the influence of ink-bottle pores (w/c=0.42, 
20°C) 

3.2 Application to sealed conditions and the interfacial transition zone 
The model is applied to hardening under sealed conditions. Since the free water becomes 
bound in the course of hydration, the pore space is subject to a self-desiccation process. Pore 
desiccation starts at the large pore radiuses. To calculate the radiuses from the porosity distri-
bution, the transformation procedure introduced before is calibrated and used. In the desiccated 
pores, the hydration sub-processes slow down and stop. Measured and calculated values are 
for the degree of hydration are to be seen in figure 7. The calculated values are the results of 
the simulation by HydraFE for a cement paste with w/c=0.3; 20°C under sealed and saturated 
conditions. Previously the model was calibrated to the Portland cement used here under differ-
ent conditions – w/c=0.42 and saturated. This example demonstrates that the model once cali-
brated for the cement and the curing temperature can be applied to varied w/c-ratios and 
moisture conditions. 
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Consequently these pores can not be filled with hydration products and fairly large intercon-
nected capillary regions with large pore radiuses remain. The development is shown in the 
cross sections in figure 8. 

Furthermore in this application the formation of the microstructure within the interfacial transition 
zone (ITZ) was simulated. For this purpose, the wall effect in the ITZ was considered by means 
of an adjusted particle arrangement. From the start of the hardening phase the ITZ is character-
ized by a high porosity [13]. Results show that this zone is not completely filled with products 
throughout the entire hydration phase. In particular under sealed conditions, a high porosity in 
the ITZ has to be expected, since the larger pores are desiccating during the hydration phase 
inherently by the self-desiccation effect. Dependent on the w/c ratio the ITZ can be effective for 
several micrometers. Calculations have identified the ITZ to be a week point as confirmed under 
real conditions [14]. 

 

Figure 7: Development of the degree of hydration – measurements and simulation 

 
(white: empty capillary pore; grey: saturated capillaries; black: gelporous products and unhydrated cement) 

Figure 8: Capillary porosity development at ITZ under sealed conditions (w/c=0.3; 20°C) 
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4 Modelling the Autogenous Shrinkage of Portland Cement Paste 
4.1 Mechanism and model 
The autogenous shrinkage is the macroscopic measurable strain as the result of the chemical 
shrinkage caused by the hydration of the cement. The chemical shrinkage leads to an internal 
self-desiccation. The occurring deformations can be illustrated by the three main models for the 
driving forces of shrinkage: surface tension, disjoining pressure, capillary tension. 

In the last years several authors tried to calculate the autogenous shrinkage of cement pastes. 
Most of the approaches are using the Laplace law for the calculation of tensile stresses in cylin-
drical pores [e.g. 15,16,17]. Therefore the autogenous shrinkage models are reduced to the 
effect of capillary tension – also for the sake of simplicity. The capillary tension is applied to a 
solid skeleton of hydration products and unhydrated cement. Reviewing the approaches follow-
ing this straight idea two main problems can be identified: How to obtain the saturated capillary 
radius and how to implement the non-linear and viscoelastic behaviour of the skeleton. In this 
study the main objective is to obtain the calculated (and measured) pore size distributions from 
the microstructure model as a parameter for the modelling of the autogenous shrinkage on the 
basis of the Laplace law assuming a linear elastic description of the material behaviour. Fur-
thermore the autogenous shrinkage of Portland cement paste is measured at different w/c-ratios 
using an internal sensor with ,,zero’’ stiffness based on displacement transducers. Some results 
are shown in figure 9. 
 

4.2 Application 
In [15] the basic model for autogenous shrinkage of cement paste regarding the capillary ten-
sion and linear elastic behaviour is given and explained. The model equations can be summed 
up to: 

 
 
The following state variables of the model for the hydration and formation of microstructure are 
known or calculable at each time step: degree of hydration, amount of hydrated cement, prod-
ucts, bound water, chemical shrinkage, porosity distribution and pore size distribution (using the 
MIP for calibration). Due to this the main parameters for the calculation of the capillary tension 
can be obtained. Additionally the pore size distribution and the chemical shrinkage according to 
different degrees of hydration can be controlled by measurements. The elastic modulus was 
measured directly and not calculated implementing existing models to keep the number of un-
known model parameters and uncertainties as small as possible. 
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4.3 Results 
In figure 10 the saturated radius vs. time calculated from the pore size distribution and the vol-
ume of the chemical shrinkage out of the hydration model is presented. It can be seen that the 
radius drops after 500 hours down to approximately 35 nm for w/c=0.3. 

A much smaller radius than this cannot obtained out of the model because at this time free cap-
illary water is not available – the hydration is stopped already however unreacted cement cores 
are still existing. The saturated radius is calculated using the pore size distribution and the vol-
ume of chemical shrinkage. The coarse pores are emptied first. The total porosity from the MIP 
or simulation contains the complete capillaries and approximately the half of the volume of the 
gel pores. This gel volume was dried during the sample preparation. Due to this modification 
also structural changes of the pores occurring and the volume is entrained by the MIP as well. 
This means the pore size distribution contains falsification - it cannot be retraced here which 
pore radii and volumes are affected. Therefore ideas for correction of this effect cannot be vali-
dated and should not be developed at this point. 

The calculated autogenous strains are in the order of 10 times smaller than the measured val-
ues (see fig. 9). Some reasons can be named to explain the differences between calculation 
and measurement. The underlying description of the microstructure must be improved to iden-
tify the saturated capillary radius more exactly. Furthermore the other driving forces and a vis-
coelastic mechanical behaviour must be regarded. To identify and explain the important 
parameters it would be better to divide, measure and validate the single effects. Therefore it 
seems to be recommended to focus some of the future work on a better description of the mi-
crostructure. The microstructure model should be validated using more precise and direct 
methods. Gathering a reliable structure - processes causing the shrinkage can be identified and 
modelled. Fitting the ,,virtual’’ structure or other parameters to the measurements of effects like 
shrinkage will be an easier way – however this will not lead to a better understanding of the ac-
tually governing physical processes and not to a more generally applicable description of the 

 

Figure 9: Calculated and measured auto-
genous strains (20°C) 

Figure 10: Calculated saturated pore radii vs. time 
under sealed conditions (20°C) 
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structure and subsequent solutions. Regardless of the differences between measurements and 
simulation in the next section the modelling of autogenous shrinkage for mortar is presented. 
 

5 Modelling the Autogenous Shrinkage of Mortar 
The autogenous shrinkage of mortar is described by a 2D finite element model. The material 
consist of three different phases: the hardening and shrinking paste, the less denser interfacial 
transition zone (ITZ) and the solid aggregates. 
 

5.1 Setup and input data 
To keep the influence of the aggregates in the numerical model and in the experimental obser-
vations manageable glass beads of two different diameters (0.5 and 1.0 mm) made of alkali-
resistant glass are chosen. The elastic modulus and the autogenous shrinkage strain of the 
paste was obtained by the measurements directly (s. fig. 11). The thickness of the ITZ was es-
timated using the results of the simulation performed by the hydration model introduced in the 
first part. Three different contents of glass beads are examined for both aggregates diameter. 
The w/c-ratio was set to 0.3 at a hardening temperature of 20°C under sealed conditions. 

5.2 Implementation 
Two-dimensional cuts of 3D-mortar-RVEs are generated (fig. 15). The aggregates are placed 
randomly inside the volume and continued cyclically at the element boundary. The spherical 
aggregates are surrounded by an ITZ-shell with the thickness of 20 μm. The thickness is as-
sumed to be constant after the first 20 hours of hydration when the calculation of the autoge-
nous shrinkage starts. The thickness of the ITZ was estimated from the development of the 
capillary porosity during the hydration in a RVE regarding the wall effect which leads to a locally 
higher w/c-ratio (fig. 12). All mechanical material models are linear elastic. The elastic modulus 
of the ITZ is set to approximately 50% of the elastic modulus of the paste. The calculations are 
carried out using a two-dimensional finite element model. The measured autogenous shrinkage 
of the paste was applied as a load to the cement paste matrix only.  

  

Figure 11: Measured autogenous strains (left) and elastic modulus (right) of the cement paste 
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Additional studies are performed to calculate the resulting elastic modulus of the mortars for 
comparison with the measurements. A picture of a typical 2D-FE model can be seen in fig. 14. It 
was mentioned that an exact specification of the mechanical behaviour and of the thickness of 
the ITZ was not necessary in this study. The simulation results and the measurements are in a 
good agreement (s. fig. 13). The influence of variations of the ITZ-parameters is relatively low at 
low w/c-ratios with a dense matrix and solid aggregates dominating the system (ref. [18]). 
 

 

Figure 12:  Development of the capillary porosity in the RVE vs. time and distance to mod-
elled aggregate boundaries 

 

  

Figure 13:  Measured and calculated elastic modulus of mortars (average values) 
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Figure 14:  FE-model and mesh for the calcu-
lation of the elastic modulus 

Figure 15: Typical cut of the 3 phases 
mesoscale mortar model regard-
ing aggregates, ITZ and paste 

 
5.3 Results 
The measured and the calculated development of the autogenous shrinkage is to be seen in 
fig. 16. The absolute values are slightly overestimated by the calculations. However the charac-
teristic development can be found in measurements and simulation as well. Furthermore the 
differences between the three different mortar compositions containing different volume frac-
tions of aggregates are similarly reproduced by the model. 

In comparison the mortars with 0.5 millimeter glass beads and with 1.0 millimeter glass beads at 
the same volume ratio of aggregates/total volume show no significant differences neither in 
measurements nor in the simulation. The mortar composition with the smaller 0.5 mm beads 
has got an ITZ-volume content which is approximately twice as the mortars with 1 mm glass 
beads. This supports the statement previously made that the variation of volume ratio of the ITZ 
at small ITZ-thickness and contents does not strongly influence the autogenous shrinkage. 
 

  

Figure 16: Measured and calculated autogenous shrinkage of mortars (average values) 
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The model is strictly linear elastic. Furthermore the local w/c-ratio of the paste is distorted by the 
spatial aggregate distribution. The calculation is not taking into account such local effects. In-
stead of this the average of previously measured values (fig. 11) of the autogenously shrinking 
paste was applied. Therefore several improvements can be implemented in future to correct this 
simple model and to sharpen the results. 
 

6 Conclusions 
6.1 Modelling the hydration and formation of microstructure 
The proposed model allows a large part of the capillary porosity in the hardened cement paste 
to be shown as a three-dimensional structure. Starting from the fresh cement paste, the struc-
ture is calculated as a function of the hydration period regarding the initial and the hardening 
conditions (w/c ratio, particle size distribution, moisture saturation, temperature) using a discrete 
lattice by means of the FEM. The result is a 3D local porosity distribution. Although this distribu-
tion is linked to the dissolution of the FE lattice, it makes no clear distinction into solids or pore 
space. This is why individual elements differing in porosity and phase composition are possible. 

In an additional computation process, the porosity distribution can be transformed to the distri-
bution of radiuses. For this transformation the results of MIP measurements are used, partly 
corrected for the influence of ink-bottle pores. 

The intention of this paper is to contribute to the development of a virtual laboratory for building 
material research. In particular the measuring instrumentation required to determine and de-
scribe the multi-scale pore structure is a field requiring additional effort. A more realistic and 
generally applicable micro-structure model could contribute enormously if it is applicable without 
limitation restrictions and permits validation on the structure level, which is not yet available 
without certain reservations. 
 

6.2 Mesoscale modelling 
With the need of a more generally applicable model of the microstructure of cement paste the 
next advancing steps are faced already to model the behaviour of mortar. In this approach the 
calculation of the elastic modulus and the development of the autogenous shrinkage are dem-
onstrated. To keep the number of parameters as small as possible a simple linear elastic model 
was used. The description of behaviour on the mesoscale was implemented by means of a two-
dimensional finite element model. The results were validated by means of measurements. It 
could be shown that the simulation fits the measurements well within certain limits. The accu-
racy depends on the model – for the sake of manageability a reduced approach was used here. 
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Modeling the properties of pore solutions in porous building 
materials 

Summary 
Salts in porous building materials are not only a major cause of decay but also affect the hygric 
and capillary transport properties of such materials. The present paper reports the use of ther-
modynamic models to represent the properties of aqueous pore solutions that are required in 
humidity and moisture (HAM) transport models. The models are based on the Pitzer ion interac-
tion approach and are used to predict the activities of water and dissolved ions, the density and 
the heat capacity of mixed electrolyte solutions that are typically found in building materials. 
Different levels of accuracy are required for these properties in HAM models. In the case of the 
activity calculations a high level of accuracy is required to guarantee an accurate prediction of 
phase equilibria in pore solutions and an extended Pitzer model had to be used. The calculation 
of solution densities is less critical and the use of a simplified Pitzer model neglecting the ion 
interactions in mixed solutions was possible. Finally, a further simplification of the Pitzer model 
equations proved to be sufficient for the calculation of heat capacities still leading to satisfactory 
model results for the use with HAM models. 
 
Keywords: thermodynamic modeling, pore solutions, water activity, activity coefficients, density, 
heat capacity 

1 Introduction 
The crystal growth of salts in porous building materials is generally considered as a major cause 
of damage of such materials. Salts do also influence the hygric properties of building materials. 
For instance, due to their hygroscopicity salts strongly affect the sorption isotherm of a material 
and dissolved salts alter the capillary transport properties, e.g. solution density and viscosity, of 
the pore liquid. Finally, salts present in crystalline form change the pore structure, i.e. the pore 
size distribution and permeability of materials. Therefore, in heat, air and moisture transport 
models (HAM) for the evaluation of the hygric behavior of building materials and structures, an 
accurate representation of the behavior of salts and salt mixtures is required [1]. This includes 
(1) an appropriate model for the representation of the thermodynamic properties of aqueous 
pore solutions and (2) the ability to treat the relevant solid–liquid phase equilibria. 
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The relevant thermodynamic properties include the activities of water and dissolved ions and 
the solution density and thermal properties of pore solutions such as the heat capacity. In geo-
chemical modeling the molality-based Pitzer formalism [2] was successfully applied in chemical 
equilibrium models [3] for the representation of thermodynamic properties of natural waters. 
Most of the available databases of model parameters are used to calculate sulfate and chloride 
solubilities in concentrated brines. However, only few models include nitrates which are quite 
often found as contaminant salts in building materials. It was shown previously that existing pa-
rameters may cause erroneous results if applied for the prediction of solubilities in mixed solu-
tions containing chloride and nitrate at high ionic strength [4]. The ion interaction approach has 
been also used for the calculation of densities [5,6] and heat capacities [7,8] in electrolyte solu-
tions. 

In the present work we report on molality-based Pitzer models for the calculation of activities, 
densities and heat capacities in mixed electrolyte solutions. A highly accurate representation of 
activity coefficients and water activities in mixed solutions is required for an accurate prediction 
of phase equilibria in mixed solutions. Therefore, the model used is an extended Pitzer ion inte-
raction model including the full set of binary and ternary parameters from the temperature of 
freezing to about 50 °C. No simplifications of the model to improve the computational efficiency 
could be introduced without significant loss of accuracy in the prediction of phase equilibria. In 
contrast, several simplifications of the original ion interaction equations were used while still 
allowing for a sufficiently accurate prediction of solution densities and heat capacities. 
 

2 Theoretical background 
2.1  Equilibrium constants and ion interaction approach 

Given a salt of composition M=MX=X·=0H2O consisting of =M positive ions M of charge zM, =X 
negative ions X of charge zX and =0 molecules of water the equilibrium constant KMX of the dis-
solution reaction is given by 

 = = = $ = $ =� 
 
 
 
MX M M X X M M X X 0 wln ln ln ln ln lnK m m a  (1) 

where mM, mX, $M and $X represent the molalities and activity coefficients of the cations and 
anions, respectively, and aw is the water activity defined as 

 &� � �w wln i
i

a M m  (2) 

where & is the osmotic coefficient and Mw = 1.801528 · 10–2 kg · mol–1 is the molar mass of wa-
ter. Thus, the calculation of solubility equilibria requires the knowledge of the activity and osmot-
ic coefficients as a function of composition and temperature. An appropriate thermodynamic 
model to calculate these properties of concentrated solutions is based on the ion interaction or 
Pitzer formalism. 
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Details of the model are not discussed here but may be found in reference [1]. Briefly, the Pitzer 
equations are used to represent the excess Gibbs energy of electrolyte solutions. The equations 
incorporate an extended Debye-Hückel limiting law and a virial expansion representing short 
range ionic interactions. In its original form only second and third virial coefficients are consi-
dered and the ionic strength dependence of the third virial coefficient is neglected. Expressions 
for activity and osmotic coefficients are obtained from appropriate derivatives of the Gibbs free 
energy equation. The equations are summarized in reference [4]. 

The virial coefficients are treated as empirical quantities, hence, they must be evaluated from 
experimental data. The adjustable parameters are the binary interaction parameters C(i) and C& 
and the ternary interaction parameters � and B. The set of parameters C(i) represents the ionic 
strength dependence of the second virial coefficient. The binary interaction parameters are eva-
luated from thermodynamic data of binary solutions. The ternary interaction parameters are ob-
tained from experimental data of simple mixtures containing only three different ions, i.e. 
mixtures of two salts with a common ion. Once all binary and ternary interaction parameters are 
evaluated, the equations may be used to predict activity and osmotic coefficients in mixed elec-
trolyte solutions of any composition.  

Comprehensive reviews of the Pitzer ion interaction approach and the form of the equations 
used for the calculation of volumetric quantities can be found elsewhere [5]. The total volume V 
of a multiple-solute electrolyte solution is given by 

 � 
 
�0 0 ex
1 1 i i

i
V nV nV V  (3) 

where o
1V  is the molar volume of water, 0

iV  are the partial molal volumes of the ions i in solution 

at infinite dilution, n1 and ni are number of moles of water and dissolved ions, respectively, and 
Vex is the excess volume of the mixed solution. Using the molal concentration scale 

 � 
 
� 0 ex
w1000 i i

i
V v mV V  (4) 

where mi are the molalities of the ions in solution, and vw is the specific volume of water. The 
excess volume Vex is the pressure derivative of the excess Gibbs energy. Hence, the ion inte-
raction equations for volume calculations are obtained by taking the appropriate derivation of 
the interaction equation for the excess Gibbs energy [5]. These equations contain the empirical 
parameters for binary and ternary interactions which are given as the pressure derivatives of the 
binary (C(i) and C&) and the ternary (� and B) interaction parameters as discussed before. Sev-
eral authors have shown that there is only a small influence of the ternary interaction parame-
ters [5,9]. Krumgalz et al. [9] also found that most of the available experimental data are not 
sufficiently reliable to allow for the determination of mixing parameters. Hence, for the purpose 
of the present work, it was decided to omit the mixing terms. 

Using the full expression of the ion interaction model of mixed solutions with many different ions 
leads to a set of rather cumbersome equations that might affect computational efficiency which 
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is undesirable if this model is to be incorporated into a HAM model. It has been shown in pre-
vious work however, that the activity coefficient model cannot be simplified without considerable 
loss of accuracy in the prediction of phase equilibria. As the calculation of solubilities and freez-
ing temperatures is the main purpose of the activity model, any loss of accuracy is not accepta-
ble. The calculation of densities is much less critical in this respect and it will be shown below 
that there is still excellent agreement between experimental and calculated densities of multi-
component mixed solutions without using the mixing parameters. 

HAM models also require the heat capacity of pore solutions. A review of the Pitzer ion interac-
tion approach and the form of the equations used for the calculation of heat capacities can be 
found elsewhere [2,7,8]. Using the molal concentration scale the heat capacity cP of a mixed 
solution is given by 

 

 


�
�
�

,w ,1000

1000+

� �
P i P i

i
P

i i
i

c m C J
c

m M
 (5) 

where ,w
�
Pc  is the specific heat capacity of water, ,

�
P iC  is the partial molar heat capacity of dis-

solved ions, Mi is the molar mass of the ions and J is the excess heat capacity calculated with 
the ion interaction approach [2,7,8]. Compared to other sources of error in HAM models, the 
modeling of heat capacities in mixed pore solutions is considered less critical. Therefore, a sim-
plified model approach was selected in the present work for the calculation of heat capacities. 
First, the ternary parameters for the heat capacity were omitted. Second, considering the limited 
temperature range relevant to building materials, i.e. –40 to +40 °C, we decided to neglect the 
temperature dependence of the heat capacity parameters. As will be shown below however, 
there is still reasonable agreement of experimental heat capacities and the model predictions. 
 

2.2 Determination of model parameters 
The salt systems in building materials are complex mixtures typically containing the chlorides, 
nitrates and sulfates of sodium, potassium, magnesium and calcium. Hence, model parameters 
for the calculation of activities and solubilities are required for mixed solutions in the Na+–K+–
Mg2+–Ca2+–Cl––NO3

––SO4
2––H2O system from the temperature of freezing to about 40 °C. Apart 

from calcium sulfate all binary salts in this system are highly soluble. Because of its low solubili-
ty, calcium sulfate is far less mobile in building materials than any of the other commonly found 
soluble salts [10]. The mobility of a salt may be conveniently defined as the total amount of salt 
present in the pore space that can just be dissolved, if the pore space is completely filled with 
water. For example, in a natural stone with a water accessible porosity of 10%, the mobility of 
gypsum is only about 0.1 g kg–1 while, in the same material, the mobility of NaCl is 14 g kg–1 
[11]. Typically, the concentration of calcium sulfate in historic masonry exceeds its mobility by 
several orders of magnitude. Hence, only a very small fraction of calcium sulfate present in the 
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pores can be dissolved, even if the pore space is saturated with water. In other words, gypsum 
once deposited in the pore space of a building material is essentially immobile. 

In effect, high concentrations of calcium and sulfate in pore solutions cannot occur at the same 
time and the model system can be simplified assuming that only one of these ions, calcium or 
sulfate, can be present as a major constituent of the salt mixture in building materials. This re-
sults in two possible salt systems, the Na+–K+–Mg2+–Cl––NO3

––SO4
2––H2O system and the Na+–

K+–Mg2+–Ca2+–Cl––NO3
––H2O system, for which the ion interaction parameters were deter-

mined. The parameterization included both the determination of the Pitzer parameters for these 
systems in the temperature range of interest and the determination of the equilibrium constants 
in Eq. (1), i.e. the thermodynamic solubility products of all possible solid phases. These include 
simple anhydrous binary compounds such as KCl, different hydrated forms of these salts, e.g. 
the magnesium sulfate hydrates, and a large number of double salts such as darapskite 
(Na3NO3(SO4)·H2O) schoenite (K2Mg(SO4)2·6H2O), glaserite (K3Na(SO4)2) and astrakanite 
(Na2Mg(SO4)2·4H2O). Details of the determination of the model parameters are provided else-
where [4,12]. 

To a large extent, the model parameters for the density model were taken from an earlier study 
that was based on a compilation of the experimental data available until about the end of 1996 
[6]. The resulting database was very satisfactory in the case of the chlorides and sulfates. How-
ever, much less accurate data was available for the nitrates. This is the most likely reason why 
earlier models for the calculation of densities in mixed electrolyte solutions do not include ni-
trates. For the present study, we have updated the database of model parameters as new expe-
rimental data was available for aqueous NaNO3, KNO3 and Mg(NO3)2. It turned out that a 
significant improvement of the earlier treatment could only be achieved in the case of NaNO3 
and Mg(NO3)2. The parameterization included the determination of a consistent set of partial 
molar volumes at infinite dilution in the Na+–K+–Mg2+–Ca2+–Cl––NO3

––SO4
2––H2O system and 

the binary interaction parameters for all possible binaries in this system. Details of the parame-
terization are provided elsewhere [12]. 

As pointed out before, a very simple, computationally efficient model for the calculation of heat 
capacities in mixed solutions was established. An equation given by Kell [13] was used to calcu-
late the specific heat of water ,w

�
Pc  as a function of temperature. The temperature dependence 

of the partial molar heat capacities of the dissolved ions, ,
�
P iC , and of the interaction parameters 

in the excess heat capacity J was neglected. Values of ,
�
P iC  at 25 °C were taken from Criss and 

Millero [7,8]. The binary interaction parameters for NaCl(aq), KCl(aq), KNO3(aq), K2SO4(aq), 
MgCl2(aq) and CaCl2(aq) were taken from the compilations of the same authors. For the remain-
ing salts the existing parameters could not be used as they are only valid for dilute solutions. 
Interaction parameters for NaNO3(aq), Na2SO4(aq), Mg(NO3)2(aq), MgSO4(aq) and 
Ca(NO3)2(aq) were determined from available experimental data together with the ionic partial 
molar heat capacities of Criss and Millero [7,8]. In this treatment the interaction equations were 
used in their conventional form as listed in reference [2]. Due to the low solubility of CaSO4 its 
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contribution to the excess heat capacity is negligible and all interaction parameters were as-
signed a value of zero. 
 

3 Results and discussion 
The determination of the model parameters in a Pitzer type ion interaction model requires expe-
rimental data for binary electrolyte solutions and simple ternary mixtures, i.e. solutions contain-
ing only three different ions, to determine the binary and ternary model parameters. The 
particular strength of the model lies in the fact that, once the binary and ternary parameters are 
determined, the model can be used to predict the properties in mixed solutions of complex 
composition. In the following sections the ability of the various models for such calculations is 
demonstrated and a discussion of the model limitations is provided. 
 

3.1 Calculation of activities and phase equilibria 
A detailed discussion of the parameterization and validation of the model for the calculation of 
water and ion activities in binary and mixed electrolyte solutions is provided in references [4], 
[12] and [14]. As an example, Figure 1 depicts the results of the parameterization of the model 
for a ternary system, i.e. the solubilities in the NaCl–NaNO3–H2O system. The symbols 
represent the literature data that were used for the determination of the ternary model parame-
ters. There is very good agreement between calculated and experimental solubilities confirming 
that the model equations provide for an excellent reproduction of the activities in mixed solu-
tions even at very high ionic strength. 

The calculation of solubilities is based on the simultaneous solution of a set of mass action and 
mass balance equations. The mass action expressions are the solubility constants of the disso-
lution reactions (Eq. 1). The mass balance equations include the total charge balance: 

 M M X X
M X

| |z m z m�� �  (6) 

The set of Eqs. (1) and (6) can be simultaneously solved for the unknown molalities by Newton-
Raphson iteration yielding initial values mi

(0) for the equilibrium molalities of all ions i in the solu-
tion. At this point of the calculation the present ion interaction model is used to correct for the 
non-ideality, i.e. the calculation of activity coefficients $i and the water activity aw.  
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Figure 1: Solubilities of NaCl and NaNO3 at the invariant points in the NaCl–NaNO3–H2O ter-
nary system; symbols represent literature data, lines are calculated solubilities. 

The Newton-Raphson iteration is repeated using the activities, ai
(0) = $i

(0)mi
(0), and the water ac-

tivity, aw
(0), as starting values, yielding new molalities mi

(1) which are used to calculate $i
(1) and 

aw
(1). This procedure is repeated until satisfactory convergence in all $i and mi is obtained. 

While binary and common ion ternary experimental data are used to determine all model para-
meters, data from more complex systems are used to validate the model. Therefore, the model 
can be tested by comparing predicted solubilities with the available data of mixed systems con-
taining more than three ions. We have used the model to calculate the solubilities at 25 °C in 
quaternary reciprocal systems for which experimental data are available. Figure 2 depicts a 
comparison of calculated and experimental solubility data in the systems Na+–K+–NO3

––SO4
2––

H2O and Na+–K+–Cl––NO3
––H2O. All possible solution compositions in this system can be ex-

pressed as the contribution of each cation to the total amount of positive charges, e.g. x(K+), 
and the contribution of each anion to the total amount of negative charges, e.g. x(NO3

–) (Jae-
necke projection). There is good agreement between the model calculations and the experimen-
tal data. It should be noted that the calculated solubilities are true model predictions since 
solubility data of reciprocal systems were not used in the parameterization of the model. The 
lines in the interior of the square diagram (Fig. 2) are the saturation curves for solutions coexist-
ing with two solid phases. They define the crystallization fields of the stable solids at 25 °C, i.e. 
NaNO3, KNO3, Na2SO4·10H2O, Na2SO4 and the double salts NaNO3·Na2SO4·H2O and 
Na2SO4·3K2SO4. The intersections of the lines in Fig. 2 are the invariant points of the system 
representing the compositions of solutions in equilibrium with three solid phases, which is the 
maximum number according to the Gibbs phase rule. 
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Figure 2: Calculated solubilities (—) in the Na+–K+–NO3
––SO4

2––H2O (left) and in the Na+–K+–
Cl––NO3

––H2O (right) reciprocal systems at 25 °C compared to experimental data 
[15–18]; x(K+) and x(NO3

–) are charge equivalent fractions of K+ and NO3
– in satu-

rated solutions (redrawn from reference [4]). 

Excellent agreement of calculated and experimental solubilities is also obtained for the Na+–K+–
Cl––NO3

––H2O system at 25 °C. This system is considerably less complicated since there are 
no double salts that form in mixed solutions and none of the four salts forms hydrates at near 
ambient temperatures. The model performs very well for this system in the entire temperature 
range from –25 to +40 °C that is relevant to building materials. At higher temperatures, prob-
lems may arise if the model is used with highly concentrated solutions [4]. 

Another important application of the activity model is the calculation of freezing temperatures of 
pore solutions. A detailed description of the application of the model for such calculations is 
provided in reference [19]. Briefly, for ice and liquid water at equilibrium the equilibrium constant 
Kice is given as: 

 ice w,iceK a�  (7) 

where aw,ice is the water activity of a solution in equilibrium with ice. Freezing temperatures are 
used for the determination of the model parameters, thus, the model can be used for the predic-
tion of the freezing temperatures in binary and mixed salt solutions. As an example, Fig. 3 de-
picts the results of freezing temperature calculations. The left diagram shows the freezing 
temperature curve and the saturation humidities of a number of salts that are commonly found 
in building materials. The shaded area represents the stability field of ice. A solution at subzero 
temperatures cannot exist at water activities above the saturation water activity, aw,sat, of ice. 
The water activity of a salt solution decreases with increasing concentration, thus, there is a 
freezing temperature depression with increasing salt concentration. 
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Figure 3: Freezing temperatures in salt solutions. Left diagram: freezing point depression and 
saturation humidities in binary salt solutions: (1) K2SO4, (2) KNO3, (3) MgSO4·7H2O, 
(4) KCl, (5) NaNO3, (6) NaCl·2H2O, (7) NaCl, (8) Ca(NO3)2·4H2O, (9) CaCl2·6H2O. 
Right diagram: solubilities (—) and freezing points (– – –) at –20, –15, –10 and –
5 °C in mixed NaCl–NaNO3 solutions (redrawn from reference [19]). 

The maximum concentration or minimum water activity of a salt solution at a given temperature 
is limited by the solubility of the salt. The equilibrium humidities of the saturated solutions of 
several salts are also shown in Fig. 3 (curves 1–9). At relative humidities below these deliques-
cence curves the respective crystalline salts are stable, while above the deliquescence curve 
the solution is the stable phase. Due to their very high solubility the concentrated solutions of 
the calcium salts Ca(NO3)2·4H2O and CaCl2·6H2O cause substantial depressions of freezing 
temperatures. In contrast, less soluble and less hygroscopic salts such as most sulfates, K2SO4 
and MgSO4·7H2O in Fig. 3, only cause a minor freezing temperature depression. 

The situation is slightly more complicated in salt mixtures as the water activity and, particularly, 
the saturation humidities of mixed solutions depend on the mixture composition. This is illu-
strated in the right diagram in Fig. 3 for a salt mixture containing NaCl and NaNO3. The range of 
stable existence of a solution in this system is limited at low concentrations by the crystallization 
of ice (dashed freezing curves), and, at high concentrations by the crystallization of one of the 
two salts (thin black solubility isotherms). For instance, the hatched area in Fig. 3 indicates the 
range of stable existence of a solution at –20 °C. With increasing temperature there is an in-
crease in the solubility of both NaNO3 and NaCl·H2O, hence the solution field extends to higher 
molalities m (cf. isotherms at –20 °, –15 °C, –10 ° and –5 °C). The limit to low molalities is given 
by the freezing temperatures which are decreasing with increasing molality as shown by the 
freezing curves at –5 °C, –10 °C, –15 °C and –20 °C. 
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3.2 Calculation of densities 
In the parameterization of the density model we have only included the binary interaction para-
meters including their temperature dependence. The model parameters are valid to about 
100 °C. The typical relative standard errors of the fit range from 0.01% for K2SO4(aq) to about 
0.2% for Mg(NO3)2(aq). As typical examples, a comparison of calculated and experimental den-
sities of solutions of KCl(aq) and CaCl2(aq) are shown in Fig. 4. It is obvious that there is excel-
lent agreement over the entire temperature and concentration range. In the case of CaCl2(aq), 
there is some cyclic deviation of the residuals indicating a minor degree of systematic bias. 
However, for the purpose of the present study the quality of the fit is quite satisfying and any 
further improvement would unnecessarily complicate the equations. 

Test calculations carried out for mixed solutions confirmed that the present density model, though 
omitting the mixing parameters, provides a very satisfactory reproduction of experimental densities 
of mixed solutions. Table 1 lists the standard errors of the calculated densities compared to availa-
ble high quality experimental data for a number of mixed systems. In all cases the model predictions 
are very close to the experimental results and the standard errors are only slightly higher than for 
single electrolyte solutions. Nonetheless, closer inspection reveals a very small systematic deviation 
depending on the mixing ratio and indicating that the model might be further improved by the inclu-
sion of mixing parameters. However, there is a lack of such accurate experimental data that are 
required for the parameterization of the large number of possible ternary subsystems in the Na+–K+–
Mg2+–Ca2+–Cl––NO3

––SO4
2––H2O system that is relevant to building materials. Also, for the purpose 

of this research, there is clearly no need for further refinement of the model. 

Table 1: Standard errors of calculated densities in mixed solutions 

mixed solution � / g·cm–3 T / °C source of data 

NaCl–Na2SO4 4.28E-04 5–95 [20,21] 
 1.61E-04 5–95 [22,23] 

NaCl–KCl 8.72E-04 5–95 [20,21] 
NaCl–MgCl2 7.32E-05 5–95 [22,23] 

Na2SO4–MgSO4 1.69E-04 5–95 [22,23] 
Na2SO4–K2SO4 1.52E-03  [20,21] 

KCl–K2SO4 1.85E-04 5–95 [20,21] 
MgCl2–MgSO4 1.46E-04  [22,23] 

NaCl–K2SO4 2.89E-04 5–95 [20,21] 
Na2SO4–KCl 2.94E-04 5–95 [20,21] 

NaCl–MgSO4 2.08E-04 5–95 [22,23] 
Na2SO4–MgCl2 1.76E-04 5–95 [22,23] 

NaCl–KCl–MgCl2–CaCl2 1.56E-04 10–40 [24] 
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Figure 4: A comparison of experimental and calculated densities of binary aqueous solutions 
of KCl and CaCl2.  
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Figure 5: Calculated and experimental solubilities in the mixed system NaCl–KCl–H2O (left) 
and densities d of saturated solutions (right) at 20 °C; x(Na) is the mole fraction of 
NaCl in the mixed saturated solutions; symbols represent experimental data [17]. 

Combining the density model and the activity model it is possible to calculate both solubilities 
and densities in mixed solutions. As an example, the results of such calculations for mixtures of 
aqueous NaCl and KCl at 20 °C are shown in Fig. 5. Symbols represent experimental data [17]. 
The curves are calculated solubilities and densities using the activity and the volumetric model, 
respectively. In both cases, there is excellent agreement with the experimental data. In the case 
of the activity data, the experimental data shown were used in the model parameterization since 
the ternary interaction parameters are required for the accurate reproduction of activity coeffi-
cients in mixed solutions. However, the calculated densities are true model predictions and con-
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firm that the models can be used for the prediction of both phase equilibria and volumetric prop-
erties of mixed pore solutions. Such calculations are helpful to assess the volume changes dur-
ing phase transitions of salts in porous materials [25]. 
 

3.3 Calculation of heat capacities 
Experimental heat capacities of single salt solutions are useful experimental data for the deter-
mination of the binary interaction parameters in the activity model. Hence, such data were also 
used in the parameterization of the present model. This is illustrated in Fig. 6 for aqueous so-
dium sulfate at various temperatures. The experimental heat capacities shown were used in the 
determination of the binary model parameters of Na2SO4(aq) as described in detail in reference 
[14]. It is obvious that the binary parameters provide an excellent reproduction of the experi-
mental data over the entire range of temperature and composition.  

The prediction of heat capacities in multicomponent solutions results in quite complicated equa-
tions very similar to the equations used for the calculation of activities and densities, i.e. includ-
ing a large number of binary and ternary interaction parameters, the partial molar heat 
capacities of all dissolved ions, and, the temperature dependence of all model parameters. It 
has been shown in the case of the density model that simplifications of the interaction equations 
are possible without introducing unacceptable large error. Considering typical sources of error in 
HAM models, errors in the order of a few percent in the calculation of heat capacities of pore 
solutions appear to be unproblematic. On the other hand, a computational efficient algorithm is 
highly desirable if the model is to be implemented into a HAM model. 

We have therefore tried to use a considerably simplified form of the heat capacity equations. 
First of all, due to the paucity of the available experimental data and the very small influence of 
triple ion interactions the ternary parameters were also neglected in the heat capacity model. 
Second, it can be seen from Fig. 6 that there is only a rather small influence of temperature on 
the heat capacity of aqueous Na2SO4. In fact, the change of the heat capacity of Na2SO4(aq) in 
the temperature range 25–100 °C does not exceed 1.5% at any concentration. Considering the 
rather limited temperature range relevant to building materials, we tested a model in which the 
temperature dependence of both the binary interaction parameters and the ionic partial molar 
heat capacities are neglected. The model was tested with available experimental data for mixed 
solutions in the Na+–K+–Mg2+–Ca2+–Cl––H2O system at high concentration [26]. From the results 
of these calculations shown in Fig. 7 it is obvious that neglecting the mixing parameters and the 
temperature dependence of the binary model parameters introduces some error in the repro-
duction of the experimental data at high concentration. Nonetheless the maximum errors of the 
calculated heat capacities hardly exceed about 2% relative deviation which is still considered 
acceptable. 
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Figure 6: Heat capacities of aqueous sodium sulfate solutions at 25 °C, 51 °C, 76 °C and 
100 °C; symbols are experimental data [27–33], lines are calculated using the binary 
model of Steiger and Asmussen [14].  
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Figure 7: Percentage deviation of calculated from experimental [26] heat capacities in a NaCl 
reference solution (m = 2.33 mol·kg–1) and in mixed solutions containing NaCl, KCl, 
MgCl2 and CaCl2 at two different ionic strengths I. 
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4 Conclusions 
The Pitzer ion interaction equations provide an appropriate tool for the modeling of thermody-
namic properties of multicomponent pore solutions in building materials. A model for the predic-
tion of phase equilibria in such solutions requires the full parameter model including the binary 
and ternary interaction parameters. Such a model was parameterized in the present study and 
is now available for the accurate prediction of water and ion activities in mixed solutions. A 
slightly simplified yet still very accurate model for the calculation of densities of such solutions 
was also parameterized and validated. This model neglects ternary parameters. Finally, a very 
simple model is provided for the calculation of heat capacities in mixed pore solutions of build-
ing materials to within about 3%. All model parameters of the activity model and the density 
model are published [4] or will be available in the open literature in the near future [12]. Com-
puter programs as C++ libraries and MS-Excel spreadsheets are also available (see references 
[4] and [14] and future publications) and are implemented in advanced models of our collabora-
tors [1,34]. The parameters of the heat capacity model are available from the authors upon re-
quest. 
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Phase equilibria in mesoporous materials 

Summary 
Phase equilibria in mesoporous materials are affected by the curvature of the vapor–solution 
and the crystal–solution interfaces. The present paper provides a discussion of the thermody-
namic treatment of these influences in unsaturated small pores including equations for the cal-
culation of vapor–liquid and solid–liquid phase equilibria. These equations are used together 
with an electrolyte solution model to predict the solubilities, freezing temperatures and satura-
tion humidities of NaCl solutions in porous materials with different pore sizes. While there is a 
strong influence of pore size on the freezing temperature of the solvent and the saturation hu-
midity, the influence on the solubility is less pronounced due to a partial compensating effect of 
the increased solubility of small crystals and the solubility decrease under conditions of low 
pressure as in unsaturated nanosized pores. It is also shown that the same model equations 
can be applied to predict the behavior of aerosol nanoparticles. 
 
Keywords: mesoporous materials, crystal size, pressure, unsaturated materials, interfacial 
energies, solubility calculation, nanoparticles 

1 Introduction 
The pressure generated by crystal growth of salts in confined spaces of porous building mate-
rials such as stone, brick and concrete is generally recognized as a major cause of damage in 
ancient monuments and modern buildings. Crystal growth is also considered as an important 
weathering mechanism of natural rocks in a variety of environments not only on earth, e.g. in 
deserts, dry Antarctic valleys and tropical coastlines, but also on Mars. Crystal growth in porous 
materials is the result of phase changes that are induced by variation of ambient temperature 
and relative humidity, RH. Unfavorable conditions of temperature and RH may result in re-
peated cycles of freezing–thawing, crystallization–deliquescence and hydration–dehydration, 
respectively. Under such conditions, building materials and natural rocks are subject to rapid 
decay. The relevant phase equilibria in building materials can be modeled using a multi-
component electrolyte solution model such as the model presented in the previous chapter [1]. 
It is then possible to predict ambient conditions, i.e. temperature and relative humidity that mi-
nimize the frequency of occurrence of undesired phase changes inducing crystal growth in por-
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ous materials. For instance, model simulations are particularly helpful to predict the influence of 
changes in the room climate to salt contaminated masonry [2]. 

The range of pore sizes found in various building materials extends from a few nanometers to 
hundreds of micrometers and it is important to consider possible effects of pore size on the var-
ious phase equilibria in these materials. Following the recommendations of IUPAC [3] pores 
with pore diameters exceeding about 50 nm are called macropores, while pores with diameters 
between 2 nm and 50 nm are called mesopores, and even smaller pores are called micropores. 
There is no restriction for the application of electrolyte solutions models and the calculation of 
phase equilibria in macroporous materials. However, in the small pores of mesoporous mate-
rials the situation becomes more complicated as the influence of interfaces can no longer be 
neglected. Such small pores are commonly found in concrete and sometimes in bricks and fine-
grained natural stone materials. Phase equilibria in mesoporous materials are strongly affected 
by both the vapor–solution and the crystal–solution interfaces. Firstly, the available pore space 
limits the maximum size of growing crystals and the interfacial energy of the crystal–liquid inter-
face affects the solubility of dissolved species [4]. Secondly, in an unsaturated porous material, 
a curved liquid-vapor interface is formed resulting in a substantial pressure decrease. Hence, in 
addition to crystal size effects the influence of low pressure on the various phase equilibria has 
to be considered. The present paper provides a discussion of the thermodynamic treatment of 
phase equilibria in unsaturated small pores including the vapor–liquid equilibrium, freezing tem-
peratures and salt solubilities. 
 

2 Theoretical background 
2.1  Unsaturated porous materials 
Phase equilibria in mesoporous materials are affected by the vapor–solution and the crystal-
solution interface. Figure 1 depicts the situation of a crystal growing in idealized pores of cylin-
drical geometry. Considering a liquid in a porous material, it is important to distinguish the de-
gree of saturation which is defined as the fraction of the pore space filled with liquid water. In a 
saturated material the liquid–vapor interface is flat (Fig. 1a) while, in an unsaturated porous ma-
terial, a curved liquid–vapor interface is formed. For a wetting fluid such as in the case of water 
in building materials, the curvature of the liquid–vapor interface is concave as illustrated in 
Fig 1b. The curvature of the interface results in a pressure drop which is given by Laplace’s law: 

 $ $ �� � � � � �2 2 cosl a lv lv lv Pp p p r r  (1) 

Here, pl is the pressure in the liquid phase, pa is the ambient pressure, $lv and rlv are the interfa-
cial energy and the radius of curvature of the liquid–vapor interface, �  is the contact angle of 
water with the pore walls and rp is the radius of a cylindrical pore. Note that by definition the 
radius of curvature of a concave surface is negative, hence, there is a pressure decrease in the 
liquid phase.  
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Figure 1: Liquid–vapor and crystal–liquid interface in a saturated (a) and unsaturated (b) por-
ous material with cylindrical pore geometry; rp is the pore radius, rc is the radius of 
the cylindrical crystal, and, ( = rp – rc is the thickness of the liquid film between the 
pore wall and the crystal. 

In contrast, for a convex interface such as in solution droplets there is a pressure increase in the 
liquid. Assuming that the liquid is perfectly wetting the pore wall (i.e. � = 0), which is a reasona-
ble assumption for water in building materials, the Laplace law simplifies to $� � �2 lv Pp r . For a 

pore radius of 5 nm, this yields a pressure of –29 MPa in the liquid phase. 
 

2.2  Vapor–liquid equilibrium 
Here, we follow the treatment in our previous work [5]. The standard states for pure solid phas-
es and water are unit activity at any temperature and pressure. For the aqueous species other 
than H2O, the standard state is unit activity in a hypothetical one molal ideal solution referenced 
to infinite dilution at any temperature and pressure. Then, equilibrium between water vapor and 
liquid water in an aqueous solution requires equality of the chemical potentials in the liquid 
phase (+l) and in the gas phase (+g). The chemical potentials of liquid water and water vapor are 
given by 

 + + + +� 
 � � 
� � �
l l w g g w wln ln( )RT a RT p p  (2) 

where aw is the water activity of the solution, pw is the water vapor partial pressure over the solu-
tion, �

wp  is the saturation vapor pressure and R and T are the gas constant and the absolute 

temperature, respectively. For a bulk sample of pure water at equilibrium we obtain aw = 1 and 
pw = 

�
wp  In the case of a salt solution at equilibrium, the water activity equals the ratio pw/ �

wp  

which, by definition, is the relative humidity, RH. 

For the chemical potential of liquid water under the reduced pressure pl we obtain 

 l l w lv w lvln 2RT a V r+ + $� 
 
�  (3) 
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where wV  is the partial molar volume of water in the solution. The pressure dependence of the 

partial volume of water is rather small and is neglected in this study. For more accurate calcula-
tions, an appropriate equation for the calculation of the pressure dependence may be found in 
reference [6]. In the derivation it is also assumed that aw is not a function of pressure. Strictly, 
however,  

  !w w wlnd a dp V V p RT� � ��  (4) 

where wV �  is the molar volume of pure water. It has been shown [7] that the quantity ( w wV V� � ) is 
very small even at high solute concentrations. Therefore, the pressure dependence of aw can be 
neglected and wV  in Eq. (3) may be replaced by wV � . Values of the molar volume of water were 
taken from Kell [8]. 

Then, at equilibrium, the water vapor partial pressure over a solution in an unsaturated porous 
material is given by: 

  !  !w w w lv w lvln ln 2p p a V r RT$� 
� �  (5) 

Equation (5) yields the depression of the water vapor partial pressure due to the influence of 
both dissolved salts and the curvature of the liquid–vapor interface in small unsaturated pores. 
The influence of the solution composition on the water activity can be calculated by using the 
ion interaction model presented in the previous chapter [1] and in reference [9]. 
 

2.3 Solid–liquid equilibria 

For the dissolution reaction of a salt of general composition M=MX=X·=0H2O  

 
M X

z-
0 2 0 2M X H O M X H Oz


= = � = 
 
 =�  (6) 

the thermodynamic solubility product is given by 

 M M X X M M X X 0 wln ln ln ln ln lnK m m a= = = $ = $ =� 
 
 
 
  (7) 

where mM, mX, $M and $X represent the molalities and activity coefficients of the cations and 
anions, respectively. There are two influences that affect the solubility of a salt in a mesoporous 
material. First, there is an influence of crystal size as discussed in detail in reference [4]. 
Second there is an influence of the reduced pressure in an unsaturated material. The influence 
of crystal size on the solubility product in a cylindrical pore as shown in Fig. 1a is given by [4]: 

 (0) (0) cl m

c

2ln lnr
VK K

r RT
$

D� 
  (8) 

where (0)
rK  and (0)KD  are the thermodynamic solubility products at standard pressure (0.1 MPa) 

of the crystal with radius rc and an infinitely large crystal, respectively; $lc is the interfacial free 
energy of the crystal–liquid interface and Vm is the molar volume of the solid. 
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The effect of pressure on the solubility is given by [10]: 

 ( ) (0) 2ln ln ( )p V KK K p p
RT RTD D

� �
� � � 
 �

� �

 (9) 

where ( )pKD  is the thermodynamic solubility product at pressure p and V� �  and K� �  are the 

changes in molar volume and molar compressibility of the dissolution reaction at 0.1 MPa. For 
example, the change in molar volume for the dissolution reaction (6) is given by 

 0 w mi
i

V V V V� � 
 ��� � �=  (10) 

where iV �  are the partial molar volumes of the ions i at infinite dilution. An analogous expression 

holds for the change of standard compressibility. Combining Eqs. (8) and (9), yields an expres-
sion for the thermodynamic solubility product of a small crystal at pressure p: 

 ( ) (0) 2lc m

c

2ln lnp
r

V V KK K p p
r RT RT RTD

� �
� 
 � � 
 �

� �$  (11) 

The calculation of freezing temperatures of salt solutions using the ion interaction model was 
described in detail in reference [11]. The equilibrium constant in a bulk solution is given by:  

 wlnK aD �  (12) 

Values of lnKD at various temperatures were taken from reference [12]. An expression analog-
ous to Eq. (11) can then be used for the calculation of freezing temperatures in small pores 
where the change in molar volume and compressibility is given as the difference of the molar 
volumes and compressibilities of ice and liquid water [5]. This yields 

 ( ) (0) 2lc ice w ice w ice

c

2ln lnp
r

V V V K KK K p p
r RT RT RT
$

D

� �
� 
 � � 
 �

� �

 (13) 

where Vice and Kice are the molar volume and compressibility of ice. However, the compressibili-
ties of water and ice were neglected in the present treatment. 
 

3 Calculations 
3.1 Liquid phase pressure and liquid–vapor equilibrium 
The calculation of the liquid phase pressure in pore solutions requires values of the interfacial 
energy of the liquid–vapor interface $lv, i.e. the surface tension of the pore solutions. The availa-
ble experimental surface tension data have been tabulated by Abramzon and Gaukhberg [13]. 
For most salts, the available data are quite scattered. The following very simple equation proved 
to be sufficient to reproduce most of the experimental data of $lv to within their respective uncer-
tainties: 
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 lv lv gm� 
�$ $  (14) 

Here, lv
�$  is the interfacial tension of pure water, m is the molality of the solution and g is an em-

pirical parameter that is determined from experimental data for each salt. The interfacial tension 
of pure water at various temperatures has been calculated from the equation proposed by Cini 
et al. [14]. For the calculations with NaCl(aq) a temperature independent value of 
g = 1.66  0.02 J·kg·m–2·mol–1 was used. Figure 2 depicts the calculated liquid phase pressures 
as a function of pore size for pure water and NaCl solutions. It is obvious that there is only a 
rather small influence of the surface tension of the solution on the liquid phase pressure. Hence, 
for binary solutions, our very simple approach for the calculation of interfacial tensions appears 
to be appropriate. For multicomponent systems, more complicated equations may be used such 
as, for example, provided in references [15] or [16].  

The equilibrium of a salt solution of any composition in a porous material and the water vapor in 
the surrounding air can be treated using Eq. (5). For a bulk sample of pure water, i.e. 
RH = aw = 1, it follows from Eq. (5) that the liquid–vapor interface is flat (i.e. rlv = D). For water in 
a small cylindrical pore, the curvature of the liquid–air interface increases with decreasing RH. 
The maximum curvature is reached if rlv = – rp; any further decrease in RH will then cause the 
complete evaporation of the pore. In other words, if the relative humidity exceeds the critical 
value corresponding to the maximum curvature, capillary condensation occurs. Similar argu-
ments apply to a salt solution in a small pore. In this case however, the water activity is lower 
and a flat surface is reached at a lower RH, namely at RH = aw. 

 
Figure 2: Liquid phase pressure as a function of pore size for pure water and NaCl solutions 

with molalities 2 mol�kg–1, 4 mol�kg–1 and 6 mol�kg–1. 
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3.2 Solubility of NaCl in mesoporous materials 

It follows from Eq. (8) that there is an increase in solubility with decreasing crystal size. There-
fore, salt solubilities in a saturated mesoporous material are higher than in a macroporous ma-
terial. This is the theoretical basis of the equilibrium crystallization pressure that is generated by 
crystals that are confined in very small pores [4,17,18]. The additional influence of pressure in 
an unsaturated material is controlled by the change in molar volume and compressibility. Both, 
the values of V� �  and �p are negative resulting in a solubility decrease at low pressure. Since 
the values of K� �  are also negative, it is expected that the solubility increase is less pro-
nounced at very low pressures, i.e. in very small pores. A comparison of the two competing in-
fluences, i.e. crystal size and low pressure, on the solubility of NaCl is illustrated in Fig. 3. 

In these calculations, a value of the molar volume of NaCl of 27.02 cm3�mol–1 was used. A com-
pilation of the molar volumes of other salt minerals relevant to building materials is provided in 
reference [19]. Values of the partial molar volumes of the ions i at infinite dilution were taken 
from our density model [1]. Values of the partial molar compressibilities at infinite dilution were 
taken from Millero [10]. There is a lack of reliable data for the compressibilities of the solid 
phases. However, compressibilities of solids are typically low relative to the partial compressi-
bilities of the respective ions at infinite dilution [20]. Therefore, we have neglected the compres-
sibilities of the solid phases yielding a value of – 0.047 cm3�mol–1�MPa–1 for the change of the 
compressibility in the dissolution reaction of halite (NaCl). 

The crystal size influence is largely controlled by the value of the crystal–liquid free energy $lc. 
Unfortunately, no reliable experimental data of interfacial energies are available. In the case of 
NaCl(cr), we have adopted the value of $lc = 30 mJ�m–2 given by Wu and Nancollas [21]. These 
authors also discuss the difficulties in the measurement of interfacial energies. The shaded area 
in Fig. 3a indicates the range of uncertainty in the solubility product that arises from an arbitrari-
ly estimated uncertainty in the $lc value of  20 mJ�m–2. This confirms the rather strong influence 
of the interfacial energy on the solubilities of very small crystals. There is a strong decrease of 
the NaCl solubility with decreasing pressure in small pores of unsaturated materials (Fig. 3b). 
As expected, the influence of compressibility is only significant at very low pressure, i.e. in very 
small pores. 

Figure 4 depicts the combined influence of crystal size and the reduced liquid phase pressure in 
an unsaturated material, again calculated with different values of $lc. The activity coefficients and 
water activities required for the calculation of solubilities were taken from the electrolyte solution 
model presented in the previous chapter [1,9]. The thickness of the solution film was assumed 
as ( = 0.5 nm. The very small influence of pressure on the activity coefficients of NaCl(aq) and 
the water activity were neglected.  
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Figure 3: Solubility of NaCl in mesoporous materials (25 °C): (a) influence of crystal size in a 
saturated material at 0.1 MPa calculated with $lc = 30 mJ�m–2 (the shaded area indi-
cates the influence of an uncertainty in this value of  20 mJ�m–2); (b) influence of re-
duced pressure in small pores of an unsaturated material with (—) and without (---) 
inclusion of the compressibility term. 

 

Figure 4: Solubility of NaCl as a function of pore size in mesoporous materials at 25 °C; with 
the exception of the dashed blue curve, all solubilities were calculated with the com-
pressibility term in Eq. (11) included. 

It is obvious from Fig. 4 that the pressure effect and the crystal size effect partly compensate 
each other. Even assuming significantly different values of $lc, the influence on the solubility of 
NaCl crystals does not exceed about 10% down to pore radii of about 2 nm. 
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Figure 5: Saturation humidities RHsat of saturated solutions of NaCl in unsaturated porous 
material at 25 °C; all calculations with inclusion of compressibility term. 

More important than the solubility of NaCl is the saturation humidity, i.e. the relative humidity of 
the surrounding air that is in equilibrium with the saturated solution. Only if the relative humidity 
drops below the saturation humidity, the respective salt will crystallize out. Hence, no crystalliza-
tion damage can occur at relative humidities above the saturation humidity. Figure 5 depicts the 
relative humidities in equilibrium with saturated NaCl solutions as a function of pore size. Using 
Eq. (5), calculations were carried out for the saturated solutions at different pore sizes as shown 
in Fig. 4. The water activities required in Eq. (5) were calculated with the electrolyte solution 
model [9]. It is obvious that there is a strong influence of pore size on the saturation humidities. 
Due to the curvature of the interface between the saturated solution and the air there is a sub-
stantial decrease in the saturation humidities. Sodium chloride in an unsaturated mesoporous 
material crystallizes at lower relative humidities than in macroporous materials. For example, a 
saturation humidity of 59% RH is calculated for an unsaturated cylindrical pore with a pore di-
ameter of 10 nm, a value much lower than the value of 75.3% in bulk solutions. Figure 5 also 
shows that the uncertainty in the values of the interfacial energy of NaCl crystals that caused 
some scatter in the calculation of the solubilities in small pores is less critical in the calculation 
of the saturation humidity. 

There are no experimental data of saturation humidities in mesoporous materials available that 
could be used to validate these model predictions. However, experimental data are available for 
the deliquescence humidities of nanosized aerosol particles [22,23]. Aerosol particles play a 
fundamental role in the microphysics of clouds. They provide heterogeneous nucleation sites for 
the formation of droplets. Water soluble aerosols such as NaCl can deliquesce to form satu-
rated solutions in the form of small droplets that play an important role in forming haze and 
clouds and can act as sites for heterogeneous chemical reactions. Also, the hygroscopic growth 
of particles has important consequences for the predicted atmospheric radiative transfer of 
aerosols and their effect on climate.  
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The deliquescence of aerosol nanoparticles and the calculation of solubilities in nanosized drop-
lets is a problem similar to the calculation of solubilities in small capillaries. In both cases there 
is a convex crystal–liquid interface. In droplets however, the curvature of the vapor–liquid inter-
face is convex while this interface is concave in the case of a wetting fluid in small capillaries. 
For a convex interface, rlv is positive resulting in a pressure increase in aerosol droplets with 
decreasing droplet size. Using the present model, solubilities and saturation humidities of NaCl 
in small droplets have been calculated and compared to experimental values [22,23]. Due to the 
convex interface, the deliquescence humidities are higher than for large crystals. In all cases, 
our calculations agree with the experimental values to within their stated uncertainty and cor-
rectly predict an increase in the deliquescence for small particle sizes. For example, for a 10 nm 
sized NaCl particle a deliquescence humidity of 84.8% is predicted. Note that the deliquescence 
of a particle in a small pore of the same size (10 nm diameter) was calculated at 59% RH. Final-
ly, the agreement of the present calculations with the experimental data is significantly better 
than earlier model calculations of Mirabel et al. [24] as well as Russel and Ming [25]. 
 

3.3 Freezing temperatures 
Calculations of freezing temperatures in bulk electrolyte solutions and in saturated and unsatu-
rated porous materials have been reported earlier [5,11]. As an example, Fig. 6 depicts calcu-
lated freezing temperatures in bulk NaCl solutions and in NaCl pore solutions of a saturated 
mesoporous material in comparison to available experimental data [26,27,28,29]. In the calcula-
tions cylindrical pore geometry was assumed. The thickness of the unfrozen liquid film was as-
sumed as #( = 1 nm. Molar volumes of supercooled water were taken from Kell [8] while the 
molar volume of ice was assumed to be independent of temperature (Vs = 19.65 cm3

 mol–1). Val-
ues of the ice–liquid water interfacial energy were taken from Brun et al. [28] and interfacial ten-
sions and water activities of NaCl solutions were calculated as described before. 

There is excellent agreement between experimental and calculated freezing temperatures in 
bulk solutions. It should be noted however, that freezing temperatures were used to determine 
the model parameters in the electrolyte solution model [9]. The pore size dependence of the 
freezing temperatures curves in Fig. 6 indicate that in pores larger than about 10 nm the freez-
ing temperature depression is largely controlled by the presence of dissolved NaCl. In smaller 
pores the freezing temperature rapidly decreases mainly as a result of the small size of the ice 
crystals in these pores, i.e. the influence of the interfacial energy of the crystal–liquid interface. 
Also shown in Fig. 6b are experimental freezing temperatures of pure water in mesoporous ma-
terials [27–29]. 
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Figure 6: Freezing temperatures in NaCl solutions: (a) freezing temperatures in bulk solutions 
(symbols represent experimental data [26]); (b) freezing temperatures in saturated 
porous materials of pure water and NaCl solutions with 2 mol�kg–1, 4 mol�kg–1 and 
6 mol�kg–1 (symbols are experimental for pure water [27–29]). 

Though these data are somewhat scattered, there is reasonable agreement with the calculated 
freezing temperatures. It has been shown in reference [5] that the pressure decrease in the liq-
uid phase of unsaturated pores causes a minor increase in the freezing temperature in com-
parison to a saturated material. The resulting freezing temperature curves in unsaturated 
mesoporous materials are very similar to those shown in Fig. 6b. This is due to the fact that the 
difference in the molar volumes of liquid water and ice entering the second term on right-hand 
side of Eq. (13) is small. 
 

4 Conclusions 
Phase equilibria in mesoporous materials are affected by the curvature of the vapor–solution 
and the crystal–solution interfaces. Using Eqs. (5), (11) and (13) together with our model of the 
thermodynamic properties of bulk solutions, it is possible to predict phase equilibria in small 
pores. The parameters that are required in addition to the models presented in the previous 
chapter [1], are the surface tensions of salt solutions, the crystal–liquid interfacial energies of 
the solid phases and the ionic partial molar compressibilities at infinite dilution. As long as calcu-
lations are only required for single salts, a very simple equation can be used to calculate sur-
face tensions in salt solutions with sufficient accuracy. Somewhat more complicated equations 
will be required in future work with mixed salt solutions. Accurate experimental data for the crys-
tal–liquid interfacial energies of the solid phases are not available, hence, these values have to 
be estimated using equations available in the literature. Fortunately, the test calculations for 
NaCl carried out in this study indicate that the uncertainty in the $cl values may not cause unac-
ceptable large errors at realistic pore sizes. 
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The calculated solubilities imply that there is not such a strong change in solubilities of salts in 
very small pores. A partial compensation of the competing influences of crystal size and liquid 
phase pressure in unsaturated mesoporous materials is the main reason for this behavior. In 
contrast to the solubilities, the saturation humidities in unsaturated materials are strongly af-
fected by the pore size, i.e. there is a significant decrease in the saturation humidity with de-
creasing pore size. It is important to note, that the uncertainties in the interfacial energies of the 
solids do not introduce large error in the calculation of the saturation humidities. 

Finally, it has been shown that the same model equations can be used to predict the behavior of 
aerosol particles in atmospheric applications where a convex solution–vapor interface causes a 
pressure increase in solution droplets. The resulting increase in the saturation or deliquescence 
humidities is accurately predicted by the present model. 
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Kinetics of phase changes of salts in porous materials:  
crystallization, hydration and deliquescence 

Summary 
The objective of this work was to deduce a mathematical model for the kinetics of phase 
changes of salts in pores to be coupled with a simulation program for heat, moisture and salt 
transport in capillary porous materials.  

It could be proven that a unique equation describes the kinetics of all possible phase changes. 
This equation is based on the fact that the driving force for any phase change is the difference 
between the chemical potentials of the start and end phases. The difference in chemical poten-
tials is described by means of the thermodynamic supersaturation ratio of the pore solution UP

a.  
The time-dependent phase change of salts in porous materials was investigated experimentally 
by means of measuring temperature differences (crystallization and dissolution) and weight dif-
ferences (hydration, dehydration and deliquescence). In all cases a supersaturation ratio 
greater than 1 is necessary for the phase change to start. In case of the crystallization, a “start-
ing supersaturation ratio” UP

a,start larger than 1 was found for each material and salt. Further-
more two kinetic parameters K and g are also necessary to describe the phase change. The 
values of K and g were obtained by fitting the experimental results to the proposed equation for 
kinetics. It was found that the kinetics of each phase change generally depends on both salt and 
porosity.  
 
Keywords: salt crystallization, material pores, crystallization kinetics, supersaturation ratio, hy-
dration, dehydration, dissolution, deliquescence.  

1 Introduction and backgrounds 
The simulation of heat coupled with moisture, and salt transport in capillary porous materials 
has become possible since a couple of years due to the great development of computer tech-
nology. The reliability of simulation calculations depends on the quality of both input parameters 
and models for transport, storage and phase changes of salts and water processes. In this pa-
per we will deal with the kinetics of phase changes of salts in pores. The extension to salt mix-
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tures and the resulting mechanical stress due to crystallization pressure will be described in 
further papers.  

Three classes of equilibrium between water and salt have to be considered depending on the 
bounding conditions:  

- Equilibrium between water vapor and salt solution 
- Equilibrium between salt solution and salt crystal 
- Equilibrium between salt crystal and water vapor: 

- Hydration of salt crystals by bonding water vapor molecules or dehydration by 
loosing hydrate water 

- Deliquescence of a salt crystal by adsorption of water vapor molecules 

According to Gibbs’ theory, a supersaturation of the salt solution is thermodynamically neces-
sary for nucleation [6]. The driving force for crystallization is the difference between the chemi-
cal potentials of solution and nuclei �μ: 
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a* = average ion activity of saturated solution 
a = average ion activity of given solution,  
E=E++E- = ion mole number per mole solution 
R = gas constant in J/Kmol 
T= temperature in K 

(1) 

Ua is called the super saturation ratio of a salt in the solution. If a salt contains hydrate water, 
the supersaturation ratio is given by:  
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aw = water activity 
a*w = water activity at equilibrium  
E0 =number of water molecules per salt mol  

(2) 

If the supersaturation ratio Ua is larger than 1, the solution is metastable and crystallization can 
begin. But when Ua is larger than a determined valued Ua,start>1, nucleation starts abruptly. The 
start supersaturation ratio Ua,start must obviously be larger than 1.  

The value of Ua,start depends on both salt and pore system. Moreover, the supersaturation de-
termines the crystallization rate: the larger it is, the faster the crystallization proceeds.  
Nucleation is said to be heterogeneous if a foreign substance is present in the solution. Since 
the pore system can be regarded as a foreign substance in contact with the pore solution, the 
crystallization in pore system will be regarded as heterogeneous. According to thermodynamics, 
the Gibbs energy necessary for heterogeneous nucleation is diminished by the presence of for-
eign substances so that the needed supersaturation is reduced, too. Thus, the start supersatu-
ration that is necessary for nucleation in pore solutions is smaller than the one for nucleation in 
a free solution in absence of impurities: UP

a,start < Ua,start.  
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When some salt crystals are still present in the pore system, a secondary crystallization of this 
salt takes place if the supersaturation is larger than 1 (Ua

P> UP
a,start=1).  

Supersaturation can be computed by means of the Pitzer model and/or its extensions, e.g. by 
Steiger [7][8][9]. Since equilibrium is reached after a relatively long time, kinetics of phase 
changes must be considered for calculating the salt crystallization during transport processes of 
salt and water. 

So far, there are only few publications about kinetics of phase change of salts in pore system 
including experimental results [2]. Several empirical models for the description of kinetics of salt 
crystallization, dissolution, hydration and deliquescence can be found in [11][5]. Thereby, phase 
changes are investigated only in the bulk solution or in free salt crystals, and consequently the 
influence of pore system on the phase change is unknown as yet.  

In this paper some experimental results will be discussed and mathematical models will be pro-
posed for kinetics of phase changes of salts in porous material. Thus, it will be shown that kinet-
ics of deliquescence, hydration/dehydration, solution and crystallization can be mathematically 
described using a very similar equation based on the difference of chemical potential, thus on 
the supersaturation ratio.   

Furthermore, the phase change of salts causes often a damage of building materials. In a fol-
lowing paper, experimental results and mathematical model of the mechanical stress of the ma-
terial due to crystallization processes will be dealt [2]. Hereby, it is proved that the mechanical 
stress is strongly affected by the kinetics of crystallization.  
 

2 Description of experiments 
The salts KNO3, Na2SO4, KCl, CaCl2, NaCl, Ca(NO3)2 and three building materials with different 
pore size distributions (see Figure 1) were selected for this work.  
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Figure 1: Porosity distribution of the selected materials measured by use of the mercury po-
rosimetry. 

The porosity of brick A is 34 %, of brick B, 32 % and of brick C, 31.5 %. The pore size distribu-
tion of brick A and C have two peaks (at around 10 and 0.8 μm). In contrast, the porosity of 
brick B has only one peak at around 0.9 μm. The amount of small pores (R<0.1 μm) in brick B is 
higher than in bricks A and C. 
 

2.1 Crystallization and dissolution 
Crystallization and dissolution of various salts in porous materials were investigated experimen-
tally by means of a self-constructed device that measures temperature differences. The meas-
uring principle is based on the enthalpy of crystallization and dissolution. A sealed sample is 
impregnated with salt solution (the reaction sample) at a known molality m0 and placed into a 
container (the reaction container) which is filled with a mixture of water and glycerine to avoid 
ice formation at temperatures below 0 °C. The amount of dissolved salt in the pore solution msl,o 
and the amount of water in the sample mw are known.  

A similar sealed sample is impregnated with water (mw,0=water content in the reference sample) 
and located in a reference container, also filled with a mixture of water and glycerine. Both con-
tainers are located in a water bath with controllable temperature. The temperature in the middle 
of both samples is measured continuously be means of Platinum resistance thermometers 
(PT100) with an accuracy of 0.03 K at 0 °C (2�2.3�1.3 mm³). These sensors were manufactured 
specially for this kind of measurements and are watertight and resistant to a salt attack.  

The purpose is to cause a supersaturation of the solution by cooling down the sample. Thus 
only salts, whose solubility depends on temperature, can be analyzed by use of this method.  
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When reaching a determined value of the supersaturation ratio UP
a,start, crystallization starts. The 

temperature is maintained constant at 0 °C until crystallization has finalized. Afterwards the so-
lution is heated up which leads to a gradual decrease of the supersaturation ratio and with it to a 
dissolution of the salt crystals in the unsaturated solution (UP

a<1).  

During crystallization, some amount of heat is released causing an increase of the sample tem-
perature, thereby causing a difference temperature between reaction and reference samples. 
The temperature difference, which results from crystallization are often very small, so that a very 
precise measuring system is needed. 

If the crystallization enthalpy is known, the time-dependent amount of salt crystals ms can be 
estimated by means of an energy balance in the reaction sample according to following equa-
tion:  
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mm= mass of dried material 
ml=ms+mw mass of salt solution 
cp= specific heat capacity 
Ts= temperature  
hcrys= crystallization enthalpy 
qh= heat transfer with surroundings 

(3) 

The integration of (3 over the volume of the reaction sample at a given point of time ti gives the 
amount of crystallized salt ms in ti: 

  
ms

ti � hcrys � cp,s � �Ts � cp,s �Ts !� ms
ti�1 � hcrys 
 cp,s �Ts !
 cp,l � msl

ti 
 mw
ti !
 cp,m �mm !��Ts � qh � �t  

(4) 

The energy balance in the reference sample will be used for estimating the heat transfer con-
stant H. Since no phase change takes place in the reference sample, the energy balance fol-
lows:  
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I � qh

qh � H � Tref � Tbath !
 

H [J/sK] = constant of heat transfer, which depends on 
the surrounding conditions and sample properties but 
not on sample temperature.  

(5) 

The time-dependent concentration of the solution can be calculated with the amount of dis-
solved salt msl=msl,0-ms and thereby the supersaturation ratio according to eq. (2). 

However, it must be pointed out that this evaluation method for the crystallized salt amount in 
the material pores induces a maximal error of 0.05 g. The maximal error is reached at constant 
temperature (0 °C). Hereby, the error involves a very pronounced variation of the supersatura-
tion ratio (about 0.5 [-]). Thus, the supersaturation ratio calculated at 0 °C, when crystallization 
has taken place, is submitted to a significant error. Therefore, it must be treated and interpreted 
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very carefully. In [2] an additional method to estimate the supersaturation ratio at 0 °C is de-
scribed.  

The analysis method is valid to investigate salt mixtures (more than two ions in solution), too. 
The Pitzer model and its modification [7][8][9] can be used to calculate the supersaturation ratio 
of each salt in the mixture as well as the density of the solution, the specific heat capacity of the 
solution and the crystallization enthalpy. Temperature and concentration of the solution must be 
known for the computation. The crystallization of salt mixtures will be dealt in future works.  

Figure 2 shows the measured temperature in brick B, impregnated with a Na2SO4-solution (con-
centration=2.81 mol/kg) and cooling down at 0.01 K/min. The difference temperature between 
the reaction and reference samples increases about 11 K, when the sample temperature 
reaches 8 ºC. Hereby the crystallization of Na2SO4.10H2O (mirabilite) takes place in the materi-
als pores according to the phase diagram of sodium sulphate. In case of brick A the maximal 
increase of the difference temperature is about 0.1 K.  

 

Figure 2: Time-dependent courses of sample temperature and difference temperature of brick 
B impregnated with Na2SO4-solution (2.81 mol/kg). Cooling rate=0.01 K/min. 
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Figure 3: Time-dependent courses of sample temperature (right y-axis), salt crystal and su-
persaturation (left y-axe) in brick B (Ua,start =7.5). Cooling rate=0.1 K/min. 

The temperature increment measured on both bricks is caused by the salt crystallization, which 
is an exothermal process. Hereby the crystallization in brick A begins at a supersaturation equal 
to 1.8 (UP

a,start =1.8), while the required supersaturation for crystallization in brick B is much 
higher (7.5), which indicates that the crystallization is more inhibited in brick B.Our results show 
that the start supersaturation depends on the combination of salt and material. Taking into ac-
count that a heterogeneous nucleation takes place, this result is based on the different probabil-
ity of nucleation sites on the pore surface of each particular material for the crystallization of 
each particular salt.  

Thus, a high threshold supersaturation (e.g. 7.5) for nucleation indicates the lack of nucleation 
sites. In addition, it is important to remark that the largest values for the maximal supersatura-
tion were obtained for the hydrated salts Na2SO4.10H20 and CaCl2.6H2O (Ua,start=2.5-10). 

The crystallization rate was calculated using the method described in 2.1. The time-dependent 
supersaturation ratio was calculated according to [9]. Figure 3 shows the results for the crystal-
lization rate of Na2SO4.10H2O in brick B. 

In brick C, the crystallization starts also at a low supersaturation ratio and takes place very 
slowly, so that a larger supersaturation (ca. 10 [-]) is reached during the crystallization process, 
similarly to the crystallization in brick A, indeed. However, they differ strongly from the one in 
brick B though similar salt content (Na2SO4, 5.2 M.-%).  

Indeed, the obtained supersaturation ratio gives an average value in the porous material. As 
discussed before, a higher supersaturation for crystallization is related with the lack of nuclea-
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tion sites in brick B. In addition, crystallization in materials with a significant amount of small 
pores (<0.1 μm), needs a higher supersaturation ratio because of the higher energy of small 
crystals necessary to be stable. Brick B contains a significant amount of small pores, which ex-
plains the tendency for a higher start supersaturation, contrary to brick A and C.  

The experimental results obtained on the investigated salts show that the crystallization rate 
depends strongly on the salt and on the material [3]. Moreover, the resulting mechanical stress 
also depends on the crystallization kinetics as it was discussed in [2]. 
 

2.2 Hydration/Dehydration 
The salt hydration describes the absorption of water molecules in the salt crystal to build an 
hydrated salt, while the dehydration is the reverse process. Hydration and dehydration cannot 
be neglected in the numerical simulation of heat, moisture and salt transport, since the water 
uptake involves a considerable sink of the liquid water. Moreover, the damage pattern is influ-
enced strongly by the formed hydrated phase of a salt and consequently, it is important to know 
which phase is filling the pores.  

Water molecules can be uptake from vapor or from liquid water. If liquid water is used, the hy-
dration proceeds quickly. Kinetics of this kind of hydration can be described as dissolution of an 
anhydrous salt and a crystallization of a hydrate. The hydration with water vapor takes place 
much slower. In this work we only investigated kinetics of this kind of hydration. 

The phase diagrams of sodium sulphate and calcium nitrate (see e.g. www.salze-im-
porenraum.de) show that both salts can be stable either as anhydrous or as different hydrates 
depending on temperature and on relative humidity. An increase of humidity or a temperature 
decrease leads to a hydration, while a decrease of the relative humidity or a temperature in-
crease induces a dehydration.  

Hydration and dehydration cause a weight change of the sample, since water molecules are 
adsorbed or lost, respectively. This fact was used for the experimental investigation of kinetics 
of hydration and dehydration. We used an automatic water adsorption measuring system 
(IGASorp, Hiden analytical) with a very sensitive balance (accuracy=40 μg). The system con-
trols both relative humidity and temperature in a sealed container where the sample is placed 
and records the time-dependent course of the sample weight.  

The thickness of the used samples is equal to 1 mm in order to reduce the influence of the va-
por transport on the measured time-dependent weight change. The same experiment was also 
carried out with a salt-free sample in order to get information about the vapor transport through 
the sample and the hygroscopic properties of the material. Thus, at a low pore filling ratio (<40 
%) the influence of vapor transport is negligible but not at a higher pore filling ratio. 
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2.3 Deliquescence 
The salt deliquescence describes the process where a soluble salt picks up water vapor from 
the air to form a solution. In order for deliquescence to proceed, the vapor pressure of the water 
in the air must be greater than the vapor pressure of the saturated solution. In this work, we only 
investigated the deliquescence at a constant temperature of 23 ºC.  

Different steps can be distinguished during a deliquescence process. Firstly, water vapor is ad-
sorbed on the crystal surface at each relative humidity building an adsorbent film (molecular 
adsorption). Nevertheless, if the deliquescence humidity is reached, the salt dissolves in the film 
and a saturated solution lies on the crystal surface. The progress of the deliquescence depends 
on kinetics of both adsorption of water molecules and solution of the rest crystal at the boundary 
phase between crystal and solution (interface). Finally, the slowest process determines the deli-
quescence rate.  

Considering the thermodynamic equilibrium between water vapor and water in the solution at 
constant temperature it follows that the deliquescence humidity is equal to the water activity of 
the saturated solution at each temperature a*

w. Thus, the value of the equilibrium deliquescence 
humidity can be calculated [9]. 

If the relative humidity is larger than the deliquescence humidity, both deliquescence and water 
condensation takes place to form an unsaturated solution at equilibrium.  

The measured humidity at which the deliquescence begins is a little bit larger than the calcu-
lated one a*

w. This can be expected, since the vapor molecules diffuse from the gas phase to 
the salt crystals in order deliquescence to occur, therefore a gradient of partial pressure is nec-
essary.  

The deliquescence process of a salt in the pores causes a time-dependent weight change due 
to the water adsorption, as in case of hydration and dehydration. Thus, an automatic water ad-
sorption measuring system (IGASorp, Hiden analytical) with a very sensitive balance was used 
for the experimental investigation of the deliquescence kinetics. The samples were impregnated 
with an unsaturated solution and then dried (by freeze drying). A similar amount of salt was con-
tained in all materials.  

Figure 4 shows the water vapor uptake of KCl (%Del=84.6 %) in brick A and B. The water vapor 
uptake of both salts was measured at a higher relative humidity (97 % and 92 % respectively). 
Therefore, not only deliquescence but also water condensation in the solution took place. From 
the experimental results, it follows that the water uptake rate in both bricks is very similar.  
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Figure 4: Measured water adsorption during the deliquescence of KCl in brick A (left, salt con-
tent=4.65 M.-%) and B (right, salt content=4.20 M.-%) at constant temperature 23 ºC 
compared to the water uptake of bulk KCl.  

 

3 Mathematical model and validation 
In this section, a mathematical model for kinetics of crystallization, dissolution, hydration, dehy-
dration and deliquescence in porous materials will be discussed. The obtained parameters for 
the investigated materials and salts can be found in [3].  
 

3.1 Crystallization and dissolution 
In this work the diffusion-reaction model and its modification by Rocha and Martins [10] is used 
for the description of kinetics of crystallization and dissolution. Since the supersaturation ratio is 
the correct driving force for the crystallization and dissolution, the crystallization rate is better 
described as a function of the supersaturation ratio of the pore solution:  

  
� s t !� Kcryst � Ua

P �1 !gcryst  for Ua
P 5Ua,start

P       (6) 

where UP
a,start is the threshold supersaturation ratio for crystallization to start in the porous mate-

rial and must be larger than one. This condition for the supersaturation ratio (UP
a,start >1) is only 

true in case of a primary crystallization, that is to say, if no salt crystals are present in the solu-
tion. Once crystals are present in the solution, the further crystallization (called secondary) be-
gins at Ua

P>1.  
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In case of a small supersaturation, the crystal growth process is a diffusion-controlled process, 
while at high supersaturation ratios, the diffusion transport of the ions to the crystal surface 
takes place very fast and the crystal growth is determined by the integration reaction occurring 
on the crystal surface [1]. Furthermore, the parameter Kcryst is generally described according to 
the Arrhenius formulation as a function of the temperature [5].  

The kinetics of salt dissolution can also be described by a similar equation:  

  
� s t !� Ksol � 1�Ua

P !gsol  for Ua
P 31       (7) 

The experimental and theoretical method described in 2.1 was used to obtain the crystallization 
and dissolution rates in the selected materials. The kinetic parameters UP

a,start, K and g for crys-
tallization and dissolution for each combination salt and material were obtained by means of an 
adaptation of equations 6 and 7 to the experimental data. The results obtained for the crystalli-
zation of sodium sulphate and potassium nitrate in brick C are displayed in figures 5 and 6. 

The kinetics of crystallization of other salts like potassium chloride and calcium chloride was 
also investigated in both bricks (see [3] for more information). In case of potassium chloride the 
start supersaturation ratio for the beginning of the crystallization is very low (1.03), in contrast to 
calcium chloride or sodium sulphate. Thus, the driving force for crystallization (thus, the gradient 
Ua-1) is very weak and the crystallization proceeds slowly. The solubility of KCl is only slightly 
dependent on the temperature and this limits the maximal amount of KCl in the sample and with 
it the resulting stress. Besides, the crystallization enthalpy is not very large, which results in a 
small heat amount released during crystallization and with it a small difference temperature, too, 
which cannot be measured enough accurately. Even in this case it was possible to estimate the 
kinetic parameters for crystallization. However, this kind of crystallization behavior represents a 
limitation for the developed method.    
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Figure  5: Measured and computed time-dependent course of crystallized mirabilite in brick C 

and supersaturation ratio in the pore solution. Solution molality=2.81 mol/kg. Salt 
amount=4.6 M.-%.  

 

Figure  6: Measured and computed time-dependent course of crystallized potassium nitrate in 
brick C and supersaturation ratio of the pore solution. Solution molality=6.32 mol/kg. 
Salt amount=5.96 M.-%.  
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3.2 Hydration and Dehydration 
The new model is based on a diffusion-forced reaction, assuming that hydration is induced by 
the difference between the actual relative humidity and the water activity of the saturated film on 
the crystal surface, which leads to an uptake of water molecules. This can be described by 
means of a supersaturation:  

  
� Hyd t !� xDehy � KHyd � Ua �1 !gHyd  in g/m3s mit Ua � %

a*
H

5Ua,Hyd , gHyd =1  (8) 

where a*H gives the equilibrium humidity at which the phase change between hydrated and an-
hydrous salt (e.g. Na2SO4 and Na2SO4.10H2O) starts and can be calculated using the computa-
tion model described in [7].  

Similarly, it follows for the dehydration rate:  

  
� Dehyd t !� xHyd � K ' Dehyd � 1�Ua !gDehyd  in g/m3s mit Ua � %

a*
H

3Ua,Hyd ,gDehyd =1   (9) 

This model can also be used when various hydration reactions of one salt are possible (as in 
case of Ca(NO3)2). The kinetic parameters Ua,Hyd, KHyd und KDehyd can be determined by means 
of a mathematical adaptation of eq. 8 (or 9) to experimental data. The method explained in 2.2 
was used to get experimental data, in this case the weight change during the phase change 
�mw(t). The hydration rate was calculated as �Hyd=�mw(t)/�t. 

Figure 8 shows the hydration rate of sodium sulphate in brick A at 80.5 % r.h.. At the beginning, 
the hydration proceeds very slowly, since the supersaturation is very small (Ua,Hyd=0.805/0.80). 
Before the salt hydration is completely finished, the relative humidity goes up to 85 %. Now the 
hydration proceeds much faster, since the supersaturation becomes higher (Ua,Hyd=0.85/0.80).  
Our mathematical formulation for kinetics of hydration and dehydration has an important advan-
tage in comparison with the classical formulations for kinetics. The kinetic parameters of the 
new model do not depend on the relative humidity during the phase change. Actually, the su-
persaturation Ua contains the influence of the environmental humidity.  
 

3.3 Deliquescence 
A new model was deduced based on a diffusion forced reaction similar to the hydra-
tion/dehydration model. Thus, the deliquescence rate is proportional to the gradient between 
relative humidity and the water activity of the saturated adsorbed film on the crystal surface 
a*

w(T). This assumption permits us to calculate the deliquescence rate by means of:  

  
� Del t !� xsalt � K ' Del � 1�Ua !gDel  in g/m3s mit Ua � %

a*
w

3Ua,Del  gDel =1    (9) 

where xSalz is the amount of salt crystal, Ua the actual supersaturation and Ua,Del the necessary 
supersaturation for deliquescence to start.  
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Figure 7: Hydration of Na2SO4 in brick A at 80 % and 85 % r.h at 23 ºC. Salt content=2.9 M.-%.  

 

Figure 8: Calculated water uptake during deliquescence of NaCl in brick A at 75 % r.h. and 23 
ºC. Salt content=5.5 M.-%.  
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The kinetic parameters KDel and Ua,Del have to be determined for each combination of material 
and salt by means of an approximation of experimental data with this equation. Experimental 
data were obtained using the method described in section 3.3.  

Figure 9 shows the measured deliquescence of NaCl in the pores of brick A. The material was 
impregnated with a NaCl-solution and then dried (by freeze drying). The amount of salt in the 
pores was equal to 5.5 M.-% and with it, the pore-filling ratio equal to 14.5 %. The deliques-
cence starts at 75 % r.h., just above of the equilibrium deliquescence humidity at equilibrium 
(aw*=0.74, 74 % r.h. at 23 ºC). 

The difference between computed and experimental results is considerable after a pore-filling 
ratio of 40 % is reached. The reason is probably the increase of the vapor diffusion resistance 
coefficient due to the high pore-filling with solution. Moreover, a liquid moisture transport can 
also take place. Thus, the kinetic parameters for the deliquescence of a salt can only be deter-
mined at low pore-filling ratios to avoid the influence of moisture transport. In addition, as dis-
cussed in [3], the dependence of the kinetic parameters for the deliquescence on the material 
can be neglected, if the vapor diffusion is not hindered by crystals filling the pores.  
 

4 Discussion 
A mathematical model for the kinetics of phase changes of salts in pores was deduced, which 
can be coupled with a simulation program of heat, moisture and salt transport in capillary po-
rous materials.  

It could be proved that a unique equation describes the kinetics of all five phase changes. This 
equation is based on the fact that the driving force for any phase change is the difference be-
tween the chemical potentials of start and end phase. The difference between the chemical po-
tentials is described by means of the supersaturation ratio. Furthermore, two kinetic parameters 
K and g are also involved in this equation.  

Kinetics of crystallization and dissolution of salts in porous materials was investigated experi-
mentally by means of a self-constructed device which measures temperature differences. Thus, 
only salts whose solubility depends on temperature can be analysed. Kinetics of hydration, de-
hydration and deliquescence of salts was investigated by measuring weight change due to the 
water uptake or lost.  

In all cases a supersaturation ratio larger than 1 is necessary for the phase change to start. In 
case of the crystallization, a “start supersaturation ratio” UP

a,start larger than 1 was found for each 
material and salt. Hereby, the start supersaturation ratio for hydrated salts as sodium sulphate 
or calcium chloride is much higher than for anhydrous salts, indeed. The values of K and g were 
obtained by means of fitting the proposed equation for the phase change rate to the experimen-
tal results during phase change. It was found that the kinetic parameters for crystallization de-
pend on both salt and porosity. Kinetics of hydration, dehydration and deliquescence (see 
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sections 3.2 and 3.3) are only strongly affected by the porosity, when the pore filling ratio with 
salt and solution is so high that the effectiveness of the vapor transport is reduced.  
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Predicting efflorescence and subflorescence of salts in 
porous building materials 

Summary 
Crystallization of salts is a common cause of damage in porous building materials. 
Understanding of the crystallization mechanism of salts is important in order to prevent or avoid 
the problem. Subflorescence of salts (i.e., crystallization within the pores of the body) can 
induce scaling and cracking, while efflorescence (i.e., crystallization in a film of solution on the 
exterior surface of the body) does not generally affect the coherence and endurance of the 
building materials.  

In this paper, we deal with the crystallization behavior of two salts, sodium sulfate and sodium 
chloride, in two bricks with different capillary porosity. The results reveal quite different 
crystallization behavior depending on salt and substrate.  

The supersaturation of the solution is induced in our experiments by evaporation. Indeed, the 
main reason for the different behavior of these salts is their different ability to supersaturate. 
Thus, the sodium sulfate solution is prone to be much more supersaturated than the sodium 
chloride solution. Nucleation rate and crystal growth are both affected by the supersaturation 
leading to a different crystal morphology and distribution and as a consequence to a different 
the pore-clogging. Furthermore, the solution transport, which depends on salt properties, 
material porosity, pore-clogging and environmental conditions, affects the position of the drying 
front and, with it, the crystallization front, leading to the formation either of efflorescence or of 
subflorescence. Simulation of the experiments with the engineering tool ASTra is used to 
understand the effect of the influencing factors on the crystallization pattern. Therefore, 
considering both factors, supersaturation ratio and solution transport, it is possible to predict the 
different crystallization behaviors observed in the experiments.  

1 Introduction 
Efflorescence occurs in masonry construction, when water moving through a wall or other 
structure brings salts to the surface and evaporates there, causing salt to crystallize on the 
material surface. In some cases, salts crystallize beneath the material surface and build 
subflorescences (also called cryptoflorescence).  
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Although efflorescence does not generally affect the coherence and endurance of building 
materials, it impairs the surface appearance, which can be critical in the case of historical 
buildings. Indeed, there are some efforts to prevent the formation of efflorescence. For example, 
a penetrating sealer can help prevent or lessen the occurrence of efflorescence by soaking in 
and blocking the pores below the surface, thus preventing the water from moving to the surface 
bringing the salts with it. However, this process might lead to the crystallization of salts some 
millimeters beneath the surface (as subflorescence) or even deeper, causing possibly more 
severe damage.  

In previous works [1], different crystallization behavior for sodium chloride and sodium sulfate 
was observed. To predict crystallization and, finally, to prevent material damage due to salt 
crystallization it is necessary to understand the crystallization mechanism within the pores as 
well as the interaction between the different involved processes. It is necessary to determine 
which properties both of the salts and of the materials influence the position of the crystallization 
front as well as the potential resulting stress, kind of damage and its intensity. Using the 
engineering tool ASTra [2][3], numerical simulation of experiments carried out in the laboratory 
is used to understand the interaction between some of the influencing factors on the 
crystallization process.  
 

2 Experimental methods 
Two different bricks (A and B) were selected for the experimental investigation of crystallization. 
A significant difference is the presence of large pores (~10 μm) in brick A, while most pores in 
brick B are smaller than 2 μm. Thus, the measured sorptivity of brick A is approximately 3 times 
larger than that of brick B: SA=1.71 g2/s and SB=0.57 g2/s.  

Two kind of experiments were carried out:  

- Drying experiments. Samples of brick A (prisms, 14 cm x 6 cm x 6 cm) were impregnated with 
sodium sulfate solution (1.61 mol/kg) or with sodium chloride solution (5.83 mol/kg). The 
evaporation occurred either through two opposite sides (14 cm x 6 cm) or through only one side 
under constant temperature (23 ºC) and relative humidity (50 %). The samples were placed in 
tubes where the air stream was maintained constant by means of small fans (see fig.1). 

- Capillary rise tests were performed with samples of brick A and B in contact with sodium 
sulfate solution (1.61 mol/kg). The bottom side was immersed to a depth of 1 cm in the salt 
solution at known and constant concentration.  
 

Figure 2 shows the measured weight change of the sample with respect to the dry and salt free 
sample, i.e. the total mass of solution and salt crystals (L+C) in the material pores. The drying 

2.1 Drying Experiments 
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curve for the case of pure water is depicted in the same diagram. The significant difference of 
the starting point is given by the mass of salt. 
 

 
Figure 1: Set up built for the drying experiments at 23ºC and 50% r.h.. The samples were 

placed in tubes where the air stream was maintained constant by means of small 
fans. 

 
The samples impregnated with pure water are completely dry after 20 days, while the samples 
impregnated with sodium sulfate need around 40 days. In contrast, the water content in the 
sample impregnated with NaCl is still very high after 100 days. Thus, the drying process is 
strongly retarded due to the presence of salt and the intensity of the slowdown is strongly 
dependent on salt. Thus, the drying of the sample impregnated with sodium chloride is the most 
strongly hindered. 

The kind of efflorescence is also quite dependent on salt (and substrate) and determines further 
evaporation rates, obviously affecting further crystallization. At the drying conditions of this 
experiment (50% r.h. and 21ºC), mirabilite precipitates directly from the solution and the first 
crystals are visible within the first hour. When mirabilite comes in contact with the air, it 
dehydrates to thenardite, which is accompanied by a significant reduction of the crystal volume. 
This dehydration open paths through the crystalline layer and provides for the continuous drying 
of the sample. Severe efflorescence of thenardite is visible after just 10 hours.  

Thus, figure 2 (right) shows severe efflorescence of halite (right, top) and of thenardite (bottom). 
Indeed, efflorescence formation is expected since the capillary transport in brick A proceeds so 
fast, that the crystallization front is placed on the surface. While NaCl-crystals on the surface 
have a compact structure with high density, which impedes evaporation (see the inflection point 
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after 5 days), the thenardite crystals on the surface are thin prisms (acicular) and form a (vapor) 
permeable layer for the vapor.  
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Figure 2: Left, weight loss due to evaporation of water in brick A impregnated with pure water, 

sodium sulfate or with sodium chloride solution. Evaporation takes place through 
one surface (14cm x 6cm). Efflorescence of halite (right, top) and of mirabilite (right 
bottom) after drying 24 hours at 50 % RH and 23 ºC. 

 
 

2.1 Capillary rise test of sodium sulfate solution in brick A and B. 
During the capillary rise of sodium sulphate solution the measured weight loss (figure 3) 
indicates that the evaporation in brick B is significantly slower, which can be expected because 
of its lower permeability. The change of the slope of the evaporation rate in brick B 
(approximately after 120 h) is due to the increase of the airflow velocity during the experiment. 
In addition, the results show a considerably different crystallization behavior for mirabilite in 
those bricks. While severe efflorescence forms in brick A (fig.3, right top), it is negligible in brick 
B even after 2 weeks (fig.3, right left). Indeed, the transport properties of the porous material 
influence the position of the crystallization front, as will be described in the next sections. 
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Figure 3: Left, evaporation rate of sodium sulfate solution (1.6 mol/kg) in bricks A and B 

during the capillary rise experiment at constant temperature (23°C) and relative 
humidity (50 % RH). Right, pictures of brick A (top) and brick B (bottom) at the end 
of the capillary rise experiment.  

 

3 Mathematical model 
The system of coupled partial differential equations that describe heat and water transport in 
porous materials subjected to climatic conditions, was derived from the thermodynamical point 
of view in [4]. For the prediction of salt crystallization in porous materials an additional model for 
the ion transport based on the Nernst-Plank-model [5][6] coupled with the kinetics of 
crystallization of salts in porous materials was developed. These models were implemented in 
an engineering tool, ASTra [2][3] to solve the coupled equations of heat, moisture, air and ion 
transport with the phase changes of salts in the material pores.  

In a previous work [7] we investigated the phase change of salts (crystallization, dissolution, 
hydration, dehydration and deliquescence) in capillary porous materials and developed a model 
for the average rate. This model says that kinetics of crystallization in porous materials can be 
described using eq. (1). This equation is based on the fact that the driving force for 
crystallization is the supersaturation ratio of the solution with respect to a salt Ua,s:  

  ! ,

, , , , , ,1 with   and   � � � 5 �c sg
c s c s a s a s s start a s

QK U U U U
K

�  (1) 
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with �c,s the average rate of crystallization Kc,s and gc,s, kinetic parameters, Us,start, the necessary 
supersaturation for crystallization to start, Q the ion activity product and K the solubility constant. 
For the dissolution, hydration, dehydration and deliquescence, similar equations were deduced. 

Three kinetic parameters are necessary to calculate the crystallization rate (Kc,s, gc,s, Us,start), 
which generally depend on both the pore structure and salt and must be obtained 
experimentally. The starting supersaturation ratio gives the threshold condition for the phase 
change. Actually, it must be remarked that eq. (1) does not give the growth rate of a single 
crystal but the average crystallization rate per unit volume of liquid.  
 

4 Discussion 
In this section the influence of the nucleation, solution and material properties on the resulting 
crystallization pattern during the drying and capillary rise experiments is discussed. Further, the 
numerical simulation of those experiments is used to understand the effect of each of them. 
  

4.1 Nucleation 
The application of the theory of heterogeneous nucleation [8] to halite and mirabilite reveals the 
quite different behavior of these salts. Thus, the nucleation rate per unit surface and time (Ia,het) 
results from: 
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The influence of the substrate, in this case the pore wall, on nucleation results from the surface 
area of the nucleating sites and the contact angle. Since we do not have any information about 
the contact angle, we assumed the same value for both bricks.  

The computed nucleation rate per unit surface of the substrate as a function of the 
supersaturation ratio S is depicted in figure 4. While the nucleation of NaCl requires a low 
theoretical supersaturation (about 1.21 [-] for 1 nuclei/m2s), the results show the mirabilite to first 
nucleate at a higher supersaturation (S=4.4 [-] for 1 nuclei/m2s). Further, the nucleation rate of 
NaCl changes strongly at small variations of the supersaturation.  

The ability of mirabilite to achieve a high supersaturation in the pores of these bricks was 
confirmed experimentally by Espinosa et al. [7]. Unfortunately it is not possible to measure the 
threshold supersaturation of NaCl according to the method explained in [7] since the solubility of 
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NaCl is not dependent on temperature. However the experimental results for other salts (like 
KNO3, KCl, CaCl2.6H2O)1, are also in agreement with the theoretical results from this model. 
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Figure  4: Heterogeneous nucleation rate per unit surface and time assuming a contact angle 
equal to 1.75 rad. 

 
Since the necessary supersaturation of the solution for nucleation of both salts is so different, 
the crystal growth will take place in a different way, leading to equilibrium NaCl crystal 
morphology and non-equilibrium mirabilite crystal morphology (acicular) according to [9]. In fact, 
equilibrium NaCl-crystals in large pores are observed very often, while non-equilibrium mirabilite 
crystals are often reported in the pores [1]. These results suggest that the different crystal 
growth of both salts accounts for the different kind of pore clogging in this high permeable 
material. 

To visualize the different morphology of the crystals that precipitate at the conditions of the 
drying experiments, evaporation of solution droplets was performed and observed with an 
optical microscope. Figure 5 (left) shows the thenardite crystals after complete drying of a 
droplet of solution (20 ml). The first crystals are observed after 1 hour of evaporation. Some 
crystals grow within the original droplet (marked by the circle) but also efflorescences has 
formed, leading to a low volume fraction of the droplet occupied by crystals which may explain 
the low intensity of the pore-clogging measured in the capillary rise experiment.  
 

                                                 
1 Crystallization commences for CaCl2.6H2O at high supersaturation and for KCl and KNO3 at low 
supersaturation [ 
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 Figure 5:  Left, thenardite crystals formed during the evaporation of a droplet of sodium 
sulphate solution (1.6 mol/kg). Right, halite crystals formed during the evaporation of 
a droplet of sodium sulphate solution (5.8 mol/kg). 

 
The first halite crystals in the droplet form just after a few minutes after the beginning of the 
evaporation, which supports the lower supersaturation required for the nucleation of halite 
compared to that necessary for the nucleation of mirabilite/thenardite. The right picture in figure 
5 shows that the original volume of the droplet (given by the circle) is almost completely filled by 
three halite crystals. As the crystals are just covered by a thin liquid film, the further evaporation 
leads to the formation of the white small compact crystalline layer surrounding the crystals.  

Thus, the observed morphology of halite and thenardite supports the higher pore-clogging found 
on the crystallization of halite in the pores of our bricks.  
 

4.2 Transport properties 
The higher viscosity and surface energy of the solution compared to pure water leads to a 
slowdown of the capillary transport of the samples impregnated with the solution. Thus, the ratio 
of solution to pure water flow velocity vsol/vH2O is given by: 

2

2 2

v
v

�sol H O sol

H O sol H O

� $
� $

 
$=surface energy in N/m  
� =viscosity in Pa•s 
v=flow velocity in m/s 

(3) 

Experimental values for the viscosity were found in [11] and for the surface energy of the 
solution in [12]. Figure 6 shows the ratio vsol/vH2O for sodium sulfate and for sodium chloride 
solutions for different values of the ratio between concentration and solubility. This figure shows 
clearly that the flux of both solutions is slower than the flow of pure water, which explains at 
least partially the slowdown of the drying of the bricks in presence of salt.  

1 mm 1 mm
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Figure 6: Ratio between the velocities of solution and pure water flow for sodium sulfate and 
sodium chloride solution at different values of the ratio between concentration and 
solubility c/csat, considering the influence of viscosity [11] and surface energy [12]. 

 
Further, within the usual range of values of the supersaturation ratio of halite and mirabilite, the 
flow velocity of sodium sulfate is slower. That means, the solution properties (viscosity and 
surface tension) do not explain the faster drying behavior of the sodium sulphate solution shown 
in figure 2. Pore clogging as well as the change of the surface properties due to efflorescence 
might account for the decrease of the drying rate. 

In this work we assume that the crystals are distributed in all pore sizes. This leads to a 
reduction of the permeability k even at a low pore filling.  

Figure 7 shows the assumed permeability of brick B as a function of the pore filling pf based on 
Brooks and Corey model: 

  !  ! !0  with 1 and � � � � �
J

ba s
p pk pf k g g pf pf �  (4) 

with k0, the permeability of the salt-free material in m2/s, �s, the volume of precipitated salt per 
unit volume (m3/m3) and B, the pore volume (m3/m3). The parameters for this model (a=2.77 and 
b=1.77 for mirabilite) were obtained empirically. Eq. (4) gives the resistance against the liquid 
transport due to the pore filling with crystals. 

Further, at low water contents, the pores will depercolate and the liquid flow will be hindered. 
That happens in brick A at a saturation ratio of about 10 % and in brick B at about 18 %. 
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Therefore, it is assumed that the permeability tends to zero if salt crystals fill more than 90% of 
the total porosity of brick A and more than 80 % of the total porosity of brick B. 
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Figure 7:  Left, liquid permeability k as a function of the water content (w) in brick B at different 
values of pore filling with salts (0.2, 0.4, 0.6 and 0.8). Right, resistance against liquid 
flow depending on pore filling given by gp. 

 

4.3 Numerical Simulation of capillary rise experiment 
During capillary rise of sodium sulphate in brick A, the evaporation front is located at the surface 
because of the high capillarity of this material. The results of the simulation show the severe 
formation of efflorescence. Further, they show that there is no dehydration of mirabilite to 
thenardite in the simulated period of time (200 h) since the water content on the surface is still 
very high (70 % of saturation ratio) due to the steady water uptake. Thus, the rest of the pore 
volume is filled with salt, which grows from the solution into the surrounding air. 

Apart from the differing permeability of bricks A and B, the distribution of nucleation sites may 
be also quite distinct in the bricks and with it the crystal distribution and the resulting pore 
clogging. Unfortunately, we do not have any information about the distribution of nucleation 
sites now. Therefore, the same resistance against the liquid flow as a function of the pore filling 
(see figure 7, right) is assumed for both bricks.  

Figure 8 shows the computed distribution of mirabilite in brick B after 196 hours with the 
engineering tool ASTra. Due to the axisymmetric geometry, the simulation of the coupled 
transport with crystallization was performed only in the half of the sample. Thus, the x-axis goes 
from zero to 3 cm, the y-axis goes along the height of the sample (14 cm) and the computed 
mirabilite content is depicted on the z-axis. 
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The bottom 4 cm of the sample is placed inside of the pan, which contains the unsaturated 
solution that keeps the relative humidity constant at 95%. Therefore, the evaporation inside of 
the container is negligible and no crystallization takes place. Above this 4 cm, mirabilite 
precipitates.  

 

 
Figure 8:  Computed distribution of the content of mirabilite (in w.-%) in brick B during the 

capillary rise experiment after 196 hours. Due to the axisymmetric geometry, the 
simulation was performed in the half of the sample (s. stripped surface in the sketch 
of the set up). Simulations performed with the engineering tool AStra. 

 
The kinetic parameters Kc,s=0.0064 mol/m3s and gc,s=1 were determined experimentally [7]. 
Thus, the predicted width of the crystallization front is about 0.8 cm and no appreciable 
efflorescence forms according to the simulation. The pores on the sample surface (x=0.03 cm) 
contain salt crystals (�15 w.-%) but there is no growth out of the pores (see arrow). Thus, the 
simulation with ASTra predicts just the formation of subflorescence, which is in agreement with 
the experimental results. 

Further, the influence of the kinetic parameters on the computed results for brick B was 
examined. Figures 9 shows, how the average crystallization rate affects the results of the 
simulation. If crystallization takes place 3 times slower (Kc,s=0.002 mol/m3s), both, the resulting 
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total amount of salt and the evaporation rate are larger. The reason for that is simply the 
reduction of the amount of crystals on the surface at the first drying stage due to the lower 
crystallization rate, which leads to a smaller reduction of the evaporation rate since pore 
clogging is less effective. Thus, the higher evaporation rate compared to the capillary transport 
moves the crystallization front into the interior of the sample of brick B. Thus, the right diagram 
shows that the amount of precipitated mirabilite is firstly smaller with Kc,s=0.002 mol/m3s, as 
expected but after some hours the curves crossed each other and finally, more mirabilite 
precipitates in brick B at the low crystallization rate. Due to this, the width of the crystallization 
zone with Kc,s=0.002 mol/m3s reaches 1.8 cm beneath the surface after 196 hours.  
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Figure 9: Evaporation rate (left) and total amount of mirabilite (right) in brick B at two different 
average crystallization rates (Kc,s=0.002 and Kc,s=0.0064). Simulations performed 
with the engineering tool AStra.  

 
Thus, contrary to the expectations a lower crystallization rate might even cause more damage. 
However, this is not a general conclusion but only a result for this particular experiment. Indeed, 
the complexity of the coupled phenomena does not allow giving any general conclusion but the 
numerical simulation can help to understand the interaction between mechanisms under 
particular boundary conditions.  
 

5 Conclusions 
The model presented in this work reveals that the combination of salt crystal properties, solution 
transport and environmental conditions determines whether crystallization will result in 
damaging subflorescence or in efflorescence. The interaction between those factors can be 
examined and/or predicted with the help of the numerical simulation. We used the engineering 
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tool ASTra to perform the simulation of the coupled transport of heat, moisture, salt and air with 
salt crystallization in porous materials. 

In particular, the ability of each salt to achieve high or low supersaturation determines the 
heterogeneous nucleation rate in the pores. Further, the rate of nucleation affects not only the 
crystal distribution in the pore network but also the resulting pore clogging.  

Moreover, it was shown that liquid transport and crystallization processes will influence each 
other. Thus, liquid transport depends on the kind and intensity of pore clogging and determines 
the concentration gradient and supersaturation and with it the crystallization process at the 
same time.  

Finally, it must be remarked that the average crystallization kinetics [7] does not say anything 
about the amount of crystals and the distribution in the pore structure. A high crystallization rate 
can be given by a large number of crystals, even if they have a low growth rate but also by a 
small number of crystals with a large growth rate caused by a high supersaturation. However 
the consequences on the pore clogging and on the damage of the materials are quite distinct 
depending on the crystal distribution. Therefore, the goal of future investigations is the study of 
the nucleation process and of the crystal distribution in the pores. 
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Prediction model for the degradation process of concrete 
due to the attack of sulphate-bearing water 

Summary 
This research project aims for the development of a realistic model to describe the degradation 
process of concrete due to the attack of sulphate-bearing water and its destructive potential. An 
essential part of the analytical-numerical approach consists in the separate analysis of proc-
esses on the micro, meso and macro level. Describing the hardened cement paste as a hetero-
geneous continuum with dispersed pores, the resulting stresses and cracks due to ettringite 
formation are simulated using fracture mechanics. Further numerical models for concrete are 
developed, taking into account the influence of aggregates and corrosion front induced strain 
gradients on the concrete damage. Related experimental investigations deliver the necessary 
characteristic values and also provide a basis for the validation of the model. The derivation of a 
simplified analytical prediction model for sulphate attack and its consequences on concrete 
complete the research study.  
 
Keywords: concrete, sulphate attack, degradation, fracture mechanics, prediction model, nu-
merical simulation, FEM  

1 Introduction 
The attack of sulphate-bearing water on cementitious materials has a great destructive potential 
which can result in a complete break-down of structural members. The origin of the sulphates 
can be soils rich of gypsum, industrial waste waters or aggregates containing sulphates or sul-
phides. Depending on the accompanying ion of the sulphate anion, different corrosion mecha-
nisms occur: 

7 H2SO4: dissolving and expansive attack 
7 CaSO4 and alkali sulphates: expansive attack 
7 (NH)4SO4 and MgSO4: exchange of metal ions of salt with C-S-H-structure and 

expansive attack of sulphate 

In the past 20 years, different imaging methods contributed to clarify the basic principle of the 
degradation mechanism considering the processes in the concrete pores and the change of 
phases. Sulphate ions ingress in the pore volume of the hardened cement paste due to capillary 
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suction and diffusion and react with AFm-phases forming ettringite. The expansive nature of the 
this reaction process results in the degradation of the cement paste microstructure. The macro-
scopic damage pattern is characterized by strains in the material along with crack formation on 
the surface. Here gypsum crusts can be found when high concentrations of sulphate ions are 
present in the solution [1]. With increasing content of aluminates in the AFm-phase, rising ten-
sile strains evolve, whereas according to the literature only marginal volumetric expansions can 
be measured when ferrous ettringite is formed. 

While previous studies mainly describe the encountered phenomena only qualitatively, this re-
search project focuses on a quantitative description of the deterioration process with the inten-
tion to deduce a simplified analytical model in order to predict strength, deformation and 
cracking characteristics, i.e. the durability behaviour of concrete under sulphate attack. 
 

2 Numerical Investigations 
The numerical analyses are based on a finite element model of the deterioration process in the 
hardened cement paste and the concrete using statistical fracture mechanics. As key parame-
ters this model primarily takes into account sulphate intensity, type and duration of the attack, 
porosity of the cementitious matrix, the material composition and geometry. An essential part of 
the approach consists in the separate analysis of processes on the micro, meso and macro 
level. In this consecutive analysis the results of the lower level will be integrated into the ho-
mogenised model of the next higher level. 

So far two consecutive numerical models have been developed, describing the processes on 
the micro level (modelling of hardened cement paste) and the meso level (modelling of aggre-
gates, matrix and interfacial transition zone). The calculations are carried out using the finite 
element code DIANA. 
 

2.1 Numerical model on the micro level 
2.1.1 Model geometry and pore size interval 
The pore radii of hardened cement paste range from 10 nm to 1 mm. However, the modelling of 
pores within more than one order of magnitude in one model is not expedient for geometric rea-
sons. Thus, to cover the whole spectrum of relevant pore radii, multiple calculations with con-
secutive pore radius magnitudes are needed. For each model, the calculated material behaviour 
is used as input data for the material properties of the finite element model of the next higher 
order. 

According to Skalny et al. [2], pores in the range of several micrometers and smaller are highly 
responsible for the generation of cracks due to ettringite formation. Here heavy sulphate dam-
ages were observed as a consequence of ettringite formation although the latter could not be 
detected using scanning electron microscopy, which accounts for the formation of almost 
amorph ettringite structures in very small pores. On this background the modelling of the hard-
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ened cement paste was started with a pore size interval from 100 nm to 1000 nm. Within this 
range, four pore size classes with similar class width were defined, using a logarithmic scale. 
The particular number of pores of one class was calculated from the differential pore volume of 
the hardened cement paste (CEM I cement, age 7 days, water-cement ratio w/c = 0.65). The 
principle of this approach and the distribution of pores are illustrated in Figure 1 and Table 1 
respectively. 
 

  

Figure 1: Differential pore volume of different hardened cement pastes; the modelled range of 
pores is marked in grey. Left: Pore size distribution. Right: Definition of four pore 
size classes with pores ranging from 100 to 1000 nm 

 

Table 1: Number of pores in individual class, range from 100 to 1000 nm according to Fig-
ure 1 considering an area of 20 μm square 

pore size class radius ri 
[nm] 

 

area of  
single pore 

[10-14 m2] 

area  
percentage 

[%] 

number of  
pores 

n 
A 750 176.7 0.363 1 
B 420 56.0 0.823 6 
C 240 17.7 1.680 38 
D 130 5.6 2.340 168 

 
The statistical distribution of the pores in the model is assured by the use of a random number 
generator calculating the x- and y-coordinates of each pore centre. The biggest pores are calcu-
lated first, followed by the pores of the next smaller class until the smallest class in the end. In 
order to avoid too small spacing between pores or even overlapping, a concluding plausibility 
check with defined minimum values is carried out. Pores with interspaces below these values 
are finally eliminated. In the automated geometry generation the above generated data file of 
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pore distribution is implemented in DIANA applying a FORTRAN routine. Figure 2 shows the 
resulting model of hardened cement paste with an edge length of 20 μm. 
 

2.1.2 Mesh generation 
In the finite element model rectangular elements of second order are used, because triangular 
elements tend to exhibit stress locking and excessive stiffness. Because mesh generation in 
DIANA is done geometry-based (the geometry is generated first and meshing is done after-
wards, starting from the edges), complex geometries with highly curved boundaries may induce 
problems in the automatic meshing routine if rectangular elements are used. Thus, heavily irre-
gular meshes or programme termination may result. 

In order to solve this problem, different approaches were tested whereof the idea of grid seg-
mentation proved to be most effective (Figure 3). 

Since this method still results in highly irregular meshes even with very small elements, addi-
tional auxiliary square boxes around the pores were introduced. These are generated as cut-
outs around the pores within the routine of automatic pore generation. Hence, a separate mesh 
generation of the overall area with cut-outs and the cut-outs with pores themselves is possible. 
This technique now allows for a nearly fully automated mesh generation in combination with a 
high mesh quality. The only disadvantage is the increased required space for the square boxes 
compared to the circular pores, causing the need of a more strict plausibility control with respect 
to interspaces and overlapping of pores. 

  

Figure 2: Geometry with pores in DIANA Figure 3: Geometry with pores and grid 
segmentation 
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The effectiveness of this technique is illustrated in Figure 4, showing the differences in mesh 
geometry with and without applied auxiliary boxes. Figure 5 depicts the overall model with an 
edge length of 20 μm, composed of 18 single segments. 
 

  

  

Figure 4: Segment without (left) and with (right) auxiliary square boxes. Top row: geometry. 
Bottom row: finite element mesh 

 

Figure 5: Finite element mesh of hardened cement paste containing circular pores within a 
pore size interval of 10-7 to 10-6 m and consisting of approx. 18000 elements 
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2.1.3 Material properties of hardened cement paste 
The constitutive behaviour of the hardened cement paste was modelled using the “Crack Band 
Model” developed by Bažant and Oh [3] (see Figure 6) in order to facilitate the imaging of in-
creasing crack formation and propagation. Within the numerical simulations the different cohe-
sive crack models such as the Total Strain Rotating Crack, the Total Strain Fixed Crack as well 
as the Smeared Crack Model were investigated. 

Furthermore, the heterogeneity of the material properties was taken into account by a Gaussian 
distribution of the material parameters (particularly tension strength and fracture energy, see 
Figure 7). For this purpose, material classes were defined and allocated randomly to the indi-
vidual elements (Monte Carlo Method). 

While recommended values for the strength and stiffness of the hardened cement paste were 
taken from literature, reliable magnitudes for the fracture energy of the mere matrix without 
pores could not be found. Hence, the fracture behaviour was modelled according to the con-
crete behaviour given in CEB Model Code 90 (see Figure 7). It was assumed that the strains �cr1 
and �cr correspond to crack widths of wc1 = 1 nm and wc = 10 nm. 
 

2.1.4 Modelling of sulphate attack 
The propagation of the corrosion front was characterized in a first approach with the simplified 
empiric relation according to Atkinson and Hearne [5], whereas the corresponding pore stresses 
were estimated using the formula for linear crystallisation pressure p: 
 

  

Figure 6: Crack Band Model implemented  
in the finite element model with: 

 GF fracture energy 
h characteristic element length 
ft tensile strength 
E modulus of elasticity 
�cr critical crack strain 

 

Figure 7: Implemented heterogeneity of har-
dened cement paste according to 
[4] 
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s

R T cp ln
c

� ��
� � � �= � �

 (1) 

where R represents the ideal gas constant, T the temperature, = the molar volume of crystalline 
substance, c the actual concentration of the solute and cs the saturation concentration. 
 

 
Assuming that ions not involved (K+, Na+, OH- and others) do not have any influence on the 
solubility of sulphate, and that ettringite, monosulphate as well as portlandite are given as solid 
phases, a value of p = 31 MPa was calculated (T = 20 °C). 

According to Gollop and Taylor [6], the thickness of the ettringite formation zone was set equal 
to 200 μm. To further minimise the extent of numerical calculations with DIANA, the course of 
crystallisation pressure over time was approximated with a bilinear function (see Figure 9). 
 

2.1.5 Results of numerical investigations 
Applying the derived model, numerous calculations were carried out to study the influence of 
different parameters and to verify the suitability of the model. Within these studies, simulations 
using the overall geometry, single segments as well as segment groups were conducted. The 
main problems in the finite element computations were numerical instabilities with increasing 
crack propagation as well as excessive calculation time using the overall model. The most im-
portant results are detailed below: 

7 The existing model constitutes a functional approach to describe the degradation proc-
ess in hardened cement paste subjected to sulphate attack. 
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7 A crack formation along crack paths can be reproduced with the model. The imple-
mented heterogeneous material behaviour has a positive influence on the formation of 
distinct crack paths (see Figure 10). 

7 Considering the three cohesive models “Total Strain Rotating Crack”, “Total Strain Fixed 
Crack” and “Smeared Crack”, the Smeared Crack Model turned out to be the most suit-
able due to its significantly higher numerical stability and lower calculation costs. 

7 High calculation times are a core problem for models with more than 1000 to 1500 Ele-
ments. Lowering of the stipulated convergence criteria causes only limited reduction of 
calculation costs, but the convergence is improved. 

7 Against one’s expectations, increasing mesh refinement did not have significant influ-
ence on convergence. Partly, numerical instabilities occurred even earlier. 

7 Considering the applied iteration schemes (Newton-Raphson, modified Newton-
Raphson, Constant Stiffness), the regular Newton-Raphson method together with a pre-
ceding line search scheme showed the best results. 

 
 

 

Figure 10: Critical crack strain �cr (top) and related main stress �11 [MPa] (bottom) along a 
crack band for a segment of the overall model subjected to crystallization pressure 
in pores 

fixed boundary condition 

hardened cement paste 

pore 



Predicting model for the degradation process of concrete due to attack of sulphate-bearing water  235 

  

2.2 Numerical investigations on the meso level 
Parallel to the investigations on the material behaviour of hardened cement paste on the micro 
level, calculations on the meso level were carried out. The concrete was modelled as a three-
phase-system consisting of aggregates, mortar matrix and interfacial transition zone. 
 

2.2.1 Geometrical model 
Similar to the proceeding for the distribution of the pores on the micro level, the aggregates with 
a maximum size of 8 mm (grading curve B8 of DIN 1045) were divided into four sub-classes 
sized 8, 4, 2 and 1 mm and statistically distributed using the already mentioned FORTRAN rou-
tine. In a first step a square shaped 40440 mm2 model was used which was later on reduced to 
20420 mm2 due to high calculation times. The distribution of the aggregate sizes of both models 
is depicted in Table 2. The material behaviour of the aggregates was assumed to be linear elas-
tic with an elastic modulus of E = 50000 MPa having no limiting tensile stress. 
 

Table 2: Distribution of the aggregate sizes of the two models on the meso level with an edge 
length of 40 mm and 20 mm 

aggregate 
class 

 

aggregate 
diameter 

[mm] 

volumetric  
content according 
to grading curve 

[%] 

aggregate 
cross  

section area
[mm2] 

number of  
aggregates 
for model 

40 x 40 mm2  

number of 
aggregates 
for model  

20 x 20 mm2 

A 8 26 50,265 4 1 

B 4 21,5 12,566 14 3 

C 2 16 3,141 42 11 

D 1 14,5 0,785 158 38 
 
The mortar matrix was reproduced using the approach of the heterogeneous continuum with 
variation of strength and stiffness values (see chapter 2.1). Mean values for strength and elastic 
modulus were adapted for the recomputation of given experiments with magnitudes at the time 
zero (start of sulphate attack) from 45 to 65 MPa (compressive strength) and 30000 to 36000 
MPa (elastic modulus), respectively. In order to facilitate crack formation, the Cohesive Crack 
Model approach was applied, similar to the investigations on the micro level. 

The interfacial transition zone between aggregate and matrix was taken into account by the im-
plementation of an intermediate layer of elements. To start with, its thickness was set to 40 μm, 
independent from the aggregate diameter. However, the adaptation of the thickness of the tran-
sition zone to the corresponding aggregate size is easily possible and can be implemented in 
future calculations. The elastic modulus of the interfacial transition zone was coupled to the 
elastic modulus of the matrix elements with reduced values of 60 %. 
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2.2.2 Modelling of sulphate attack 
The sulphate-induced expansion process was modelled via a volumetric expansion of the mor-
tar matrix. Thus, measured volumetric strain values of mortar samples were specified in the 
model by applying a temporally and locally variant temperature field to the matrix with a linear 
correlation between temperature and strain values. 

Furthermore, the decrease of the mortar strength and stiffness observed in experimental studies 
was taken into account by a variation of the model parameters over time. The corresponding 
values were adapted not only for the matrix but also for the interfacial transition zone in intervals 
of 30 days. 
 

2.2.3 Recalculation of experiments 
In order to verify the suitability of the deduced numerical concrete model, the experimentally 
measured deformation behaviour and the compressive strength of concrete samples were re-
calculated with DIANA for a period of 90 days and 120 days respectively. The essential material 
properties of the matrix were calibrated on mortar samples from the same test series. The cal-
culated strains of three concretes with different types of cement (CEM I, CEM II and CEM I-HS) 
were in good agreement with the measured values (Figure 11) and the calculated compressive 
strengths could reproduce the right tendencies. Moreover, the computed crack formation pattern 
(Figure 12) is in accordance with the actual material behaviour. Thus, the deduced model is 
capable of calculating the degradation process in concrete subjected to sulphate attack in a 
realistic way. 
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Figure 11: Linear expansion (left) and compressive strength (right) of three different concretes 
subjected to sulphate attack. Comparison of experimental and numerical results 
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Figure 12: Calculated crack formation at the age of 95 days (top left), 105 days (top right), 110 
days (bottom left) and 120 days (bottom right). Only strains higher than the critical 
strain are depicted (� > �cr) 

2.2.4 Parameter studies 
In order to determine the influence of the different material parameters and geometry effects on 
the overall results, various parameter studies were carried out. In the following, the most impor-
tant tendencies are illustrated. 

The comparison of two different models with the same material parameters but differing maxi-
mum aggregate sizes and aggregate distribution (see Figure 13) shows a variation of calculated 
critical crack strains of more than factor two. Although bigger aggregates tend to create higher 
strains in their vicinity, the model to the right with a maximum aggregate size of 8 mm (left 
model: maximum aggregate size = 10 mm) shows much higher strains because of the location 
of the 8 mm aggregate close to a free boundary. Moreover, it can be seen that the neighbouring 
4 mm and 8 mm aggregates generate higher stresses between themselves than between the 
8 mm and a 1 mm aggregate with similar spacing. It can be concluded, that the geometric dis-
tribution of big aggregates is of a significantly higher importance than their maximum size and 
results in a considerable mesh dependence of the model. 

95 days 105 days 

120 days 110 days 
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Figure 13: Influence of aggregate size and aggregate distribution on critical crack strains �cr 
after 120 days of sulphate attack 

 

Figure 14: Influence of aggregate stiffness on critical crack strains 
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Figure 15: Influence of aggregate stiffness and Poisson’s ratio μ on the modulus of elasticity 
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The influence of the aggregate stiffness on the maximum crack strains is low (Figure 14) and 
varies by only 6 % for the given elastic moduli of 30 to 50 GPa. It could be expected, that the 
stiffest aggregates generate the highest strains. However, no clear tendency of a correlation 
can be observed, because the smallest strains do not arise with the softest aggregates but with 
the intermediate ones. 

The correlation of aggregate stiffness, Poisson’s ratio and resulting elastic modulus can be seen 
in Figure 15. Naturally, stiffer aggregates must result in a higher modulus of elasticity of the 
concrete. A higher Poisson’s ratio generates higher elastic moduli as well because of the partial 
constraint of lateral strains which counter possible deformations. With a variation of less than 5 
% for the examined Poisson’s ratios, this effect is fairly low and not of importance for further 
calculations. 
 

3 Experimental investigations 
The own experimental investigations provide the basis to determine the deformation behaviour 
and the mechanical properties of hardened cement paste subjected to sulphate attack. The ob-
tained results constitute a reference for the calibration of the numerical continuum model and 
the validation of the prediction model. They provide the essential values for linear expansion, 
mass change, flexural strength and compressive strength as well as porosity (total porosity, 
pore distribution).  

The prismatic samples are sized 100x40x10 mm3. Amongst the tested parameters are the wa-
ter-cement ratio, the age at testing as well as the type and duration of storage (Table 3). 
 

Table 3: Overview on tested parameters of experimental programme 

water-cement ratio type of storage 
(T = 20 °C) 

duration of  
storage*/ 

age at testing [d] 

number of samples 

0.4 
and 
0.6 

sealed 0, 7, 28, 90, 180 2�5�3 = 30 

water 7, 28, 90, 180 2�4�3 = 24 

solution I 7, 28, 90, 180 2�4�5 = 40 

solution II 7, 28, 90, 180 2�4�5 = 40 

 total number of samples: 134 

*  after start of examinations at the age of 3 months 
 
For the first 3 months all samples are cured the same way. After stripping at the age of 7 days, 
the samples are stored over water in a covered tray at a constant temperature. After 90 days 
one part of the samples is left sealed in the conditioning chamber whereas all other samples are 
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immersed in either water or sodium sulphate solution with two different sulphate concentrations 
(Na2SO4 solution with high and low concentration, see Table 3 “solution I” and “solution II”). The 
samples stored under water are required to specify the volumetric expansion and the difference 
in strength between sealed and water stored samples, respectively. Together with the sealed 
samples they serve as a reference and will contribute to a better understanding and interpreta-
tion of the test results gained from the samples subjected to sulphate attack. 

The sealed reference samples are tested at the age of 3 months, corresponding to a duration of 
storage of 0 days according to Table 3. Afterwards all samples are tested 7, 28, 90 and 180 
days after the beginning of their individual storage condition. The number of samples related to 
the different storage conditions is given in Table 3. Altogether 134 samples are tested. 
 

4 Overview on research modules and prediction models 
The configuration of the model and the interaction of the different modules are shown in Figure 
16. The numerical model on the micro level is calibrated with measured material properties and 
damages of hardened cement paste samples. Combined chemical and mineralogical investiga-
tions deliver the necessary transport coefficients and volumetric expansions whereas the crys-
tallisation pressures have to be calculated on the basis of thermodynamic data, because they 
cannot be measured directly. 
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Figure 16: Overview on research modules, parameters and resulting models 
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In the next step, the calculated expansions and material deteriorations of different micro level 
models (which consist of hardened cement paste without pores and the pores themselves) are 
averaged and thus provide the input data for the matrix on the meso level, which is modelled as 
a heterogeneous continuum. Together with the aggregates and the interfacial transition zone a 
three-phase model on the meso level is obtained. The experiments on mortar and concrete are 
used to calibrate and verify the model on the meso level. 

Because of the various influencing parameters in the three-phase model (see chapter 2.2.4), 
their effects and importance are investigated in numerous parameter studies. The derivation of 
an appropriate material law for concrete and a simplified analytical prediction model for sulphate 
attack on concrete members complete the research study. 
 

5 Discussion 
Within the research study a numerical model on the micro level was developed which is suitable 
to reproduce the advancing corrosion front due to sulphate attack. Furthermore, the formation of 
crack paths can be calculated for small to medium sized finite element models. On the meso 
level, the model is capable of reproducing a sound combined crack formation in hardened ce-
ment paste and interfacial transition zone around the aggregates. With experimental data of 
mortar samples as input for the material parameters of the matrix, the calculated strains and 
strengths in the overall model are in good agreement with the measured values for concrete 
samples.  

One of the still remaining problems is to find the correct input parameters for the model on the 
micro level, as they are either complex to measure or cannot be measured with the necessary 
precision at all. Whereas the relevant transport coefficients of sulphate in concrete can be iden-
tified accurately, the relevant increase of the pore pressures due to ettringite formation cannot 
be determined. This is due to the fact, that the major part of the damage-relevant ettringite for-
mation takes place in very small gel pores which cannot be assessed properly with any measur-
ing device.  

Another subject of further research is the multi-scale character of concrete. For geometric rea-
sons, only one order of magnitude of pore sizes can be modelled in one numerical calculation. 
Thus, a series of convoluted calculations with different orders of magnitudes is necessary, 
where the overall results of one model (matrix with pores) deliver the input data for the matrix in 
the next following model. As a result, the final outcome can vary very much and is characterised 
by a high geometric dependency. 

The calculation of crack paths with the finite element code DIANA causes a problem for larger 
models with many pores and leads to convergence problems with early program termination 
and very high calculation time. Because DIANA cannot be run on parallel servers with multiple 
CPU nodes so far, this point is hard to eliminate. 
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Due to the above mentioned reasons, the original idea to use the numerical results on the micro 
level as averaged and homogenised input data for the matrix on meso level is not really suc-
cessive at the actual state of research, because the delivery of correct input parameters is still 
questionable. However, the model on meso level could prove to be capable of computing sound 
results if the required input data is given by experiments. This achievement may be considered 
as a remarkable research progress in view of the state-of-the-art. 
 

6 Conclusion and outlook 
Within the research study numerical models on the micro and the meso level could be devel-
oped that are suitable to describe the qualitative deterioration processes of concrete subjected 
to sulphate attack. There is still some effort required to improve the reliability of the calculations 
and to get a better knowledge of the relevant processes and characteristic parameters on micro 
level. 

Further research study is necessary to derive a simplified analytical prediction model for sul-
phate attack on concrete members. Such a model can substantially aid in the design and con-
struction of concrete members exposed to sulphate attack and help forecasting the service life 
of members under such actions. It is a key part of an overall service life design, which will be a 
part of future code generations. 
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Probabilistic concept for durability design of cement-based 
materials exposed to acid, ammonium, and sulphate solution 

Summary 
The paper presents a probabilistic concept for durability evaluation. It deals with corrosion in-
duced by sulphate solution and degradation by a leaching process. The concept is based on a 
probabilistic approach and was accomplished by combining the transport-reaction model Trans-
reac with a Monte Carlo simulation. The necessary validation of the simulation models used has 
been demonstrated. It is evident that simulated and experimentally derived data are in good 
agreement. Finally the application of the probabilistic concept is demonstrated by a number of 
examples which deal with corrosion of cement-based materials in sulphate, acid, and ammo-
nium solution. The simulated results agree with practical experience. The excellent results show 
that the model Transreac in combination with a Monte Carlo simulation is a powerful tool to set 
up the probabilistic safety concept for durability problems. 
 
Keywords: Modelling, Monte Carlo simulation, durability, sulphate attack  ammonium attack, 
acid attack 

1 Introduction 
Durability is the capability of a building, structural element or material to maintain a requested 
performance over a specified time under service conditions. The durability design of concrete 
structures is based on implicit rules for materials, material compositions, working conditions, 
structural dimension, etc.. Examples of such rules are minimum concrete cover, maximum wa-
ter/cement ratio, and minimum cement content. Modern building codes for structural design 
make use of the reliability theory based on a probabilistic approach. Increasingly, these ap-
proaches expand into durability design. For example, Corr et al. [1] presented an empirical reli-
ability analysis for sulphate attack on concrete, and Gehlen [2,3] presented a probabilistic 
design concept for concrete carbonation and penetration of chlorides into concrete. This kind of 
concept optimizes the cost for construction, maintenance, and repair while considering safety 
factors. 
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The aim of this study is to present a probabilistic concept for durability evaluation. Firstly, the 
theoretical background for the probabilistic concept and the procedure of the durability design is 
presented. Secondly, this study demonstrates examples for durability design, dealing with 
chemical attack on different cement-based materials. 

The principles of the probability concept are explained below. Structures must be reliable with 
respect to their life time. In the mathematical sense reliability is the probability of the structure to 
resist all influences during service life. The probability of failure, which is the complementary 
value to the probability of reliability, is the commonly used value. The acceptability of low resid-
ual risk and a small probability of failure offers the possibility to consider economic aspects as a 
part of building design. 

A designer must be able to calculate the probability of failure for structures under the influence 
of degradation factors as a function of different design parameters and time. He will then be 
able to prove the compliance with certain requirements, referring to serviceability limit state and 
ultimate limit state. With the aid of this model he can make decisions on the required dimen-
sions and material properties. 

For this procedure, two models are required. First, a deterministic model showing the degrada-
tion over time as a function of an appropriate design parameter is needed. The mathematical 
model which is needed to calculate the probability of failure used in this study is called the 
probabilistic model. 

In Figure 1 an example of a degradation model as a function of time of attack +(t) is shown. The 
horizontal line asterisked as ‘max’ illustrates the maximum allowable corrosion depth. For rein-
forced concrete this usually is the depth of the cover. Design parameters, e.g. environmental 
factors and properties of the building materials, vary greatly. Because of this, the performance 
of a structure must be treated stochastically. Otherwise the calculated life time tg  is too long if 
only the medium degradation over time is taken into account. This means that not only the av-
erage values, but also distributions or the distribution function (KG(t)) in dependence of time 
must be considered. For this purpose, a probabilistic model is needed. This model must give 
reliable information on the variation of the degradation. The degradation itself and the variation 
of the degradation is affected by the variation of the environmental conditions and the variation 
of the material properties. 

The probability of failure is the black marked area in Figure 1. The probability of failure is the 
probability of the material not resisting the chemical attack. In most cases the designer can not 
ensure that the material will resist chemical attack for the whole life time because of the external 
parameters as a whole. Because of this we must accept a low residual risk and a small prob-
ability of failure. Otherwise the designer must choose quite a big depth of cover, which in most 
cases is not realistic due to the economic aspects. By means of this information, the designer 
can make decisions on the required dimensions, e.g. concrete cover and type of material, e.g. 
water to cement ratio and cement type.  
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Figure 1: Reliability theory for chemical attack (see also [4]). On the upper the calculation of 
the probability of failure is shown, and on the lower two arrangements (increase of 
depth of cover and the use of another material) for maintaining the required prob-
ability of failure are demonstrated. 

In Figure 1 (lower) the decreasing probability of failure Pf(tg) as the result of increased cover 
depth is demonstrated. The choice of a more resistant material (degradation model +B(t)) to 
maintain the required probability of failure is also demonstrated in Figure 1 (lower).  

The degradation and the probabilistic model offer the possibility to calculate the probability of 
failure with respect to the life time for different materials and environmental conditions. The de-
sign methodology demands that the calculated probability of failure must be lower than the 
maximum allowable probability of failure during the life time of the structure. So far the maxi-
mum allowable probability of failure for chemical attack is not defined in technical standards. In 
this study the maximum allowable probability of failure for different environmental conditions is 
suggested. 
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The probabilistic concept is presented for different aggressive environmental conditions: 

-sulphate solution 
-acid solution 
-ammonium solution. 

At first, the deterministic and probabilistic model is introduced. The probabilistic concept must 
be based on a realistic deterioration model. Because of this, validation of numerous corrosion 
experiments are demonstrated. These corrosion experiments are taken from the literature. Both, 
the deterministic and the probabilistic model need a numerousness of input data. Most of the 
needed data are not mentioned in the literature that deals with the corrosion experiment. Be-
cause of this most of the input data must be estimated. For this purpose there are databases 
compiling the data of a lot of different materials. 

The validation of the corrosion experiments are based on data which are extracted by a special 
procedure from the database which is described in [5].   

Before calculating the probability of failure for each attack, the limit state must be defined which 
is specified in this study. 
 

2 Deterioration model Transreac 
The deterministic model used in this study is Transreac, which simulates corrosion effects of 
building materials caused by the attack of chemical solutions. Transreac is described in [6-8]. 
This model combines the calculation of chemical reactions with the calculation of transport 
processes within the structure. The flow chart is demonstrated in Figure 2. 

The calculation of chemical reactions is based on repeated determination of the stable phase 
assemblage (Gibbs energy minimization, Pitzer model, consideration of chemical kinetics). 

The transport module covers a large number of different transport processes within porous ma-
terials. These are capillary suction, flow by seepage pressure, transport of solved species con-
nected with these processes, diffusion of solved species, diffusion caused by diffusion potential, 
heat and moisture transfer, and water vapour diffusion. 

In addition, modules for calculating corrosion effects were implemented. These corrosion effects 
include the expansion caused by the formation of ettringite, the loss of material strength and the 
loss of mass caused by the dissolution of phases. A lot of improvements have been made since 
the papers [6-8] were published. The accuracy and speed of the thermodynamic algorithm has 
been increased and the simulation of redox-reactions has been incorporated. All transport proc-
esses can now be calculated as 2-D processes. The heat and moisture transport can be now 
calculated on the basis of the model of Künzel [9]. In addition, the model for transport caused by 
diffusion potential has been improved. 
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Figure 2: flow chart for the determistic model Transreac.  

With this highly flexible model a lot of different simulations were done in the past. The examined 
materials cover cement mortar, concrete (also with fly-ash and blast furnace slag), sandstone 
and sorel cement. The aggressive solutions cover sulphate solutions, chloride solutions, acid, 
seepage water from a landfill, saline solutions characteristic for salt mines, and solutions with 
different contents of aggressive carbon dioxide (see for example [5-8,10-19].  
 

3 Probabilistic model 
Transreac has been extended to a probabilistic model. This was accomplished by incorporating 
the deterministic model into a Monte Carlo simulation (see [5,18,19]). The Monte Carlo method 
is a stochastic technique, which  means that it is based on the use of random numbers and 
probability statistics to investigate problems (see [20]). This numerical approach was used to 
preserve all the features and the full flexibility of the deterministic model. This extension allows 
the probability of failure to be calculated and the sensitivity to be analysed. Both of them are 
important for the safety concept. The implementation of Transreac in a Monte Carlo simulation 
is in principle a multiple calling of the main program of Transreac (see Figure 3). 

With every calling, the initial values are changed corresponding to their experimentally derived 
pattern of distribution. Then the results of the Transreac algorithm produced for changed initial 
values are recorded. A random generator produces the changed input parameter. At the end 
there is a statistic analysis of the response. The program offers the possibility to split the calcu-
lation on different computers. 
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Figure 3:    Structure of the probabilistic algorithm, split for two computers (r.n.=random num-
ber.) (from [18]). 

4 Data records 
To use the probabilistic and the deterministic model it is essential to provide a lot of data that 
deals with the average values and also the distributions of properties of building materials. For 
this purpose an extensive database is provided in this work. The database contains about 9500 
values on: 

-pore distribution,  
-bulk density 
-data to calculate transportation process (e.g. capillary suction, diffusion) 
- mechanical data (tensile strain) 

This data is available for concrete, mortar and cement stone for different water to cement ratios 
and different cement types. The data sets were extracted by assembling data from about one 
hundred publications. The data was analysed by a special stochastic procedure which is de-
scribed in [5]. Most data from the literature show a strong deviation even on the same material. 
One example of this phenomenon is shown in Figure 4. 

This deviation can be explained by different experimental methods of estimation of diffusion 
coefficients, different treatment of the samples, or inhomogeneous material. For the use of the 
safety concept the deviation is only allowed if it can be attributed to inhomogeneous material. 
To overcome this problem, future data measurements should be more standardized.  
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Figure 4: Diffusion coefficient of Cl- for concrete at various water to cement ratio. Diffusion 
coefficients are from the sources [17-28]. type of cement: CEM I 32,5 N, CEM 
II/A-D, CEM II/A-P, CEM II/A-S, CEM II/A-T, CEM II/A-V, CEM II/B-P, CEM II/B-
S, CEM II/B-T, CEM II/B-V, CEM II/B-W, CEM III/A 32,5 N, CEM III/B N-NW/HS, 
CEM IV/B 32,5 N,CEM V/A 32,5 N,  CEM V/B 32,5 N 

Furthermore, data to calculate chemical reaction must be provided, this is also presented in [5].  
 

5 Validation 
The deterministic and the probabilistic model must be validated. The validation of the probabilis-
tic model is also described in [5,18]. This example deals with the formation of ettringite due to 
sulphate solution attack. Examples of validation of the deterministic model can be found in [6-
8,10-17]. 

Additional examples are presented in [5,19]. Here a certain amount of corrosion experiments 
from literature are used. The corrosion experiments taken into account deal with corrosion of 
concrete, mortar or cement stone as a result of nitric acid, hydrochloric acid, sulphuric acid and 
aqueous ammonium solution attack. 

Data needed for the calculation are taken from the data records described in this article. 
 

5.1 Validation of probabilistic model 
The validation of the probabilistic model deals with the formation of ettringite. The validation is 
described in detail in [5,18]. Here is described a summary of the results. The experiment is de-
scribed in [8]. Mortar specimens with a length of 100 mm were in contact with sodium sulfate 
solution (44 g/L). Then the formation of ettringite and the induced corrosion effects were investi-
gated (see Figure 5).  
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During the first phase of the experiments, capillary suction was the main transport process. Af-
ter saturation of the specimens, the diffusion of dissolved species was the only transport proc-
ess. The experimental input parameters for Transreac (mean value and standard deviation) are 
listed in [8]. All these parameters were derived from non-corroded material. Due to the lack of 
experimental data it is assumed that the initial values have a normal distribution.  
 
 

 

Figure 5:    Ettringite profile of corroded specimen after 154 days (left) and after 303 days (right) 
in contact with Na2SO4-solution (from [18]). The X-ray intensity of ettringite is related 
to the X-ray intensity of non-corroded material.  

The measured ettringite profiles (see Figure 5) show an additional formation of ettringite caused 
by the attack of the sulphate solution. After 303 days it was found that gypsum had also formed 
on the corroded side of the specimen.  

The calculated results are consistent with the experimental data (see Figure 5). The experimen-
tally observed formation of gypsum was also simulated by Transreac. The error bars are the 
result of the Monte Carlo simulation. They show the standard deviation of the simulated ettring-
ite profile. The Monte Carlo simulation shows an increased standard deviation beginning at  
75 mm from the non-corroded end of the specimen. This can also be found in the experimental 
results. The calculated maximum coefficients of variation are 22 % (154 days) and 31 % (303 
days). The experimental measurements show a maximum variance of 24 % (154 days) and  
40 % (303 days). Most of the experimentally derived scatter of the ettringite concentration can 
be predicted by the Monte Carlo simulation. Merely the simulated scatter at 90 mm from the 
non-corroded end of the specimen is too small. 
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These excellent results show that the deterministic model (Transreac) in combination with a 
Monte Carlo simulation is a powerful tool for the application of the probabilistic safety concept to 
durability problems.  
 

5.2 Validation of the deterministic model 
In this paper examples dealing with the attack of nitric acid on cement stone and the attack of 
ammonium solution on concrete are presented.  
 

5.2.1 Attack of nitric acid on cement stone  
An example of corrosion by nitric acid acting on cement stone specimens is shown in Figure 6. 
Data for calculation are summarized in [5] denoted as Z-0.6-PZ-1084. Within the framework of 
SPP 1122 have been exchanged experimentally derived data. The whole experiment was made 
by Carsten Gunstmann (see [21]). Analyses by RFA und IR were also made by Carsten 
Gunstmann. Examinations by XRD were performed by the first author.  

The specimens were prepared with a water to cement ratio of 0.6. After demoulding, the speci-
mens were stored for 28 days under water and then immersed in 30% HNO3 for 2000 hours. 
The porosity of the specimens was analysed by a special method described in [21]. By this 
method the specimen is soaked in resin under vacuum and after that the specimen is cut into 
slices. Then the porosity is measured by analysing the mass loss due to the combustion of the 
resin. With this method it is possible to determine the porosity as the function of the distance 
from the aggressive solution. In addition, the chemical composition at different distances be-
tween the contact surface of cement stone and aggressive solution was analysed by RFA and 
some examinations by XRD and IR were used to detect and confirm mineralogical phases. 

As can be seen in Figure 6 after the immersion in nitric acid, 3 mm of the specimen were dis-
solved. The layer in direct contact with acid solution has turned into different shades of brown, 
corresponding to different states of deterioration. As can be seen from the CaO-content of the 
specimen, the brown layer must consist of solid phases containing only a minor CaO-content. 
The light brown layer in direct contact with the acid solution is fully deteriorated and contains 
mainly amorphous SiO2, indicated by XRD and IR. The brown colour indicates the formation of 
iron-containing hydroxides and oxi-hydroxides. These products and additional aluminium-
hydroxide are the corrosion products from the AFt- and AFm-phases. It can be assumed that 
the pH value of the light brown and dark brown zones is about 2.0-3.0 [22,23]. The medium 
brown zone shows a cumulation of SO3, Al2O3 and Fe2O3 caused by diffusion of sulphate, alu-
minium and iron ions from decomposed cement paste into this zone [22]. Probably AFt- and 
AFm- phases are formed and the pH value is approximately 10-11 [23]. 

The porosity of the brown zone is very high at about 55-90%, as indicated in Figure 6, and the 
mechanical stability of this layer is very low. 
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The light grey layer indicates the area where portlandite decomposes. The transition from the 
brown to the light grey layer is indicated by a sharp decrease of CaO-content and porosity. In 
the dark grey intact cement stone area, portlandite can be detected by XRD and IR. 

Figure 6:    Simulated and experimentally derived Ca-profile and porosity as a result of nitric acid-
induced corrosion of cement stone (left). Experimentally derived distribution of FeO, 
SO3 and Al2O3 by [21] (right). The Meaning of the abbreviation: cd: completely dis-
solved, lb: light brown, db: dark brown, mb: medium brown, and lg: light grey layer, dg: 
dark grey uncorroded core 

Figure 6 compares data from simulation and data from different experiments. As can be seen, 
the simulated CaO-content as well as porosity are in good agreement with experimentally de-
rived data. In addition, the simulated phase assemblage at different distances between the con-
tact surface cement stone and acid solution corresponds to experimentally derived findings, as 
has been mentioned before. 
 

5.2.2 Attack of ammonium solution on concrete 
In Figure 7 the loss of weight of concrete specimens in ammonium solution (100 mg/L NH4Cl) 
for a period of 9 years is shown. The experimental conditions are described in [24]. The con-
crete specimens were prepared with Portland cement and fly-ash cement (w/c=0.5). Specimens 
were demoulded after 24 hours and cured for 7 days in water and afterwards stored at 100 % 
relative humidity. Data for calculation are summarized in [5] under denotation B-0.5-PZ-400 for 
concrete made from Portland cement, and B-0.5-FAZ-375 for concrete made from fly-ash ce-
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ment. Experimental and calculated data show a minor weight loss. The maximum experimen-
tally derived weight loss of 3 % is equal to a corrosion depth of 0.3 mm. The simulated data are 
presented as error bars for varied transport and porosity parameters resulting from the Monte 
Carlo simulation. The assumed variation of the input parameter is based on a wide range of 
information from literature and is typical of concrete considered here. Within those error bars, 
simulated and experimentally derived data coincide. It can be calculated that the weight loss of 
the concrete made from Portland cement is greater than the weight loss of the concrete made 
from fly-ash cement, just like the experimental results show. 

Figure 7:    Experimentally derived and simulated mass loss of concrete (w/c=0.5) made from 
ordinary Portland cement (OPC) and made from fly-ash cement (FAC). The error 
bars are the results of the Monte Carlo simulation. They show the 33 and 66 % 
quantile of the simulated mass loss profile. 

6 Definition of limit state 
The performance must be described with reference to a specified limit state. The limit state con-
cerned in this case is the serviceability limit state. For this limit state, the maximum probability of 
failure is related to relative cost of safety measures as suggested by Rackwitz [25] (see  
Table 1). Gehlen [3] used this concept to define the maximum allowable probability of failure for 
different exposure classes which are described in [26]. Gehlen is concerned with exposure 
classes which are related to the corrosion of reinforcement by carbonation of concrete (XC) and 
the corrosion by chlorides produced by de-icing salt (XD) and seawater (XS). The same princi-
ple is applied to the exposure class relating to chemical attack (XA). The results of the maxi-
mum probability of failure are presented in Table 1. 
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For the application of the reliability theory, the definition of a limit state is required as indicated 
in Figure 1.  

The definition of the limit state in the case of corrosion by sulphate solution is explained in [18]. 
The maximum expansion was determined to be 0.5 %.  

In the case of degradation by a leaching process, the corrosion mechanism is taken into ac-
count. The aggressive reagent reacts with hydrated cement compounds and residues of unhy-
drated cement. During the attack calcium ions are leached out and corrosion products form a 
soft and porous corrosion layer. The reduced cross section and the reduced strength of the cor-
rosion products lead to a loss of compressive strength. Another problem is the reduced pH 
value by leaching out the easily soluble components of cement. During the corrosion reaction, 
the pH-value is reduced to 2.0. In this region, the reinforcement is no longer protected against 
corrosion. 

At first a corrosion depth must be defined. The brown layers (see Figure 6) are soft  and me-
chanically instable. Furthermore, the high porosity and relatively low pH value (2-10) in the 
brown layers do not offer adequate protection of the reinforcement. In fact, the corrosion starts 
with the decomposition of portlandite and takes place in the light-grey layer (see Figure 6). In 
this layer, the pH value amounts to 12.5 and in this environment the reinforcement is protected. 
Because of this, the calculated corrosion depth is defined by the boundary between this layer 
and the uncorroded dark-grey core (see Figure 6). 
 

Table 1:  Probability of failure Pf related to serviceability limit states and different exposure 
classes. Furthermore cover depth as stated in DIN 1045 [27]. 

Relative 
cost of 
safety 

measure 

Exposure 
class 

Pf [%] Cover 
depth [cm]

pH SO4
2- 

[mg/L] 
NH4

+ 

[mg/L] 

Normal XA1 6.681 3 5.5-6.5 200-600 15-30 

Low XA2 2.275 4 4.5-5.5 600-3000 30-60 

Low XA3 2.275 4 4.0-4.5 3000-6000 60-100 

 
Secondly, this corrosion depth is to be compared with a maximum allowable corrosion depth as 
indicated in Figure 1. For this purpose, the cover depth listed in DIN 1045 [27] is chosen as the 
maximum allowable corrosion depth. DIN 1045 [27] demands a cover depth of 4 cm for expo-
sure class XA2 (related to moderate chemical attack) and 3 cm for exposure class XA1 (related 
to weak chemical attack). Cover depths, environmental conditions (pH, SO4

2--content, NH4
+-

content) for different exposure classes are listed in Table 1. 
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7 Examples of a concept for evaluation of corrosion by sulphate attack 
The formation of ettringite caused by sulphate attack on mortar or concrete effects an expan-
sion that can destroy mortar or concrete. Sulphates are found in run-off rain water, ground water 
or ground.  In the following example, a concept for the evaluation of durability is demonstrated. 
In Figure 8 the probability of failure as a function of time of exposure in 2.1 % Na2SO4 is shown. 
The graph shows the results for mortar made from ordinary Portland cement and the results for 
mortar from blast furnace slag cement. The water to cement ratio is 0.6 and 0.45. In addition, 
the maximum allowable probability of failure is marked. Data for calculation are listed in [5]. 
They are denoted M-0.6-PZ-470 for mortar made from Portland cement and M-0.45-HOZ-500 
for mortar made from blast furnace slag cement. 
 

 

Figure 8:    Probability of failure as a function of time of exposure in 2.1 % Na2SO4 solution 
for mortar made from Portland cement (OPC) with w/c=0.6 and for mortar made 
from slag cement (BFC) with w/c=0.45. 

The results of the Monte Carlo simulation show that the Portland cement-based specimens with 
a water to cement ratio of 0.6 are in the safe region for up to 5 years. On the other hand, the 
slag cement-based mortar with a water to cement ratio of 0.45 is reliable during its life time. This 
is in agreement with the practical guidelines which specify that the water to cement ratio of 0.6 
and this type of Portland cement is not suitable for the production of concrete or mortar requir-
ing high resistance against sulphate attack. A water to cement ratio of 0.45 and slag cement, on 
the other hand, is suitable. 
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8 Examples of a concept for evaluation of corrosion by ammonium attack 
Salts of ammonium, especially those of strong acids, react with hydroxide ions in the pore solu-
tion and reduce the chemical stability of hydrated cement phases. In addition, the anion of the 
ammonium salt forms a calcium salt, which leaches out easily. 

This example deals with the deterioration of concrete as a result of immersion in ammonium 
solution. The calculated corrosion depth after 50 years in the concretes (see above denoted as  
B-0.5-PZ-400, B-0.5-FAZ-375) immersed in NH4Cl (100 mg/L) is 1.6-4.5 mm for the concrete 
made from Portland cement, and 0.2-0.7 mm for the cement made from fly-ash cement. The 
denoted range of values refers to the 33 % and 66 % quantile. After extrapolation of the experi-
mental results of Rechenberg and Sylla [24], the corrosion depth for concrete made from Port-
land cement is expected to be 1.2 mm, and that of concrete made from fly-ash cement is 
expected to be 0.7 mm [5] after 50 years. Calculated and extrapolated data are within an ac-
ceptable range. The corrosion depth is much smaller than the maximum allowable corrosion 
depth of 40 mm. Because of this the probability of failure for both types of concrete is 0.0 %, 
which means that these concretes are suitable for the application in such aggressive environ-
ments. This disagrees with the regulation in DIN 1045, according to which concrete is to be pro-
tected against the penetration of ammonium solution of this high concentration. On the other 
hand, the experimental results of Rechenberg und Sylla [24] argue for increasing the maximum 
allowable concentration of ammonium to an amount of 300 mg/L. An ammonium content of 100 
mg/L is in that case classified as a chemically moderate attack (XA2). This exposition class im-
plies a cement content of 320 kg/m3 and a water to cement ratio of 0.5. Both of the concretes 
fulfil this requirement and the calculated probability of failure of 0.0 % argue for application in an 
environment with the denoted ammonium content. From this follows that the practical experi-
ence agrees with the calculated results. 
 

9 Conclusions 
Currently the design with respect to the durability of concrete structures is based on deem-to-
satisfy rules, where the minimum concrete cover, the cement content and a maximum wa-
ter/cement ratio is specified. In contrast to this, modern building codes make use of a reliability 
theory based on a probabilistic approach. This means that the ability to fulfil relevant functions 
can be quantified. Increasingly, these approaches expand into durability design. This study pre-
sents a probabilistic concept for the evaluation of durability with respect to corrosion by sulphate 
attack and corrosion by leaching processes induced by the attack of acids and ammonium solu-
tions. The methodology of a probabilistic concept with respect to durability requires a reliable 
degradation model to predict the future behaviour of the concrete structure, and the degradation 
must be described as a probabilistic value. This requirement is achieved by means of the de-
terministic model Transreac which simulates corrosion effects on building materials caused by 
the attack of chemical solutions in combination with the Monte Carlo Simulation. To demon-
strate the reliability of the deterministic model, numerous comparisons of simulated and experi-
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mentally derived corrosion depths based on acid attack and attack of ammonium solution were 
performed. It was shown  that simulated data are in good agreement with experimentally de-
rived data. In this way, a powerful probabilistic safety concept for durability problems with re-
spect to leaching effects and expansion effects is demonstrated. Particularly examples of 
sulphate attack on mortars made from Portland cement and blast furnace slag cement, exam-
ples of acid attack on mortars with different water to cement ratio of 0.45 and 0.6, and examples 
of attack of ammonium solution on concrete made from Portland cement and fly-ash cement are 
demonstrated. For all examples it can be shown  that the calculated deterioration after the life 
time are within realistic ranges. The quantified ability to fulfil the serviceability limit state re-
quirement and the consequences for durability design are in agreement with the practical guide-
lines and practical experience. 

The procedure which is presented in this study, i.e. the development and validation of a suitable 
degradation model and the combination of this degradation model with a Monte Carlo method, 
can be used for durability design based on the performance concept. Because the degradation 
model Transreac used here is based on physical - chemical principles, it can be applied to dif-
ferent materials in different environments. By combining the flexible degradation model with the 
flexible Monte Carlo method, a way is shown of how to apply the performance concept in dura-
bility design for structures in different aggressive environments. 
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Prediction by numerical simulation of corrosion of hardened 
cement paste and concrete caused by acid  

Summary 
The durability of a building material is an important aspect for its range of application. Particu-
larly cement-based materials are often exposed to aggressive environment, e. g. acids. The aim 
of the project was to create a program for numerical simulation of acid attack to cement-based 
materials. In this paper a short review of the basics of the simulation program are described. In 
addition to a model for the mass transport and chemical reactions, a model to calculate the pore 
structure only on the basis of the chemical composition is presented. Most of the necessary 
parameters could be taken from the literature. Some had to be won, however, from experimen-
tal investigations. For example a procedure for the determination of the diffusion coefficient in 
the electrical field, inferred from the literature, was partially improved. The proof that the simula-
tion program supplies meaningful results is shown on the basis of comparisons by computa-
tional simulation and experimental test results. 
 
Keywords: acid attack, simulation, mass transport, chemical reactions, pore structure model, 
diffusion coefficient 

1 Introduction 
The durability of a building material is an important aspect for its range of application. Particu-
larly cement based materials are often exposed to aggressive environment, e. g. acids. Today 
the resistance of the cement based materials to acids has to be tested in laboratories. After an 
approved method of the Institute of Building Materials, Physics and Chemistry of Buildings of 
the Hamburg University of Technology (Germany) specimens of the testing material are stored 
in acid bathes and the damages are compared to established reference material. How much the 
testing boundaries influence corrosion can only be answered by varying these boundary condi-
tions. Besides the possibility to make a large amount of tests in the laboratory, these parameter 
studies can be done by numerical simulation. So the aim of the project was to create a program 
for numerical simulation of acid attack to cement based materials. 
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2 Basics of simulation 
The corrosion process itself can be divided approximately into three parts: mass transport, the 
field of chemistry reaction and the pore structure alteration respectively the degradation of the 
material.  
 

2.1 Mass transport 
In the literature a multitude of more or less adequate models to simulate the mass transport can 
be found. All models found are based on the so called extended Nernst-Planck-Model. On the 
basis of this model it is possible to calculate the concentration of every species subject to the 
time and position. For every considered species a balance equation must be established. 

  !  !  !i i
i i i ui water i i

w m z Fw D m m D U q m k S
t R T

� � �� �� 6 � 6 
 6 � 6 �6 � � 
� �� �� �
                  (1) 

 
 
 
 

The mass transport is composed of three various transport mechanisms: diffusion, migration 
and convection. Which of these mechanisms are the strongest depends on the boundaries of 
the situation.  

Besides the balance equations for the species the balance equation for the electrical field must 
be solved simultaneously. An electrical field can be induced by an external electrical power or 
by the different diffusion velocity of the charged species. 
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The transport parameters Di and Dui depend on the temperature, the water content, the pore 
structure and the concentration of the pore solution. 
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The dependency on the temperature is being established by the following polynomial: 
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The coefficients ai, bi and di are fitted by experimental data from the literature. 

A modified function from the literature is used to indicate the dependency of the two transport 
parameters Di and Dui on the water content. 
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The dependency on the pore structure a function based on experimental studies is developed. 
On the basis of these results it could be detected a significant dependency of the diffusion resis-
tance number (W) and the pore volume (øQG) investigated by mercury intrusion. The diffusion 
resistance number can be calculated by the following formula: 
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With this function the pore structure dependency of the transport parameters Di and Dui can be 
described: 
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The parameters p and q depend on the pore structure of the specimens and will be established 
by diffusion investigations in the electrical field (will be explained later).  

The transport parameters Di and Dui have in an infinite dilute solution the same value. Experi-
mental data indicate that the influence of the strength of ionic solution on these parameters is 
not the same. So for each transport parameter two different functions must be implemented in 
the simulation program. For the migration transport parameter a function based on a model to 
describe the dependency of the electrical conductivity of a solution from the ionic strength pub-
lished by SNYDER [1] is integrated into the simulation model.  
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The concentration dependency of the diffusion transport parameter is described by the following 
function: 
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The activity coefficient $i can be calculated optionally by the model of Pitzer or modified Davies. 
 

2.2 Chemical Reactions 
The chemical reactions are considered by sinks or sources in the balance equations (formula 
1). The evaluation of the sinks/sources realized in an own algorithm. The basis of the algorithm 
is that a chemical system composed of several species strives for a state of equilibrium. In this 
state the free enthalpy has an energy minimum. The free enthalpy is often described as the 
Gibbs-energy. 

 ( , , )E iG T P n Min�  (11) 
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To calculate the energy-minimum an improved approach of Store/van Zeggeren [2, 3] was im-
plemented in the simulation program.  

Since the equilibrium state will sometimes be reached after a long time, the temporal course of 
the chemical reactions has to be accounted for. Therefore the species are divided into fast and 
slow chemical reactive ones. All species that reach their equilibrium concentration in 6 minutes 
are be considered as fast ones. For these species a simplified linear temporal course is as-
sumed. For the slow ones an individual temporal course is supposed. The computation scheme 
for the chemical reactions is as follows:  

1. Calculation of the equilibrium concentration for the fast species without the slow ones 
2. A new equilibrium computation is done with the first slow species and fast species 
3. On the basis of kinetic parameters, reactive surface of the specimen and the reactive 

volume of the slow species will be calculated how far the last calculated equilibrium will 
be reached for the slow one.  

4. For every slow species step 2 and 3 will be repeated respectively. 
5. At the end an equilibrium calculation will be done with all fast species (incl. the reaction 

products of the slow species). In this calculation not the slow species will be considered 
but the changing of there reaction products calculated in step 2 and 3. Therefore for this 
algorithm for every slow species a reaction equation must be established. 

6. The difference between the starting concentration of all species and the calculated con-
centration will be the basis for calculation the sinks/sources in the balance equation 
(formula 12). The time step �tchem will be determined as 6 minutes. 
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Therefore in practise not only fully hydrated cement based materials are attacked by aggressive 
mediums, it is possible to consider the behaviour of partially hydrated material in the simulation 
program. 

More information about the algorithm to calculate the sinks/sources can be obtained in the dis-
sertation from KIEKBUSCH [4]. 
 

2.3 Pore structure model 
With the corrosive processes not only the chemical composition of the hardened cement paste 
or mortar changes, but also to a large extent the pore structure. Since the pore structure, how-
ever, has also a large influence on the characteristics of the hardened cement paste, it is impor-
tant to develop a model which is able to consider these changes. Basis for this developed 
model is that the hardened cement paste/mortar is a compound material from several compo-
nents, as the solid phases and the rock granulation (fig. 1).  
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Figure 1:  Schematic representation of the pore areas 
 
 
The pore area is divided in two categories. The first is the pore volume between the different 
solid phases. This according to formula 13 determined as difference of 100% and the sum of all 
solid phase concentration ci multiplied by the molar volume Li (after formula 16) less the inert 
volume of rock granulation. The molecular volume is determined according to formula 16 and 
indicates the volume, which the solid phase takes including its assigned porosity parts of 
Li,gelpores1 and Li,gelpores2 per mol of solid phase. The second category of pores is within the indi-
vidual solid phase.  

This gel pore volume is also in reality within the individual solid phase and an allocation to this 
one is also obvious sensible. The gel pore volume was divided within the individual solid phase 
in two classes (formulas 14 and 15). Both porosity portions are determined as sum of the single 
porosity portions of the individual solid phases. An allocation of gel pore volume can naturally to 
be done as above described, however, only with e.g. the solid C-S-H or aluminate phases. The 
fixed phases CaSO4�2H2O or portlandit do not have a gel pore volume and so the parameter 
Li,gelpores1 and Li,gelpores2 must set zero for these solid phases. With this model the computation of 
a porosity distribution is possible only on the basis of the chemical composition of the material. 

r � 10 nm  
1
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i
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The computational molecular volume of the solid phase Li in m³/(mol of fixed phase i) results 
from the molecular pure volume Lpure,i and the assigned molecular gel pore volumes Lgelpores1,i 
and Lgelpores2,i within the solid phase. 

 , 1, 2,i pure i gelpores i gelpores iL � L 
 L 
 L  (16) 
 
 

3 Experimental investigations and theoretical evaluation 
For the verification of the simulation program and for the determination of important material 
parameters extensive investigations were accomplished.  
 

3.1 Diffusion tests in the electrical field 
The relationship of the diffusion coefficient in the porous material to the diffusion coefficient in 
free solution is accepted for all species equally large and is thereby a material property, which 
depends on the pore structure of the material. This relationship is called diffusion resistance 
number (formula 7). 

Since the diffusive induced transport of the individual species is very slow, in particular in the 
cement-based sample test specimens, an accelerated procedure for the determination of the 
diffusion resistance number was selected here. The charged species are strongly accelerated 
transported by an electrical field put on from the outside, so that the necessary investigation 
duration can be substantially reduced. In figure 2 the test range is represented. In order to keep 
pore structure changes, during the testing, as small as possible a NaOH solution with a pH 
value of approximate 12.5 is in both vessels. 

In the optimal case reproducible results can already be obtained in few hours. The investigation 
duration depends on the size of the diffusion resistance number and the evaluation method. 
With the materials examined here investigation duration of 72 hours was sufficient.  

The evaluation of the diffusion tests in the electrical field takes place recursively, as the un-
known value � is changed until the electrical current computed after formula 17 corresponds to 
the measured current.  
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Figure 2: Migration cell 

 
The expiration of analysis is as follows:  

1. Numeric solution of the coupled differential equation system of the 1-dimensionalen of 
material transfer in each time step (formula 1 and 2). 

2. Determination of the species flow after the determination of the concentrations of the 
species mk and the electrical field U. 

3. Computation of the electric current with known sample cross-section area Aspecimen: 

 
1

n

ber k k specimen
k

i z j F A
�

� � � ��  (17) 

Convective transport due to water transportation and the chemical reactions are neglected.  

This evaluation technique is an improved one compared to the technique presented in the arti-
cle [5]. First in this model is considered the different concentration dependence of the transport 
parameters. The effect can not be neglected. For example at an ionic strength of 0.5 mol/kg 
NaCl-solution the diffusion coefficient decreases about 9 % compared to infinite dilute solution 
while the decrease for the electrical mobility is about 26 %. Second in opposite to the technique 
in [5] the testing solution is only NaOH without an additional salt to avoid chemical reaction 
between the testing solution and the material. This point is very critical because chemical reac-
tions have a big influence on the test results. Further information is described in [6]. 

The diffusion resistance number W results from formula 7: 

 W �
&

�  (7) 

The aim of these investigations was to develop a function, with which it is possible to compute 
the diffusion resistance number of a porous material on the basis of the pore volume of the ma-
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terial. Therefore the diffusion resistance number of hardened cement pastes and mortars with 
different bonding agents, pore volume and bonding agents/rock granulation relationship was 
measured. It turned out that the measured values can be determined with good approaching in 
dependence of porosity, which is detected with the mercury intrusion. 
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Figure 3: Diffusion resistance number of all hardened cement pastes from CEM I in depend-
ence of the measured cumulative porosity (mercury intrusion) after vacuum drying 
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Figure 4:    Diffusion resistance of mortars measured in dependence of the cumulative porosity 
(mercury intrusion) after vacuum drying 

With the mortars as bonding agent only CEM I was used. A significant dependence of the diffu-
sion resistance number of the bonding agents/rock granulation relationship was not to be rec-
ognized on the basis of the test results. Rather it was possible also with good approaching to 
determine the diffusion resistance number in dependence of porosity measured with the mer-
cury intrusion. 
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The measured values for the different materials were approximated with the following formula:  

 

1.0 1.0 1.0q
Queck Gesamt

Queck Gesamt

p
W

&

&
�

�

� �
� � 
� �� �
� ��  (18) 

 

Table 1: Summary of the parameters for the description of the dependence of the diffusion 
coefficient on the overall porosity measured with the mercury intrusion 

Material p q 
Cement paste, CEM I 42.5R-HS/NA und CEM I 52.5 2.6 0.5 

Cement paste, CEM III/B 42.5-NW/HS/NA 4.5 1.9 

Mortal, CEM I 42.5R-HS/NA und CEM I 52.5, B/G = 1/3 und 1/5 1.4 0.67 

 

3.2 Equilibrium investigations 
The computation of the equilibrium of solution was effected via the determination of the mini-
mum of the Gibbs-energy of the system. To the verification and to the determination of meas-
ured variables extensive equilibrium investigations were accomplished. In addition suspensions 
were examined consisting of hardened cement paste powder and solutions of several composi-
tions. The results show that it is possible to describe sufficiently exact with the help of the simu-
lation program the composition of the solution in the equilibrium state. Here, it is referred to the 
interim reports [7, 8], where a detailed representation of the results is already contained. An 
extension of the thermodynamic data record regarding the temperature dependence took place.  
 

3.3 Kinetics investigations 
Kinetics describes the course of the chemical reactions. In [8] the approach is in detail repre-
sented for the description of the chemical reactions. There the computational approach is com-
pared with the extensive test results. Further remarks to kinetics are to be found in [4].  
 

3.4 Reference tests 
To the verification of the entire simulation program extensive investigations were accomplished. 
Therefore sample test specimens from hardened cement paste and mortars were stored into 
acid baths and the effects on the sample test specimens were documented. Since it comes with 
different acids to different corrosion processes, four different acids were used: in detail the hy-
drochloric, nitric, sulfuric and lactic acid. The test specimens were stored for 2000 or 4000 hours 
in the acid bathes.   

During the investigations the pH value in the acid bath was kept constant by a titration plant. 
The pH value of the attacking solution was depending upon the test about 1.5, 3 or 4. 
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The ph value and even the concentration of the individual species were ensured by constant 
agitating. In order to keep the influence of the ions extracted from the sample test specimens 
during the acid attack as small as possible, at defined times the acid bathes were renewed. On 
the one hand the decrease in weight and the corrosion depth at the end of the respective inves-
tigation were determined and on the other hand the element oxide distribution were ascertained 
quantitatively to selected sample test specimens with a local dissolved x-ray analysis.  

Altogether 31 tests were accomplished.  

In figure 5 the experimental setup is represented schematically. 
 

 

titrator pH-Meter 

controller 

blade agitator 

specimens gridt 

pH-
electrode 

acid bath 

 
Figure 5:    Experimental setup in principle for reference tests 

3.4.1 Element distribution 
In the following only the results of some investigations are to be represented more nearly. The 
element oxide distributions in weight percentage at the end of the corrosive attack are repre-
sented in the following figures. The weight percentage is related to the material still existing at 
the respective point.  

With the comparison of a nitric acid attack on a hardened cement paste represented in figure 5 
the efficiency of the simulation program is very well evident. The CaO-, SiO2- and Fe2O3- 
courses do not agree as expected accurately but they are, however, very similar. Some differ-
entiates appears with the Al2O3-course. In the simulation an increased Al(OH)3 accumulation 
can be detected in a depth of 7 mm, whereas in the experimental results it cannot be found 
again. This is due to the too small accepted solubility of the solid phase Al(OH)3.  

Also with a hydrochloric acid attack (fig. 6) similar observations are to be made regarding the 
comparison of the experimental and computational results.  
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The attack of an organic acid was simulated only on the basis of literature data. The comparison 
is represented in figure 7. Here still certain differences are to be recognized. In particular the 
solubility of Al(OH)3 and Fe(OH)3 is too small accepted. An improvement of the thermodynamic 
data record on the basis experimental investigations appears here still meaningful. 
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Figure 6: Experimental (left) and computational (right) results of test 3C16, cement paste, 
CEM I, W/C = 0.6, nitric acid, pH 1.5, Exposition duration 2000 hours 
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Figure 7: Experimental (left) and computational (right) results of test 3C14a, cement paste, 
CEM I, W/C = 0.4, hydrochloric acid, pH 1.5, Exposition duration 2000 hours 
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Figure 8: Experimental (left) and computational (right) results of test 4C16, cement paste, 
CEM I, W/C = 0.6, lactic acid, pH 4.0, Exposition duration 2000 hours 
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Figure 9: Experimental (left) and computational (right) results of test 3C36, cement paste, 
CEM III/B, W/C = 0.6, hydrochloric acid,  pH 1.5, Exposition duration 2000 hours 

The comparison of the results of a hydrochloric acid attack on a hardened cement paste from 
CEM III/B NW/HS/NA in figure 8 shows also here that the substantial processes can be well 
illustrated even if the computational corrosion depth are a little larger.  
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Figure 10: Experimental (left) and computational (right) results of test 2C14, cement paste, 
CEM I, W/C = 0.4, sulfuric acid,  pH 1.5, Exposition duration 2000 hours 

 
The results of a sulfuric acid attack are represented last. Very well, the influence of the clogged 
pores appears on the corrosion depth.  

During a sulfuric acid attack the hardened cement paste matrix is dissolved and simultaneously 
gypsum forms in the pores, which clogs the pores and impedes the transport of the acid from 
the bath into the material. From this a clearly smaller damage compared to a hydrochloric or 
nitric acid attack is the result. The comparison of the results of fig. 6 and fig. 9 shows this very 
impressively. 

In all simulations presented here, fully hydrated materials are postulated. The hydration degree 
might be rather of smaller importance (starting from a hydration degree of approx. 50%) with the 
simulation of acid attacks, since the clinker phases are opened with the corrosion and hydrated 
fairly fast. With other questions the hydration degree should not be neglected, however, and into 
the simulation program was therefore integrated a module to account for the hydration of the 
clinker phases during acid attack. 
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3.4.2 Decreases in weight after acid attack 
In fig. 10  a comparison of the computed and experimentally determined decreases in weight is 
represented. One point is the combination of a reference test and the appropriate simulation at 
the end of the test. Ideally all points would be on the bisector. Nevertheless the prognosis qual-
ity of the simulation program is to be recognized well. 
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Figure 11: Comparison of computational and experimentally determined decreases in weight of 

hydrochloric, nitric, and lactic acid attacks at the end of the test 

3.4.3 Corrosion depth 
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Figure 12: Comparison of computational and experimentally determined corrosion depth at the 
end of the test 
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With the corrosion depths a similar view as with the decreases in weight can be identified. Here 
also is to be recognized that the computed and experimentally determined corrosion depths do 
not show an exact but a satisfying agreement nevertheless.  
 

4 Conclusion 
In order to determine the acid resistance of a material, even today still experimental investiga-
tions must be accomplished. Therefore the testing materials are exposed under defined bound-
ary conditions to an acid attack and the damages are evaluated. A possibility is thereby the 
results with proven materials to compare [9,10]. To what extent, however, the selected bound-
ary conditions have an influence on the results, is difficult to measure and would have to be de-
termined on the basis of extensive experimental parameter studies. This, however, is both time-
consuming and cost-intensive. A possible operational area of the simulation program developed 
here is to be seen in the reduction of the investigations. It is to be stressed that the results also 
show clearly that in the current stage on experimental investigations to the evaluation of the 
acid resistance of a cement-based material cannot be done without.  
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6 Formula symbols 

� Tortuosity - 

� Dielectric constant C/(Volt�m) 
&gelpores1 Porosity from 1.8 nm until 10 nm - 

&gelpores2 Porosity smaller than 1.8 nm  - 

Lgepores1,i Molar volume of the gel pores in the solid species i  m³/mol 

Lgepores2,i Molar volume of the gel pores in the solid species i   m³/mol 

$i Activity coefficient of the species i - 

Li Molar volume of the solid species i incl. the gel pores m³/mol 

Lpure,i Pure density m³/mol 

&ZW Porosity greater than 10 nm - 
   
Aspecimen Cross section surface of the specimen m² 
ai Temperature polynomial coefficients of species i m²/(s�K²) 
bi Temperature polynomial coefficients of species i m²/(s�K) 
ci Concentration of the solid species mol/(m³ Material)  
di Temperature polynomial coefficients of species i m²/s 
Di Diffusion coefficient of species i m²/s 
dtchem Time of the chemical reactions  s 
Dui Migration coefficient of species i m²/s 
F Faraday constant C/mol 
f& Function for the consideration of the pores structure influence 

on Di and Dui 
- 

fm Function for the consideration of the ionic strength influence on 
Di 

- 

fT Function for the consideration of the temperature influence on 
Di and Dui 

m²/s 

fum Function for the consideration of the ionic strength influence on 
Dui 

 

fw Function for the consideration of the water content influence on 
Di and Dui 

- 

GE Gibbs-energy J 
Gi Parameter for the influence of ionic strength to the transport 

parameter Dui of species i 
(mol/kg)-0.5 

h Parameter for calculation the influence of water content on the 
transport parameter 

- 

jk Ionic flow of species k mol/(m²�s) 
k Retardation factor - 
mi Concentration of the solved species i mol/(kg water) 
ni Amount of species i mol 
p,q Parameters for calculating the influence of the pore structure 

on the transport parameters 
- 

qwater Water flow kg/(m²�s) 
R Gas constant J/(mol�K) 
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Si Sinks/Sources of Species i mol/m³ 
t Time s 
T Temperature K 
U Voltage Volt 
Vrock granulation Relationship of the rock granulation volume to the material 

volume 
- 

w Water content kg/m³ 
W Diffusion resistance number - 
wsat Maximum of water content kg/m³ 
wlimit Water content until mass transport occurs kg/m³ 
zi Charge of Species i - 
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Modelling the Evolution of Damage to Concrete  
by Acid Attack 

Summary 
A numerical model has been developed for the prediction of concrete corrosion due to acid at-
tack at exposure classes XA1, XA2, XA3 according to DIN EN 206-1. The degree of concrete 
degradation is characterised by the depth of a porous, corroded surface layer of reduced me-
chanical strength. The corrosion progress can be simulated for concrete of known composition 
made with Portland, Portland blast-furnace as well as calcium aluminate cement exposed to 
organic or mineral acids which attack the concrete surface under static or flowing conditions. 
The concrete may contain dissolvable or acid resistant aggregate of a given grading. The type 
of attack is defined by parameters which may obtainable from field observation and chemical 
analysis of the attacking medium. The main simulation result is the time needed to reach a 
given depth of corrosion. 
 
Keywords: acid attack, modelling 

1 Introduction 
The service life of concrete structural components in industrial and agricultural use can be con-
siderably reduced by exposure to acidic liquids if their surface is not suitably protected. The va-
riety of media which are able to dissolve concrete is large and ranges from mineral acids, such 
as sulphuric or hydrochloric acid, through organic acids, such as acetic or lactic acid, to ammo-
nium, see [1, 2]. Acid attack can take place statically (e.g. containers for liquid manure, silage or 
containers for de-icing agent run-off at airports) or dynamically by flowing liquids (e.g. cooling 
towers, waste water pipes). The dissolution reaction results in the formation of a porous surface 
corroded layer of low mechanical strength whose rate of growth determines the service life of 
concrete structural components. The corrosion rate depends on the composition of the acid, the 
physical nature of the attack (flowing or static) and concrete composition. Whereas corrosion 
slows down as the corroded layer becomes thicker, removal of the corroded layer by mechani-
cal action speeds up corrosion.  

In the first four years of the present project, a basic mathematical model for acid attack was de-
veloped. Rate constants for the dissolution reaction were estimated by observing the corrosion 
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of thin mortar disks and mortar powder in sodium acetate buffer solutions. The effect of corro-
sion on the transport of ions was quantified by measuring diffusion coefficients for corroded 
mortar disks in a diffusion cell. To verify the model, mortar cylinders made with quartz sand and 
CEM I 42.5 R, CEM III/B 32.5 and CAC were stored in sodium acetate acid buffer solutions for 
16 d. Afterwards, the cylinders were turned on a lathe to remove the corroded layer in steps of 
roughly 0.5 mm. Distributions of total and dissolved Al, Fe, Ca and Na over the depth of the cor-
roded layer into the undamaged material were determined by analysis with ICP OES and com-
pared with the corresponding model results. The last two years of the project concentrated on 
extending the model to include the effects of practice conditions, in particular, flowing attack, 
abrasion and the loss of surface aggregate particles. Corrosion experiments were performed 
under static and flowing conditions for concrete compositions ranging from UHPC through nor-
mal concrete compositions to a mix designed for high acid resistance. Acid attack under static 
conditions was observed in tanks tests with sodium acetate buffer solutions. A specially devel-
oped flow test was used to observe corrosion under dynamic conditions. 

The present contribution is an overview of the model demonstrating the essential mechanisms. 
Detailed descriptions of the mechanisms, the determination of the input parameter values as 
well as the experimental verification of the model components have appeared elsewhere [3, 4, 
5, 6] or will be published shortly. Finally, in an application example, the model is used to investi-
gate the effect of concrete composition on the resistance of concrete made with Portland ce-
ment to acid attack. 
 

2 Characterisation of the Attacking Acid 
In practice, the nature of the attacking acid is either known or, in principle, can be determined by 
chemical analysis. Attacking media can be broadly divided into (a) weakly dissociating acids 
whose aggressiveness lies in their ability to form buffer solutions and (b) highly dissociated 
mineral acids. In the former case, the equilibrium concentrations of protons cH, acid anions cX 
and acid molecules cHX in the acid are determined by the acid constant Ka for the equilibrium 
reaction HX M H+ + X-. 

aHXXH Kccc �  (1)

For the model calculation, the attacking medium can be sufficiently characterised by its pH 
value and the total concentration of acid groups in ionic and molecular form (e.g. acetate) at the 
location of attack, i.e. 

pH
Hc ��10  and HXXtotX ccc 
�, . (2)

The concentrations of acid anions and molecules are be found by solving (1) and (2). Charge 
neutrality is satisfied by the concentration cY of an appropriate balancing ion of charge zY. The 
ionic product of water Ip = cH cOH fixes the concentration of hydroxyl ions so that 
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 HpHXXYY cIcczcz . (3)

For highly dissociated mineral acids, the pH value provides sufficient characterisation if the type 
of acid is known. At present it is possible to simulate attack by acetic, lactic and propionic acids 
as well as ammonium (chloride, sulphate and nitrate) and carbonic acid. The action of hydro-
chloric, nitric and sulphuric acid can also be simulated. 

 

3 Characterisation of the Concrete 
The concrete is specified by its cement content, w/c ratio, grading curve and aggregate type 
(acid resistant quartz, dissolvable calcite or dolomite). The model requires the oxide analysis of 
the cement (CaO, Al2O3 and Fe2O3) and the initial capillary porosity Pini of the concrete which 
may either be specified or calculated following Powers. The effect of silica fume and fly ash on 
porosity is taken into account by adding them to the cement content at proportions of 100% and 
40%, respectively. The total volume fraction of aggregate is used with the grading curve data to 
estimate values of mean spherical particle radius RA,j and volume fraction VA,j for each grading 
fraction j. The number density of each grading fraction is taken as 

3
,

,
, 4

3

jA

jA
jA R

V
M

�
� . (4)

To account for the change in aggregate volume fraction when moving from the surface into the 
depth of the concrete, a geometric description of the spatial aggregate distribution based on the 
wall-effect for spherical particles is used. Considering a single particle of radius Rj belonging to 
grading fraction j and neglecting inter-particle effects, the probability of finding the particle at any 
distance Rj<x<� from the concrete surface is assumed to be equal. Integration yields a simple 
distribution of volume Vj(x) over depth x related to the distribution of radius Rj(x). 

 ! near
Rjj j

xxxxRxV 2�� ,33)( 2� and near
Rjj j

xxRxV 5� ,34)( 3�  where j
near
R Rx

j
2�  (5)

Rj(x) and correspondingly Vj(x) are, in effect, averages of the real distributions at any point on 
the concrete surface taken over an infinite concrete surface. According to (5), the volume of 

aggregate increases from the surface until a depth of near
R j

x is reached after which it is constant. 

The surface-averaged distribution of total aggregate volume fraction as a function of depth is 

��
j

jAjA MVV ,
. (6)

The initial distributions of Ca, Fe and Al over concrete depth [mol/m3] are calculated from the 
distribution VA and the oxide content of the cement. Thus the initial uncorroded concrete is de-
scribed by distributions of radius, and therefore volume, of the individual grading fractions to-
gether with distributions of Ca, Fe and Al content. In real concrete, the aggregate particles at 
the concrete/formwork surface are packed - in three dimensions - more effectively than de-
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scribed by (5). Thus the distribution (5) moves towards the surface so that the width of the near-
surface concrete region is reduced, i.e. &j

near
R Rx

j
2� where, at present, & is taken as 1/3. 

 

4 Static and Flowing Attack 
If acid attack takes place under “static” condi-
tions a certain volume of acid of given initial 
composition is in contact with a given concrete 
surface area. Owing to the reaction with the 
concrete, the composition of the acid changes 
in the course of the corrosion process. Under 
flowing conditions, the concrete surface is con-
tinuously exposed to fresh acid, the amount 
depending on the rate of flow. In practice, the 
assessment of corrosion due to acid attack will 
be confined to a particular region of a structural component. This region can be defined in terms 
of a flow stretch sF underneath the attacking medium of depth dF moving with a velocity vF. The 
chemical composition of the medium cExt,i directly above the flow stretch is determined by (a) 
species i entering and leaving the concrete surface by diffusion, (b) the advection of species cF,i 
entering the flow stretch with the oncoming acid and (c) the advection of species cExt,i leaving the 
flow stretch with the attacking medium. dF is also the ratio of the volume of the attacking me-
dium to concrete surface area. The change in concentration of the attacking medium above the 
flow stretch is given by 

 !
F

F
iExtiF

iExt

s
vcc

t
c

,,
, ��

�
� . (7)

The boundary condition at the medium/concrete interface is defined such that the concentra-
tions of each individual species in the external acid and in the surface pore solution are equiva-
lent at all times. Charge conservation and the equilibria of the acid species and water are 
observed. Static conditions with known volume/surface ratio are defined simply by vF = 0. 
 

5 Simulation of Corrosion 
For simplicity, only one dimensional transport is considered. The differential equations describ-
ing the mechanisms summarized in Figure 2 are solved by iteration using the conventional dif-
ference method where the time increment �t is calculated for a chosen volume element �x 
thickness and the particular mechanisms under consideration.  

Figure 1: Parameters characterising acid 
attack under flowing conditions 
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Figure 2:  Processes affecting acid attack on concrete 
 
Each volume element is assigned an initial porosity, radius and number density for each aggre-
gate fraction, as well as contents of Ca, Fe and Al. Values for the volume/surface ratio, flow 
velocity and initial composition of the external acid are set. During the simulation, values of Ca, 
Fe, Al content as well as dissolved Ca2+, Fe3+, Al3+, Mg2+ and acid species (protons, molecules, 
acid anions and balancing ions for buffer solutions) are calculated for each volume element and 
the external acid. Precipitate volume and the volumes of water-filled space due to aggregate 
and binder matrix corrosion are also determined. In the following, the various mechanisms are 
considered in more detail and illustrated by simulation results. 
 

5.1 Diffusion 
It is assumed that the pore system is completely saturated with solution so that the transport of 
the various species occurs only by diffusion, the rate of corrosion depending primarily on diffu-
sion within the space generated by corrosion. The well-known extended Nernst-Planck equation 
is used to calculate flux density. 
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 (8)

Here the effective diffusion coefficients for the individual species Di
eff are related to the specific 

values Di
0 for diffusion in water and the volume fraction of the pore space PC in which the diffu-

sion takes place. 

 !9 :CCBB
ieff

i PVVfDD 
��
�

0
 where PtCACBiniC VVVPP �

�  (9)
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As corrosion proceeds, the original volume fraction of the binder matrix VB is reduced by the 
solution-filled space VCB produced by the dissolution of the binder matrix. In (9), the first term in 
the square brackets accounts for the remaining uncorroded binder matrix where f is the ratio of 
the effective diffusion coefficient of a species in the uncorroded binder matrix to the correspond-
ing specific value. In diffusion experiments, f was estimated at 0.05 [4] so that the effect of diffu-
sion in the uncorroded material on the corrosion process as a whole is relatively small. The 
porosity PC increases from the initial value Pini as space is formed by the corrosion of the binder 
matrix VCB and the aggregate particles VCA. It can also be filled by precipitation VPt. The diffusion 
path is lengthened by the tortuosity � of the aggregate particles. A geometrical approach is used 
to account for changes in tortuosity caused by aggregate corrosion.  

The electric potential B in the Nernst-Planck equation arises from the separation of charge due 
to the different diffusivities of the various ions. The high strength of the resulting potential ne-
cessitates, in principle, long computational times for the numerical solution of the differential 
equation. To avoid this, it is assumed that the electric current produced by the overall motion of 
all the participating ions of charge number zi is zero. 

0��
i

ii Jz  (10)

In this case, the following solution for the local electric field exits if activity is neglected. 

�� �
�

��
�
�

i
iii

i

i
ii czD

x
czD

F
RT

x
2B

 (11)

In the simulation this expression is used with (8) to calculate the flux densities of ions other than 
H+ and OH-. The local concentrations of H+ - and thus OH- ions - are found by solving the equa-
tions for the zero charge condition. 

0
,

��
�
N OHHi H

P
Hii c

Iczc  (12)

The above approach enabled rapid numerical solution of the Nernst-Planck equation. At pre-

sent, an extended Debye–Hückel equation with the parameters A, B, a and b�  is used to calcu-
late the activity coefficient $i in (8). 

 !OI
H

P
G

F
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IAzbI

i
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303.2)ln( 2�� where the ionic strength is i
i

i czI �� 2

2
1

  (13)

5.2 Corrosion of the Binder Matrix 
The neutralisation reaction between acid protons in the pore solution and hydroxyl ions in the 
hydration products results in the transfer of Ca2+ from the hydration products into the pore solu-
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tion. Reaction kinetics of the second order are used so that the change in calcium concentration 
of the pore solution is given by 

HCaCa
Ca csk
t

c
�

�
�        and thus        

t
c

t
c CaH

�
�

��
�

� 2 , 
t

c
t

s CaCa

�
�

��
�

� . (14)

Here sCa is the amount of potentially soluble calcium in concrete with respect to pore solution 
volume, cH the proton concentration of the pore solution and kCa the rate constant. It is assumed 
that the potentially soluble calcium is, at all stages of corrosion, accessible to the acid. At the 
beginning of corrosion, sCa is essentially the neutralisation capacity of the concrete given by the 
total quantity of calcium calculated from the CaO content of the cement and the cement content 
of the concrete. The increase in concrete porosity due to the removal of calcium from the binder 
matrix is related to the increase in calcium concentration cCa of the pore solution by the experi-
mentally determined coefficient ACa, [4, 5, 6]. 

t
cP

t
V Ca

CCa
CB

�
�

�
�

� A  (15)

The effect of Fe3+ and Al3+ dissolution is treated similarly. Since the dissolution of Fe3+ and Al3+ 
in aluminate and ferrite hydrates occurs along with Ca2+, their effect on porosity is not consid-
ered separately, but included in (15). 

 

5.3 Equilibrium of the Acid Species 
During the simulation, changes in the concentrations of the acid species in the pore solution and 
the external attacking medium due to diffusion, flow and dissolution result in concentrations cH,0, 
cHX,0, cX,0 which are no longer in mutual equilibrium. In order to restore equilibrium with concen-
trations cH,1, cHX,1, cX,1, only the species directly participating in the equilibrium reactions are con-
sidered as affecting the final state. Since other ions are present, the charge of the participating 
species is non-zero and is conserved according to 

0,0,0,1,1,1, // HpHXXHpHXX cIcczcIccz �
��
 . (16)

As well as the equilibrium condition for the acid (1), conservation of the acid group is required. 

0,0,1,1, HXXHXX cccc 
�
  (17)

The combination of (1), (16), (17) eliminating cHX,1, cX,1 yields a polynomial in the equilibrium 
concentration of protons. 

01, �� H
k

kc&  

paIK��0& ,          ! pHXHHpa IcccIK ���� 0,0,0,1&  

aXHHp KcccI 

�� 0,0,0,2& ,       13 �&  

(18)
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The polynomial is solved for cH,1 using the Newton-Raphson method. Expressions are derived 
for the remaining equilibrium concentrations cHX,1, cX,1. 
 

5.4 Simulation Examples 
A simulation was performed for concrete made with 320 kg/m3 Portland cement, containing 
64.7 wt.% CaO, 5.9 wt.% Al2O3 and 2.8 wt.% Fe2O3, at a w/c ratio of 0.5 and quartz aggregate 
with an A16/B16 grading. The initial porosity was set at 10%. Attack by acetic acid initially at pH 
4.5 with a total of 168 g/l acetate (1.82 mol/l CH3COOH, 1.02 mol/l NaCH3COO) was simulated 
for an exposure period of 17 days. Static tank test conditions at a volume to surface ratio of 
275 l/m2 were assumed. Figure 3 shows the main results of the simulation, i.e. the depth of the 
corroded layer (5.5 mm) and the distribution of pH of over depth. The results compare well the 
real tank test behaviour shown in the photograph where the depth of corrosion is given by the 
colour change of a phenolphthalein indicator solution (pH�8.5) sprayed on fracture surfaces. 
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Figure 3: Distribution of porosity and pH over concrete depth from simulation of static acetic 
attack (17 d). Photograph: concrete with corroded layer after tank test 

The consumption of protons by the neutralisation reaction promotes the dissociation of acid 
molecules increasing the concentration of acetate ions behind the corrosion front, Figure 4. Ca, 
Fe and Al ions enter the pore solution and diffuse toward the surface. The concentration of so-
dium supplied by the external acid is only affected by diffusion explaining its flat penetration 
profile. As opposed to aluminium and iron, the faster dissolution kinetics of calcium means that 
virtually all the calcium dissolves and diffuses out into the external acid. The correctness of the 
calculated distributions in Figure 4 has been experimentally verified [6]. Despite the high buffer 
capacity of the external acid, its pH increased from 4.5 to 4.7 over 17 days as observed experi-
mentally and calculated by the simulation model. 
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Figure 4: Simulation of acetic acid attack. Top: Distribution of dissolved species over concrete 
depth. Bottom left: Distribution of residual Ca, Al and Fe over concrete depth. Bot-
tom right: Loss of calcium through the concrete surface during corrosion 

As opposed to organic buffer solutions, the pH of mineral acids in contact with concrete sur-
faces rapidly increases eventually leading to subsidence of corrosion if their acidity is not main-
tained by flow or replenishment. In the flow test, the acid is pumped just once through an axial 
hole in a cylindrical specimen, Figure 5, and collected in a container for chemical analysis of Ca, 
Fe and Al concentrations. 
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Figure 5:  Left: Flow test set-up. Centre: Photographs of corroded layers in mortar after expo-
sure to HCl at different pH values for a period of 64 d. Right: Simulated (curves) and 
measured (symbols) loss of calcium during corrosion 

 
The flow test was performed for mortar (449 kg/m3 CEM I, w/c = 0.6, quartz sand) attacked at 
pH 2, 3 or 4 by slowly flowing hydrochloric acid (vF = 1.1 mm/s, sF = 245 mm, dF = 2.5 mm). The 
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duration of attack was 64 days. In Figure 5, the measured loss of calcium through the mortar 
surface is compared with equivalent simulation results. The calculated and experimental corro-
sion depths, visible in the photographs, are in reasonable agreement. 
 

5.5 Aggregate Corrosion 
Aggregate may be separated into acid resistant (e.g. quartz) and dissolvable minerals (e.g. cal-
cite, dolomite) where dissolution of the aggregate particles increases the porosity of the cor-
roded layer. The dissolution process is controlled by surface reactions and the diffusion of the 
acid species through the diffuse boundary layer, see [7]. During corrosion, smaller aggregate 
particles tend to dissolve first and be replaced by water-filled holes [8] whereas larger particles 
diminish in size and acquire a water-filled surface layer. For calcite and dolomite at pH values 
above approximately 4.0, the surface area normalised dissolution rate for the surface reaction is 
given by 

n
HAckr �  (19)

where cH is the proton concentration adjacent to the mineral surface and kA the rate constant. 
The exponent n is the order of the reaction. Since the water-filled space left behind by the dis-
solved material increases transport in the corroded layer, the molar volume AA of CaCO3 or 
½Ca½MgCO3 is used to calculate the volume created by aggregate dissolution. The rate of de-
crease in radius of the aggregate particles is therefore 

n
HAA

j ck
t

R
A��

�
� . (20)

During the simulation, the distributions of radius Rj(x) and thus volume Vj(x) for the grading frac-
tions j, change as particle radii decrease according to (20). The space formed in the corroded 
layer is given by the rate of total aggregate dissolution. 
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�  (21)

At the same time Ca2+ and, in the case of dolomite, Mg2+ ions enter the pore solution. For lime-
stone aggregate the change in pore solution concentration is 

t
V

Pt
c A
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�
�

��
�

�
A

1 . (22)

A simulation was performed for static acetic acid attack on concrete made with limestone ag-
gregate. The concrete composition and conditions are described in Section 5.4. As expected, 
aggregate dissolution has less effect at the concrete surface owing to the wall effect of the par-
ticles, but increases porosity at greater depths in dependence of the depth of corrosion and the 
grading curve, Figure 6.  

In the model, the aggregate particles are, on average, in different states of corrosion ranging 
from complete dissolution of the smallest particles near the surface to asymmetrical corrosion of 
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the largest particles where the amount of dissolved material increases from the front to the back 
of the particles not yet reached by the acid, i.e. the particles are approximately egg-shaped. 
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 Figure 6: Simulation of static acetic acid attack on concrete with limestone aggregate 

The corrosion of the limestone aggregate increased the pH of the external acid by 0.1 to 4.8, 
but did not exhaust the buffer capacity of the acid solution, cf. Section 5.4. Due to aggregate 
corrosion, the amount of calcium which entered the external acid increased by 60% and the 
depth of corrosion by 0.5 mm. 
 

5.6 Abrasion 
The extent of removal of corroded surface mate-
rial depends on the severity of abrasion and the 
strength of the material. Since accurate modelling 
of the actual mechanical abrasion process is diffi-
cult, loss of surface material is described by set-
ting an upper limit xRCL on the thickness of a 
residual corroded layer defined to exist between 
the abraded surface of the corroded concrete and 
a depth at which a pH value of, for example, 8.5 
is reached. In practice, the depth of the residual 
corroded layer could be determined by applica-
tion of a phenolphthalein indicator solution to 
freshly fractured concrete surfaces. In the model, the distance of the abraded surface xS from 
the original surface of the uncorroded concrete is given by the conditions 

RCLpHS xxx �� 5.8 ; RCLpH xx 55.8        and      0�Sx ; RCLpH xx 25.8 . (23)

Here xpH8.5 is the depth at which the proton concentration in the pore solution cH(x) first exceeds 
pH 8.5. As abrasion proceeds, the external boundary is moved to xS, i.e. its position is time de-
pendent, see Figure 8. The relative increase in porosity & with respect to the initial porosity may 
also be used to define the position of the abraded surface. A relative increase in surface poros-

Figure 7: Example of corrosion with abra-
sion showing protruding parti-
cles and surface cavities 
(courtesy of Ingenieurbüro Schießl, 
Gehlen, Sodeikat GmbH) 
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ity above a given limiting value &S is deemed not to be possible which causes the position of the 
abraded surface to move deeper into the concrete as corrosion proceeds. 

)()( SSS xx && �  where  ! iniPtCACB PVVV /�
�&  (24)
 
Abrasion also results in the exposure of aggregate par-
ticles which, if not firmly embedded, will be removed 
leaving behind open surface cavities which will tend to 
increase the rate of corrosion. In the model, the loss of 
surface aggregate particles is described in terms of its 
effect on the surface-averaged distributions of particle 
radius and volume, Rj(x), Vj(x). Depending on the type of 
aggregate and the severity of abrasion, the loss of parti-
cles at the surface ranges from “easy removal” leaving 
holes with the same diameter as the original particles to 
“difficult removal” where protruding particles “stick” to 
the abraded surface. Consequently, a “pop-out” factor 
pA is defined as the smallest fraction of spherical particle 
diameter which may remain embedded in the corroded 
binder matrix, Figure 8. 

5.020 2�2 jA Rdp  (25)

Particles at positions such that d < pA 2R are removed 
whereas those with d � pA 2R remain embedded. The 
largest cavities occur when pA = 0.5 and most protruding 
particles when pA = 0. For sake of simplicity, pA is assumed to be valid for all grading fractions. 
Depending on the thickness of material lost by abrasion xS and aggregate particle size, minimum 
and maximum depths exist under the initial surface below and above which all aggregate parti-
cles of a particular fraction are removed or remain, respectively. 

 !AjSj pRxx ��� 12min,  and AjSj pRxx 2max, 
�  (26)

Thus the surface-averaged aggregate volume Vj and hence particle radius Rj are zero at depths 
below xj,min or are left unchanged at depths above xj,max. Between these limits partial aggregate 
particle removal occurs where a linear relationship is used to calculate the volume of particles 
Vj,pop which remain embedded, i.e. 

min,, ,0 jpopj xxV 2� ; min,, , jjpopj xxVV ��  

max,min,
min,max,

min,
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j
jpopj xxx

xx
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VV 33
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�
�  

(27)

Figure 8: Residual corroded layer  
and “pop-out” factor 
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This approach permits the determination of changes in volume and consequently particle radius 
for the individual grading fractions as surface-averaged values. Complicated particle-based cal-
culations are therefore avoided.  

Figure 9 demonstrates the effect of abrasion and pop-outs on the corrosion of concrete by ace-
tic acid for a residual corroded layer thickness xRCL = 1.5 mm and a pop-out factor pA = 0.15. The 
conditions of attack and concrete composition are described in Section 5.4. In this case, 7 mm 
of surface material is removed by abrasion over 17 days. The loss of surface aggregate parti-
cles results in a high surface porosity which together with abrasion increases the depth of cor-
rosion from 5.5 mm to 8 mm. The largest aggregate particles removed to leave cavities are 6 
mm in diameter; the larger particles still protrude from the concrete surface. 
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Figure 9: Simulation of abrasion and loss of surface aggregate particles due to static acetic 
acid attack on concrete. Left: porosity of surface concrete due matrix corrosion and 
particle loss. Right: volume fraction of aggregate in corroded concrete 

 

5.7 Precipitation 
Depending on the composition of the attacking acid and the cement, the precipitation of low 
solubility compounds such as iron hydroxy salts, brucite, gypsum or gibbsite can reduce the 
pore space for diffusion and consequently the rate of corrosion. The amount of precipitate is 
determined by the solubility equilibrium of the compound in question and the dissociation of the 
acid. In the model, the equilibrium state is calculated using the methodology described in Sec-
tion 5.3 where the appropriate equilibrium reactions are considered for the acid and the species 
involved in precipitation. For example, four equilibria are considered in the case of gibbsite pre-
cipitation during acetic acid attack. 

Al(OH)3 + 3H+M Al3+ + 3H2O; Al3+ + 4H2O MAl(OH)4
- + 4H+ 

CH3COOHM H+ + CH3COO-; H2OM H+ + OH- 
(28)

Simulating for example acetic acid attack, Figure 10, left, shows the distribution of precipitated 
iron hydroxy acetate which, in practice, appears as a narrow brown region in the corroded layer 
adjacent to the corrosion front. Fe(CH3COO)2OH was found to be a suitable model substance to 
describe the observed behaviour. The ferric ions enters the pore solution at the corrosion front, 
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precipitate and redissolve on encountering lower pH values as the corrosion front moves deeper 
into the concrete. However, owing to the small amount of precipitate, the rate of corrosion is 
virtually unaffected by this precipitation.  

In contrast, the performance of calcium aluminate cement under acid attack is explained by the 
precipitation of alumina hydrate [9] which is stable down to pH values near 4. The precipitation 
of gibbsite is demonstrated in Figure 10, right, for mortar made with calcium aluminate cement 
after 7 years exposure to flowing HCl at pH 3.5. During corrosion the volume of precipitate is 
similar in size to the space formed by the dissolution of the binder matrix. The simulation results 
indicate that the effectiveness of gibbsite precipitation in reducing the diffusion of the acid spe-
cies through the corroded layer depends on the initial porosity of the mortar. 
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Figure 10: Left: Simulation of static acetic acid attack on concrete with precipitation of iron hy-
droxy acetate. Right: Precipitation of gibbsite during flowing hydrochloric acid attack 
on calcium aluminate cement mortar 

 

5.8 Temperature 
The effect of temperature on diffusion is taken into account by modifying the specific diffusion 
coefficient of the participating species with respect to the reference temperature of 293.15 K. 
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The reaction rates for Ca, Al and Fe are changed according to Arrhenius 
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where a value of 54.5 kJ/mol is assumed for the activation energy. At present the ionic product 
of water, the dissociation of ammonium and carbonic acid are corrected for the effect of tem-
perature using the van‘t Hoff equation. 
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6 Effect of Concrete Composition on Acid Resistance 
6.1 Static Acid Attack 
The static attack of organic acids as encountered in agriculture was represented by the attack of 
an acetic acid buffer solution with a total acetate concentration of 12 800 mg/l and a pH value of 
4.0 (i.e. XA3) on Portland cement  concrete containing quartz aggregate A16/B16 mm. The acid 
composition was kept constant thus simulating the worst case situation, i.e. no loss of acid 
strength during attack owing to the reaction of the acid with the concrete. It should be pointed 
out that even at high buffer capacities in a tank test, a reduction in the strength of the acid can 
occur especially when testing concrete with a high cement content, see [10]. The resistance of 
the concrete to acid attack was characterised by the time need to reach a corrosion depth of 
10 mm. Simulations were performed for w/c ratios between 0.4 and 0.6 and cement contents 
between 240 and 800 kg/m3. The simulations were repeated including the effect of abrasion for 
a residual corroded layer thickness xRCL of 4 mm, Figure 11. 

The results of the simulation indicate that the corrosion resistance of concrete can be signifi-
cantly improved by the use of low cement contents and low w/c ratios for the attack scenario 
simulated. 
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Figure 11: Effect of concrete composition on resistance to static acetic acid attack. Left: without 
abrasion. Right: with abrasion 

To understand the effect of w/c ratio and cement content on acid resistance it should be borne 
in mind that the rate of corrosion is determined by the transport of the acid through the corroded 
layer to the uncorroded concrete. Thus factors which affect the porosity of the corroded layer 
also affect the rate of corrosion. In general, a reduction in cement content has two possible ef-
fects on resistance to acid attack. 

a) Acid resistance is improved because the volume of dissolvable binder matrix is lower and 
thus the porosity of the corroded layer is lower as well. 

b) The neutralisation capacity of the concrete with respect to the acid is lower and thus, in 
some scenarios of acid attack, the acid resistance too. 
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In the case of strong buffer solutions with a high potential concentration of protons in non-
dissociated acid molecules, the neutralisation capacity is of secondary importance meaning that 
low cement contents affect acid resistance positively. 

Low w/c ratios improve acid resistance because the contribution of the capillary porosity of the 
uncorroded concrete to the porosity of the corroded layer is smaller. The corrosion process 
opens up the pore system of the binder matrix destroying tortuosity [4].  

The corrosion of a concrete with an optimized combination of binder and 0/16 mm quartz ag-
gregate particle sizes, such as designed in [11] to be an acid resistant concrete, was also simu-
lated. The particles sizes were optimised according to the extended Fuller-Thompson grading 
curve [12] and thus well packed. As well as a low Portland cement content of 241.2 kg/m3 at a 
w/c ratio of 0.56, the concrete contained fly ash and silica fume (64.3 and 16.1 kg/m3, respec-
tively) so that the effective water cement ratio w/ceff was reduced to 0.48 (ceff = c + 0.4 f + s). The 
time needed to reach a corrosion depth of 10 mm was longer for this concrete than normal con-
crete compositions or a UHPC composition (c = 832, w = 166, s = 135 kg/m3, w/ceff =0,17, 
fc28d = 150 MPa) [10]. 

For the conditions of attack considered, the depth of corrosion d was found, in general, to be 
described approximately by a root time law. 

Atcad �  (31)

Here, cA is the concentration of the acid. The constant a depends on the composition of the con-
crete and the conditions of attack. It is assumed that the strength of the acid and the conditions 
of attack are constant and that the effect of any possible precipitation processes as well as 
abrasion is negligible. 

The significant effect of abrasion on corrosion resistance is demonstrated by Figure 11, right. 
The time needed to reach a corrosion depth of 10 mm, in this case comprising 6 mm abraded 
material and 4 mm residual corroded layer, is shortened by abrasion. Whereas the depth of cor-
rosion increases proportionally to )t if the corroded layer remains intact, abrasion causes the 
depth of corrosion to increase faster then )t. Com-
plete and continuous removal of corroded material is 
expected to cause the depth of corrosion to increase 
linearly with time. 
 

6.2 Flowing Sulphuric Acid Attack 
The attack of flowing sulphuric acid on Portland ce-
ment concrete (w/c= 0.45, 200<c<800 kg/m3) was 
considered as an example for the degradation of 
concrete in contact with flowing mineral acids in in-
dustrial plants. Corrosion was simulated for CEM I 

Figure 12: Simulation of flowing sulphuric 
acid attack on concrete
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cement concrete made with quartz aggregate (A16/B16) at pH values of 2 and 4, i.e. exposure 
class >XA3 and XA3, respectively. Constant acid strength was assumed. Gypsum precipitation 
and loss of surface material were not considered. The effect of cement content, w/c ratio and 
pH value on corrosion resistance were found to be generally similar to static acetic acid attack. 
However, at pH 4 the rate of corrosion due to dissolving attack was negligible for all concrete 
composition considered. The depth of corrosion depends is given by  

Atcad �  (32)

Further details are in [10]. 

 

7 Conclusions 
The main result of the model presented in this contribution is the time needed for the depth of 
corrosion of concrete subjected to acid attack under static or flowing conditions to reach a given 
value. Along with distributions of porosity and pH value over concrete depth, the model provides 
distributions of calcium, aluminium and iron in solution and solid phases as well as calcium loss 
through the concrete surface. 

The simulation of static acetic acid attack indicates that low cement contents and w/c ratios im-
prove the acid resistance of concrete. Since the capillary porosity of the binder matrix is not sig-
nificantly reduced by w/c ratios below 0.4, the corrosion resistance of concretes is not expected 
to be significantly improved by w/c ratios below 0.4. Measures which reduce the capillary poros-
ity of concrete, such as the addition of fly ash and silica fume, or lower the content of dissolv-
able Ca, e.g. binders with low Ca content, are expected to have a beneficial effect on corrosion 
resistance. This will be systematically investigated in the future. To meet the requirement of 
practice better, real field scenarios of acid attack will be considered and compared with model 
simulations. 

Further publications which have appeared or have been submitted by the authors in the course 
of this research project are to be found in [3, 4, 5, 6, 10, 13, 14, 15] 

The authors express their thanks to the German Research Foundation (DFG) for supporting this 
project financially. 
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The program systems CeSa and AStra for cement and salt 
chemistry and the prediction of corrosion processes 

Summary 
Prediction of corrosion processes of cementitious materials requires knowledge of several inter-
connected phenomena. The chemical behavior of the attacking media, of the material as well as 
their interactions need to be known, particularly regarding possible crystallization and dissolu-
tion reactions of soluble compounds. Such corrosive processes need to be quantified to predict 
the material durability.  

To determine the distribution of water content, temperature and concentration of each chemical 
substance throughout the material, numerical modeling and simulation of coupled transport of 
heat, moisture, air and species carried in the solution must be realized. This requires the thor-
ough knowledge of the pore solution chemistry, the transport characteristics of the material with 
respect to the medium as well as the kinetics of chemical reactions and phases changes and its 
interaction with the transport processes.  

The program CeSa calculates the equilibrium composition of salt mixtures and their thermody-
namic properties. Additionally, the chemical composition of cementitious materials during hydra-
tion and after reaction with attacking media can be calculated. CeSa is a tool to calculate 
chemical processes in equilibrium neglecting transport and reaction kinetics. 

The program AStra simulates a coupled transport of heat, moisture, air and chemical sub-
stances. Within AStra simulations some functionalities of the chemistry program CeSa are nec-
essary such as the computation of the properties of salt mixtures and kinetics of chemical 
reactions. Hence, AStra is capable of simulating and predicting corrosion processes of concrete 
structures as well as mechanical stresses in inert porous building materials induced by salt crys-
tallization. 

Keywords: acid attack, simulation, mass transport, chemical reactions, pore structure model, 
diffusion coefficient, salt crystallization, crystallization pressure, damage. 
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1   Introduction 
Prediction and simulation of corrosion processes in porous building materials require the de-
scription of the transport processes in the porous material as well as the chemical reactions of 
the reactive materials such as cement-based materials. Furthermore, the physical properties of 
the material, e.g. heat capacity, porosity and pore structure, and the environmental conditions 
have to be considered in order to describe the chemical processes as accurately as possible. In 
return, the chemical processes influence the physical and chemical properties of the material 
since they change the pore structure due to crystallization or dissolution reactions, which has a 
significant influence on the transport properties and on the moisture retention curve of the mate-
rial. Thus, the interaction between transport processes and chemical reactions must be taken 
into account for a reliable prediction of the corrosion processes.  

In the last two decades, there have been several efforts to simulate these phenomena using 
physics-based and/or empirical models [1][2][3][4]. Currently, available computational power 
permits simulations on both laboratory and field scales.  

The coupled advective-diffusive partial differential equations for the transport of moisture and 
dissolved substances in porous media [5], or its extended version including migration in an elec-
tric field based on the Nernst-Plank model [14], are well-known. Within the last decade, our re-
search group has focused on the investigation of the chemical and physical interaction between 
pore solution and porous material and universal models has been developed. These models 
have been implemented in two tools - CeSa and ASTra- whose efficiency is shown in this paper 
through three different experiments.  

 

2  CeSa – Cement and Salt Chemistry 
CeSa is a program describing chemical processes, especially the composition and chemical 
behavior of cement-based materials and salt solutions.  

The calculation routines used in this program are mainly based on Pitzer’s semi-empirical ion 
interaction model [6] extended by Steiger et. al. [7] and the Gibbs energy minimisation algorithm 
[8][9] extended by Schmidt-Döhl [10] and Kiekbusch [11]. These algorithms are used for ad-
vanced functionalities described below. 

CeSa includes two databases that are optimized for the main fields of application: (1) calcula-
tion of compositions of salt mixtures and their properties and (2) calculation of compositions of 
cementitious materials and their chemical behavior. 

The salt database includes a consistent parameter set for SO4, NO3, Na, K, Cl, Mg and Ca [7]. 
The cement database is based on available data from the literature [6]. Both databases can be 
extended with additional data or even substituted with own databases, which allows a wide ap-
plication field. Thus, given an ion mixture of known composition, it is possible to determine  
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which salts are thermodynamically stable at each temperature and relative humidity and there-
fore which salts might have lead to damage of the material in a particular site.  

CeSa provides an intuitive and user-friendly graphical interface. The structure and design of the 
user interface is based on the main fields of application and allows problem oriented user input 
(figure 1). In the following, CeSa is applied to determine the equilibrium chemical composition of 
two different cement pastes exposed to acid attack. 
 

2.1 Application of CeSa for acid corrosion of cementitious material 
The chemical composition of a cementitious material changes with time due to hydration proc-
esses, which depends on environmental conditions. Therefore, an algorithm was developed to 
calculate the chemical composition of a material at different hydration states. Cementitious ma-
terials consist of four components of known mass fraction: cement, admixtures, aggregates and 
water. Cement, admixtures and water are included in the equilibrium calculation, while the ag-
gregates are assumed to be chemically inert and therefore they do not influence the equilibrium. 
The equilibrium calculation gives the composition of a completely hydrated material for a suffi-
cient amount of water. The algorithm for partial hydration subdivides the reactive parts cement 
and admixtures, into temporary reactive (hydrated) and non-reactive (unhydrated) parts. This 
partition is dependent on the degree of hydration and it is applied to the total amount of admix-
tures and to each clinker phase, C3S, C2S, C3A and C4AF-C2F, for cements. Kiekbusch [11] de-
scribes in detail the theory and applications of the partition algorithm. This algorithm was 
implemented in CeSa to describe the composition of cementitious material for different hydra-
tion states.  
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Figure 1: Main user interface of CeSa representing the three main application fields for salt so-
lutions, cement chemistry and the usage of the main algorithms. 

 
After defining the material, the chemical behavior can be calculated using the equilibrium algo-
rithm. CeSa provides three different modes of attack: carbonation, mineral and organic acid 
corrosion and salt corrosion. 

The internal database was verified for modelling corrosion processes of hydrochloric [11], sul-
phuric acid and lactic acid [12] by comparison of calculated and experimental results.  

To experimentally simulate the corrosion process, identical suspensions of saturated Ca(OH)2 
solution and cement paste powder of known composition with a mass ratio of 100 to 1 were 
prepared. These suspensions were shaken for one day prior to the addition of 1 molar hydro-
chloric acid.  A range of acid addition was investigated. After shaking for three weeks, the sus-
pensions were filtered and the resulting filtrates analysed for pH and dissolution products (Ca, 
Si, Al, Fe and Mg). 

Two different cement paste powders were used: a Portland cement CEM I 42.5 R – HS/NA and 
a blast furnace slag-blended cement CEM III/B 42.5 HS/NW/NA. The amount of chemical bound 
water of the cement pastes after complete hydration was determined thermogravimetrically to 
be 18.54 % and 14.57 % for CEM I and CEM III based cement paste, respectively. 
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The chemical model contains the cement phases CaSO4, Na2O, K2O and MgO and the clinker 
phases mentioned above in addition to hydrated phases including: 

 the hydroxides Portlandite, Brucite, Gibbsite and Fe(OH)3 

- the C-S-H phase described by Kulik et al. [13] with an ideal mixture of Jennite and Tobermo-
rite for calcium-rich CSH(II) and a second ideal mixture of Tobermorite and Silicate for sili-
con-rich CSH(I) 

- the AFm phase described by an ideal mixture of pure Aluminium-containing and Iron-
containing phase and the AFm phase containing chloride, the Friedel’s salt 

 the calcium aluminate and ferrate hydrates C4AH13, C3AH6 and C4FH13, C3FH6 as well as 
M4AH10 

 the silicious aluminium hydrates C2ASH8 and C3ASnH6n-2, the latter being described as an 
ideal mixture of C3AH6 and C3ASH4 

- the aluminate silicates CAS2 and AS2H2 for the advanced corrosion process 

The experimental and simulated compositions of the solutions as a function of the amount of 
acid added are shown in figure 2 for both cement pastes. The results for Portland cement paste 
show a good agreement between experimental and calculated values for all elements, except 
for calcium at a small degree of corrosion and the pH values at higher acid addition. 

The calcium concentration in the solution corresponds to the most stable calcium-containing 
phase. In the initial range (< 5 mmole H+/ g cement paste), the stable phase is portlandite (see 
fig. 2). However, Ca(OH)2 solutions in contact with CO2 tend to form carbonate very quickly re-
sulting in a reduction of the calcium concentration. Although we attempted to minimize the car-
bonation process during the experiment, contact of the solution with air during filtration was 
impossible to avoid. Portlandite was detected in the solid using Fourier transformation infrared 
spectroscopy. Hence, carbonation affected the experimental results but was neglected in the 
simulation, causing a discrepancy between experimental and simulated calcium concentrations. 
Therefore, in equilibrium, the predicted calcium concentrations are higher than those measured.  

 

 

 

 

 

 

-

-

-
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Figure 2:  Comparison of calculated (cal) and measured (mea) solution compositions depend-

ent on the degree of corrosion for Portland cement paste (left) and blast furnace 
slag blended cement paste (right). 

 
The differences between experimental and simulated pH values result from the C-S-H model of 
Kulik et al. [13]. The model is in agreement with the calcium and silicon concentrations for the 
calcium-rich C-S-H phase. However, for the silicon-rich C-S-H phase, the pH value is overesti-
mated due to the formation of tobermorite at small calcium concentrations. The corresponding 
pH value for solution in equilibrium with tobermorite is approximately 9. Discrepancies occur in 
the range where CSH(I) is stable (see fig. 2, left). After complete dissolution of these phases, 
the experimental and simulated pH values are in agreement. 

Identical issues with pH simulation occur with the blast furnace slag blended cement paste. 
However, the effect occurs over a wider range (see fig. 2, right). In this cement paste, portland-
ite is not present during the complete corrosion process. Therefore, experimental and simulated 
calcium concentrations are in agreement during initial additions. For this material the gradient of 
the calculated slope of magnesium is too large, suggesting an over-prediction of solid dissolu-
tion. This discrepancy is reflected in the calcium concentration over this range. Furthermore, 
simulated increases in iron concentration are lagging relative to experimental results. Thus, 
amorphous Fe(OH)3 is not the stable iron-containing phase. Most likely, an amorphous phase 
consisting of iron, aluminium and silicon formed during these solution conditions. 

Figure 3 shows the simulated phase compositions with respect to the degree of corrosion. Due 
to the smaller amount on silicon in Portland cement paste, the amount of the C-S-H phase is 
smaller in comparison to the blended cement paste. Furthermore, the chloride-containing 
Friedel’s salt, AFm (Cl), is stable over a wider range for Portland cement paste whereby the 
silicious calcium aluminate phases are stable over a wider range in the blended cement paste.  
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Figure 3: Composition of cement paste with respect to the corrosion state for Portland cement 

paste (left) and blast furnace slag blended cement paste (right). 
 
Thus, the model reproduces the experimental results well for Portland cement paste. Consider-
ing the small knowledge about the phase formation processes in blended cement paste, the 
agreement between experimental and simulated results is satisfactory. Due to the open and 
extendible concept of CeSa’s database, optimized data sets can be incorporated easily by the 
user.  
 

3  AStra – Coupled heat, moisture and mass transport  
  including chemical reactions and mechanical stress 
AStra is a simulation tool for the two-dimensional coupled transport of heat, moisture, air and 
chemical substances including corrosion processes in both, inert and reactive porous materials.  

If an attacking media (a solution) goes into a porous material and is transported through the 
pore system, material corrosion can take place. The corrosive process depends on moisture 
content, temperature and concentration of the dissolved particles. Furthermore, the art of the 
dissolved particles and the flow velocity have a significant influence on the kind and intensity of 
corrosion. In addition, dissolution and precipitation processes affect strongly the transport proc-
ess through the change of the porosity and pore-blocking.  

AStra consists of a user interface for pre- and post-processing and a computation module 
(solver), which contains the necessary algorithms for the simulation of corrosion processes. A 
detailed description of the solver can be found in Franke et. al [1]. 

By means of the user interface the geometry of the system is firstly defined, the system is dis-
cretised and materials, initial and boundary conditions are assigned to each element of the sys-
tem. An exemplary construction is shown in figure 4. The different colors used in the graphics 
indicate the components of the construction: concrete in blue, brick in yellow and mortar in 
green.  
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Figure 4: User interface of AStra with four selected windows: discretised system (left, top), 

moisture distribution at a selected time point (left, bottom) and input parameters for 
the simulation (right).  

 
Figure 5 shows the main computation modules implemented in the solver of AStra.  
The post-processing tool generates three kinds of diagrams for the results of the simulation, 
thus, for the computed state variables (temperature, water content, relative humidity, content of 
each chemical substance, crystallization pressure etc.): 

- time-dependent course of each state variable in a selected element  
- a two-dimensional projection of the distribution of each state variable at a selected point of 

time (see the moisture distribution in graphic on figure 4 on the bottom, left) 
- three-dimensional distribution of each state variable at a selected point of time. 

For the prediction of the corrosion of inert and reactive material, it is necessary to solve a sys-
tem of coupled (non-linear) balance equations, which consists of a conservation equation for the 
energy and one for the mass of each substance (including water and air), whose content can 
change within the simulated period of time. This change can be induced either by transport, by 
a phase change or by chemical reactions.  
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Actually, it can be distinguished between degradation of reactive and of inert materials. In the 
former case, degradation takes place due to chemical reactions between the pore solution and 
the solids contained in the pores and the material compounds. Hereby, AStra uses the experi-
ences and calculations in modeling chemical processes of CeSa.  

Kinetics of phase changes of salt and water in porous materials have been already investigated, 
modeled [15][16] and implemented in AStra [1]. Damage in capillary inert porous materials can 
result from the action of the crystallization pressure that is required for a confined crystal in a 
pore to remain in a supersaturated solution. The resulting mechanical stress in capillary porous 
material has been intensively investigated experimentally in [17][18] and in current experiments.  

 

Figure 5: Main computation modules of the AStra-solver  
 
A further important characteristic of the simulation tool AStra is the hysteresis model for the 
moisture retention curve of nano porous materials, as hardened cement paste and concrete, 
which has to be considered for a reliable prediction of the water content and finally, of the mate-
rial corrosion. The IBP-method was developed to calculate the Scanning-isotherms that results 
from the hysteresis between adsorption and desorption isotherms [19] and implemented in AS-
tra. Results in [19] show a very good agreement with experimental results.  
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3.1 Model for the time-dependent corrosion  
The amount of each single species is determined by using the extended Nernst-Plank model 
[14]. Thus, the mass balance of each single chemical substance is set up and the resulting set 
of coupled equations is solved.  

   

� w �ci !
�t


 Si � 6 w � Di,Diff �6ci 
 w � Di,Mig �
zi � F
R �T

�ci �6V � k �ci �qw

�

��
�

��  (1) 

where w is the water content, c the concentration, DDiff and DMig the diffusion and migration 
transport coefficient, respectively, z the charge, R the gas constant, T the temperature, V the 
electrical potential, F the Faraday constant, k a retardation factor for the convective transport of 
the species, qw the flux velocity of the solution and i the species index. Thus, the time-
dependent change of the species molar mass is caused by the transport as well as by the 
sink/sources Si due to chemical reactions and/or phase changes.  

Three driving forces are considered for the transport of the species (right side of eq. 1). The first 
term gives the diffusive transport and includes the influence of the activity coefficient on the 
transport. The activity coefficients are calculated by means of either the theory of Pitzer or the 
modified model of Davies. The second term describes the migration. Thereby, charged sub-
stances (or, ions) are transported in order to provide for an electrical neutrality of the solution at 
each position. The transport potential „the electric field“ is defined by means of a Poisson equa-
tion, which is coupled with the mass balance and must be solved iteratively. The last term gives 
the advective transport term of each movable substance. Thus, the ions are carried by the liquid 
water flow. The water flow is obtained by solving the mass balance of water in the porous mate-
rial. Here, the dissolved ions affect the density and the viscosity of the pore solution and with it, 
the moisture transport. A detailed description of the implemented Nernst-Plank model in AStra, 
as well as of the experimental investigation of the diffusive transport involved in the corrosion of 
cement-based materials can be found elsewhere [20][21]. 

Indeed, the equilibrium concentration of some species may be reached only after a long time 
and therefore a kinetics model is required. The sinks/sources Si. i.e. the transformation rates of 
the involved species, are calculated with an enhanced version of CeSa, implemented in ASTra 
[11].  

The following example shows the corrosion of a hardened cement paste specimen with the 
W/C-value of 0.6 that was exposed to nitric acid for 2000 hours. The pH-value was kept con-
stant at 1.5 and the temperature was averaged at 25°C. After 10, 100 and 1000 hours the bath 
conditions were renewed.  

The measured element distribution (given as mass fraction) after 2000 hours is shown in the left 
diagram of figure 6. The measured corrosion depth is c. 7 mm. On the surface in contact with 
the acid, the material consists mainly of SiO2 and of Fe2O3, while all other elements are nearly 
leached by the acid attack as the abrupt increase of the CaO-concentration indicates. In the 
corroded zone, the mass fraction of SiO2 decreases with increasing depth, while the mass of 
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fraction of Fe2O3 increases. The right diagram in figure 6 shows the results of the simulation 
performed with AStra. Although there are still discrepancies between simulation and experi-
ment, the tendency of the computed and measured distributions of the oxide concentration is 
similar and even the abrupt increase of the CaO-concentration is obtained by simulation. The 
calculated corrosion depth is c. 9 mm.   

 

  
Figure 6: Time-dependent course of the weight loss of a hardened cement paste specimen 

during a nitric acid attack.  
 
At the end of the experiment the predicted weight loss has increased up to 34%, while the 
measured value reaches c. 29%. Indeed, this result is good considering the complexity of the 
chemical reactions. Further experiments and simulations are discussed in [20][21]. 
 

3.2  Simulation of salt crystallization in capillary porous materials 
According to Espinosa et al. [15], the rate of deliquescence, hydration/dehydration, dissolution 
and crystallization in capillary porous materials is given by: 

  Si � Ki Ui �1 !gi  for Ui 5 Ui,start  (2) 

where Ki and gi are kinetic parameters for each phase change and salt, also dependent on the 
porous material and Ui,start, is the required thermodynamic supersaturation for nucleation to start. 
Thus, eq. (2) describes the rate of transformation considering that the difference of chemical 
potential between the start and the end phase, the supersaturation ratio, is the driving force for 
each phase change. The supersaturation is calculated in ASTra according to [7]. 

The crystallization pressure 	p in capillary porous materials is calculated according to 
[17][22][23]:  

 �p �
R �T
Vm

� ln U a  (3) 
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where Vm is the molar volume of the precipitated salt. The simplest method to convert the mi-
croscopic crystallization pressure into an average stress in each representative elementary vol-
ume (REV) ��REV is to use the partial volume of salt crystals �S ,REV in that REV:  

 ��REV � �p ��S ,REV  (4) 

Experiments carried out at the University of Munich [24] were provided for the validation of 
these models with ASTra. Sander sandstone samples (height=140 mm, edge=1.5 mm) were 
exposed controlled temperature and relative humidity in a climatic chamber. The relative humid-
ity oscillated between 20 and 100 % and the temperature remained approximately constant at 
28 °C. The conditions of six dry-wet-sequences are depicted in figure 7. The goal was to com-
pare the hygric and mechanical behavior of salt-free and with sodium sulphate contaminated 
samples (1.3 weight per cent, i.e. 1.3 wt%).  
 

 
Figure 7: Measured relative humidity and temperature in the climatic chamber during six wet-

ting-dry-cycles.  
 
The time-dependent dilatation of the samples was recorded automatically, while the weight 
change of the samples was measured by means of an accompanying experiment exposed to 
the same climatic conditions. 

Figure 8 shows the measured total water content (squares) in a sample with 1.3 wt% sodium 
sulfate, during various successive dry-wet-sequences, while the curve gives the moisture con-
tent in the sample computed with ASTra. Indeed, the presence of salts in the porous materials 
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affects significantly the water content, mainly due to the hygroscopic properties of the salt and 
to the precipitation of hydrates, but also through hydration and dehydration processes. Thus, 
the agreement between experiment and simulation is satisfactory. 
 

Figure 8:  Measured and calculated water content with ASTra in a sample of sandstone with  
1.3 wt% sodium sulphate.  

 
The evolution of the total amount of mirabilite (line) and thenardite (dotted line) in the stone dur-
ing one wet-dry-sequence is depicted in figure 9. Firstly the humidity drops from 100 to 20 % 
leading to the drying of the sample. This induces a supersaturation of the solution with respect 
to mirabilite that is the stable salt at 28 °C. When the start-supersaturation for crystallization is 
reached (about 1.8 [-]), mirabilite crystallizes and the confined mirabilite in the pores is likely to 
exert a pressure on the pore wall. If drying continues, mirabilite dehydrate and as a conse-
quence, thenardite starts to appear slowly in the pores. The dehydration of mirabilite does not 
lead to a mechanical stress but it induces a relaxation of the system. 

During the following wetting period, the water content increases, and consequently thenardite 
dissolves in the unsaturated solution. Then, the solution becomes supersaturated with respect 
to mirabilite, which precipitates as the required start-supersaturation is reached. A mechanical 
stress may also result from it.  
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Figure 9:  Average mass of mirabilite and thenardite in the sandstone sample during one wet-
ting-cycle period predicted with ASTra.  

 
During the following wetting period, the water content in the sample increases and the solution 
becomes unsaturated. Thus, mirabilite dissolves according to the corresponding kinetics. And 
simultaneously the deliquescence of mirabilite and with it an additional water uptake take place. 
Interestingly, both salts are present in the material at the same time and even in the same REV 
according to this kinetics model.   

The computed mechanical stress 	�REV induced by the crystallization pressure of the confined 
mirabilite crystals is depicted in figure 10. Each curve gives the computed time-dependent 
course of the stress in an elementary volume along the vertical axis. Indeed, the simulation 
clearly shows the more significant stress during the periods, in which mirabilite crystallizes and 
a relaxation of the system during the dehydration of mirabilite and formation of thenardite.  
The result of the simulation shows an oscillating stress with a maximal value of 0.4 MPa. The 
tensile strength of this material is larger (about 2 MPa). However, a damage caused by fatigue 
might be expected after enough wet-dry-sequences or in samples with a higher salt content.  
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Figure 10:  Predicted stresses in different REV along the vertical axis. The simulation was per-

formed with the software AStra.  
 
Figure 11 shows the measured strain of two similar samples (in blue), both with 1.3 wt% 
Na2SO4, reflecting the scattering of the measurement. The red curve gives the calculated length 
change on the surface and the green one gives the length change along the Y-axis. The com-
puted strain consists of hygric strain and deformation caused by the action of the crystallization 
pressure and assuming an elastic behavior. The maximal value of the strain is about 900 μm/m, 
but only about 15 % of the total strain is caused by the crystallization pressure. Although there 
are still differences between simulation and experiment, this example demonstrates that a cor-
rect tendency of the mechanical stress caused by the crystallization pressure can be predicted 
with AStra.  

Indeed, eq. (4) is a very rough estimation of the mechanical stress. In [25], a thermoporoelastic 
model has been deduced to describe the stress induced by crystallization and freezing consid-
ering the action of pore pressures (crystallization pressure, capillary pressure) to the porous 
material in alignment to Thermodynamics and the interaction between solution transport and 
pressure. This model has been implemented in AStra and applied to evaluate single crystalliza-
tion experiments [26][27] leading to very satisfactory results.  
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Figure 11:  Measured length change of samples of sandstone [23] and predicted deformation on 

the surface of the specimen and along the Y-axis (center of the sample). Simulation 
performed with the software AStra.   

 
4  Conclusions 
CeSa and AStra are two engineering and research tools with rich functionality regarding the 
description of chemical and physical processes involving salts and cement-based materials.  
AStra is an engineering level program designed for practical application in building engineering. 
It combines the simulation of a coupled transport of heat, moisture, air and chemical substances 
in the porous material with the calculation of changes of the material matrix and its pore struc-
ture due to chemical reactions and phase changes of the involved substances. In contrast to 
other transport programs, physic-chemical based models for sorption hysteresis, for kinetics of 
chemical reactions and phase change of salts have been implemented in AStra and therefore a 
satisfactory agreement between simulation and experiment is obtained and demonstrated in this 
paper with thee examples. In addition, mechanical stress caused by salt crystallization and frost 
and the resulting deformation of the material can be determined by means of a simplified model.  

Moreover, AStra uses several functionalities of CeSa, as the computation of supersaturation 
ratio of each solid in the pore solution, thermodynamical equilibrium and density of the pore so-
lution.  

CeSa is a research-oriented tool with application for salt related problems and cement chemis-
try. The tool can be used to calculate thermodynamic properties and chemical equilibrium of ion 
mixtures. For cementitious materials CeSa includes the functionality of determining the chemi-
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cal composition of such materials caused by partial or total hydration and the chemical equilib-
rium under the action of chemical attack. The design of the program allows extending the data-
base to user-defined problems. 

Recently, improved models for the mechanical stress caused by salt crystallization and frost 
have been developed on the bases of the thermoporoelasticity and the first simulations with 
AStra give very good results. 
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Model for the mechanical stress due to the salt  
crystallization in porous materials  

Summary 
This work deals with the experimental investigation and the mathematical modelling of crystal 
growth in porous materials and resulting mechanical stress due to the crystallization pressure.  

Crystallization of different salts was induced in two bricks by cooling down at constant rate. As it 
was described in the first part of this project, the measured temperatures describe indirectly the 
crystallization and the dissolution rates and with it the time-dependent course of the supersatu-
ration ratio of the pore solution. In addition, the sample strain was measured continuously dur-
ing crystallization. The results show that the mechanical stress due to the salt crystallization 
depends on both salt and pore structure. 

A model for the mechanical stress due to crystallization pressure was developed based on crys-
tal growth kinetics considering the influence of pores with different size (called pore classes). 
The model considers that nucleation and crystal growth take place in large and small pores si-
multaneously and calculates the distribution of salt crystals in pores of different size and the 
resulting load surface of the crystals under stress. The estimation of two model parameters (the 
number of pore classes and the amount of nuclei in the smallest pore) is necessary for the pro-
posed computation model.  

It is assumed that the mechanical stress is caused by the crystallization pressure that crystals exert 
on the pore wall when growing in a supersaturated solution. Thus, the crystallization pressure is 
calculated as a function of the solution supersaturation. It was demonstrated that the crystallization 
pressure can reach high values in a non-equilibrium state, even with a lack of small pores.   

The results show that the material strain owing to the salt crystallization can be approximately 
estimated in the selected bricks by means of this new model. An improvement of the model is 
necessary for a better prediction of the mechanical stress, e.g. at drying conditions or for the 
simulation of the re-allocation of salt crystals from pores under stress into stress-free pores.  
In this work, the required properties of the salt solution are calculated using a thermodynamic 
model according to Steiger [15], which is based on the Pitzer model.  
 
Keywords: salt crystallization, supersaturation ratio, crystal growth, crystallization pressure. 
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1 Introduction and backgrounds 
Worldwide the destruction of valuable building materials causes substantial economic damages. 
A significant part of the damage is due to the salt crystallization in the material pores. Forecast 
models, i.e. used in simulation programs are necessary to avoid or to limit the material dam-
ages.  

According to [1] [14][17] a salt crystal can exert a pressure on the pore wall due to:  

- the linear crystal growth from a supersaturated solution, 
- the hydrostatic pressure owing to the increase of the total volume consisting of solution and 

salt crystals compared to the volume of the supersaturated solution before crystallization 
occurs, 

- the hydration pressure caused by the increase of the salt volume induced by hydration. 

In practice, the pore system is partially filled with solution. Therefore, the hydrostatic pressure 
due to the volume increase after salt precipitation (max. 1% according to [16]) can be simply 
released by pushing the solution into the empty pores. In previous works  the hydration mecha-
nism was used to explain the severe material damage induced by mirabilite. However, in sev-
eral recent works the hydration of thenardite to mirabilite could not be observed (e.g. 
[1][3][9][12]). Instead of this, dissolution of thenardite followed by precipitation of mirabilite (and 
thenardite in small pores) takes place. Thereby, the linear crystal growth pressure (generally 
known as crystallization pressure) is the main reason for the damage of building materials under 
normal climatic conditions. 

Correns and Steiborn [2] derived an equation for the maximum stress as a function of the su-
persaturation of the solution. They defined the supersaturation of the solution as the quotient 
between the solute concentration in the supersaturated and in the saturated solution. This im-
plies that the influence of the ion activity coefficients and of the water activity on the supersatu-
ration are negligible, which is false from thermodynamic point of view. 

Everett [4] considered the effects of crystal size on crystallization pressure. Thermodynamics of 
salt crystals says that large crystals are more stable than small crystals since they have a 
smaller chemical potential. Based on this fact, this model assumes that crystallization must take 
place firstly in the large pores.  

According to the Everett model, when a large pore is completely filled, a salt crystal can con-
tinue growing in this pore if the neighbour pores (which are filled with the same solution) are 
small enough. In this case, the crystal growth causes a crystallization pressure, which can be 
calculated with the radii of the large and the neighbour small pores. 

Based on thermodynamics, it follows that an equilibrium pressure �p is necessary for the stabil-
ity of a crystal in a supersaturated solution [5][22][18], which also means, the solubility of a salt 
crystal under stress is higher than the one of a stress-free crystal. 
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According to Steiger [23], the crystallization pressure �p is given by: 

 

Vm =mol volume of crystal 
A =interface between crystal and solution 
V =crystal volume 
$cl=crystal-solution surface energy  

(1) 

The first term in this equation says that the crystallization pressure depends on the supersatura-
tion ratio. The influence of the crystal size (given by the second term) can be neglected if crys-
tals are larger than 0.1 μm.  

In a non-equilibrium state, eq. 1 indicates that a high mechanical stress may arise due to high 
supersaturation ratio even if there is a lack of small pores. Hereby, if a local large supersatura-
tion ratio cannot be reduced enough rapidly in the small pores by way of ion diffusion or solution 
transport, the resulting mechanical stress can become considerable and even cause a material 
damage.  
 

2 Description of experiments 
The following building materials were selected for the investigation of the mechanical stress 
induced by crystallization of salts in porous materials: 

- Brick A with a total porosity equal to 30  2 Vol.-%. The pore size distribution (measured by 
MIP) has two maxima at 10 μm and at 0.70.1 μm. Its pore surface area is equal to 0.6 
m²/g. The tortuosity of the pore structure of brick A measured by MIP is equal to 6 [-]. 

- Brick B with a total porosity equal to 33  2 Vol.-%. The pore size distribution (measured by 
MIP) has only one maximum at 0.80.1 μm. Its pore surface area is equal to 5 m²/g. The 
tortuosity of the pore structure of brick B is equal to 35 [-].  

The porosity of brick B is clearly finer than the one of brick A. 13 % of the total porosity of brick 
B consists of pores smaller than 0.1 μm, while in case of brick A only 3 % of the pores are 
smaller than 0.1 μm. The mechanical properties are given in the next table:  

 
 Elasticity moduli in 

MPa 
thermal expansion 
coefficient in [μm/m·K] 

tensile strength 
in MPa 

Brick A 6700 13.5 1.95 
Brick B 5000 6 1.01 

 
Table 1: Mechanical properties of brick A and B (average values) 
 
For the salt crystals it was assumed an elasticity moduli equal to 15000 MPa and a thermal ex-
pansion coefficient equal to 38 [μm/m·K].  

  
�p �

R �T
Vm

� lnUa � $ cl �
dA
dV
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2.1 Difference temperature and strain measurements during crystallization 
Kinetics of salt crystallization in the material pores as well as the resulting mechanical stress 
were investigated experimentally by means of a self-constructed device for measuring tempera-
ture and strain differences simultaneously.  

A sample (cube, l=3 cm) was impregnated with salt solution at a known molality m0, sealed and 
put in a container (the reaction container), which is filled with a mixture of water and glycerine. 
Glycerine is used to avoid the formation of ice at low temperatures. A similar sealed sample was 
impregnated with water (water content mw,0) and located in a reference container. Both contain-
ers were placed in a water bath whose temperature was controlled during the experiment. In-
deed, the bath is also filled with a mixture of water and glycerine.  

Firstly, the samples were cooled down from a maximal temperature to 0 °C at constant cooling 
rate (0.1 K/min to 0.01 K/min). Then, the temperature was maintained constant at 0°C for at 
least 10 hours. Afterwards the samples were warmed up to the maximal temperature at a con-
stant rate and finally the temperature was maintained constant about 10 hours. Each tempera-
ture cycle was repeated at least for two times with each sample.The maximal temperature 
depends on the used salt and on its concentration. It was varied between 40 °C and 60 °C.  

The purpose of this experiment is to cause a supersaturation of the salt solution by cooling 
down the sample and consequently the limitation of this analysis is that only salts, whose solu-
bility depends on temperature, can be evaluated.  

It must be pointed out that this evaluation method for the crystalline salt content induces a 
maximal error of 0.05 g. The maximal error is reached at constant temperature (0 °C). Hereby, 
the error involves a very pronounced variation of the supersaturation ratio (about 0.5 [-]). Thus, 
the supersaturation ratio calculated at 0 °C, when crystallization has taken place, is submitted to 
a significant error.  

Four strain gages were stuck on the sample faces with a special water-resistant adhesive in 
order to measure a two-directional strain. The sample strain is measured continuously during 
the temperature cycles and registered in a data logger. Thus, information about the mechanical 
stress is obtained continuously during the crystallization.  

Unfortunately, salt crystals often grew against the DMS during the measurements causing their 
damage. On this account, several experimental results could not be evaluated and experiments 
had often to be repeated.  
 

3 Experimental results  
The next examples show the measured strain induced by cooling down a sample impregnated 
with potassium nitrate as well as the reference strain. In [7] it was reported about the results 
obtained for other salts.  
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The reference strain is only caused by the temperature change (thermal strain). The reaction 
strain is caused additionally by the crystallization pressure. The influence of the salt crystals on 
the total thermal expansion coefficient of the sample is calculated by using the Nielsen-Larsen 
model [10]. Hereby, the resulting thermal expansion coefficient depends on porosity, salt con-
tent as well as on elasticity moduli and thermal expansion coefficients of both salt and salt-free 
porous material.  The measured strain of the reference sample (impregnated with water) gives 
the thermal expansion coefficient of the salt-free porous material.  

A sample of brick A impregnated with potassium nitrate solution (molality=6.32 mol/kg) was 
cooled down at a constant rate equal to 0.1 K/min from 50 °C to 0°C. The next diagram shows 
the time-dependent course of the crystalline salt content (right y-axis), determined by means of 
the evaluation method described in the first part of this work and [6]. The measured reaction 
and reference strains are depicted in the same diagram (left y-axis). 

Figure 1:   Time-dependent courses of the measured reaction and reference strains of brick A 
(left y-axis) and of the crystallized KNO3-amount (right y-axis) by cooling down from 
50 °C to 0 °C at a constant cooling-rate of 0.1 K/min.  

The crystallization of KNO3 in brick A begins at 34.7 °C. Therefore, the necessary supersatura-
tion ratio for the crystallization of KNO3 to start in brick A is 1.135 [-] (calculated with m=6.32 
mol/kg, �=34.7 °C). Figure 1 points that the crystallization proceeds almost simultaneously with 
the temperature decrease up to 0°C. It takes approximately 7 hours to be completed. At the end 
of the crystallization process, at (0.27 °C), the pore solution is nearly saturated.  

The corresponding course of the calculated supersaturation ratio as well as the difference be-
tween reaction and reference strain are shown in figure 2. The strain difference arises just after 
crystallization begins and can only be induced by the crystallization pressure. 
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The strain difference is visible. Its maximal value reaches 125 μm/m (related to an absolute 
strain of 700 μm/m). Thus, the mechanical stress during the crystallization of KNO3 in brick A is 
significant. At the end of the crystallization process, the residual strain difference is equal to 
about 100 μm/m, thus crystal are still exerting a pressure on the pore wall, which indicates that 
the supersaturation of the thin film between crystals an pore wall must be higher than the su-
persaturation of the pore solution.  

The mechanical stress during the crystallization of KNO3 in brick B is also significant (see figure 
3). The maximal strain difference is about 400 μm/m. The start supersaturation ratio is equal to 
1.0381. That means, the pore solution is nearly saturated, as the crystallization of KNO3 in brick 
B begins.  

Figure 2:   Measured strain difference of brick A due to the crystallization of KNO 3 in its mate-
rial pores (left y-axis) and calculated supersaturation ratio of the pore solution (right 
y-axis).  

                                                 
1 Supersaturation ratio calculated with m=7 mol/kg, �=41.91 °C 
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 Figure 3:   Measured strain difference of brick B due to the crystallization of KNO 3 in its mate-
rial pores (left y-axis) and calculated supersaturation ratio of the pore solution (right 
y-axis).  

Taking into account, that crystallization kinetics depends strongly on the supersaturation ratio 
[6], the crystallization of KNO3 in brick B proceeds firstly more slowly than in brick A because of 
the low start-supersaturation. Since a simultaneously cooling-down is taking place at the same 
time, the supersaturation becomes higher in brick B than in brick A. On this account, a major 
crystallization pressure is expected in brick B. 

A very slowly relaxation, i.e. a decrease of the strain of brick B, is observed up to 17 hours, 
which is partially caused by the decrease of the supersaturation ratio during crystallization pro-
ceeding at constant temperature of 0 ºC. Moreover, if the solution is supersaturated, the non-
stressed surface of the crystals will continue growing and consequently the supersaturation will 
decrease. Therefore, the stressed-surface of crystals is not stable any more and they dissolve 
leading to a decrease of the crystallization pressure. In addition, small crystals are not stable if 
the supersaturation decreases and they dissolve to precipitate in larger pores. Thus, a re-
distribution of crystals from small to larger pores takes place, since the system tends to reach 
equilibrium. This involves also a relaxation of the stress. If the re-distribution takes place slowly 
because of the slowly ion diffusion from pore to pore a high transient stress can be expected for 
a long time, as it seems in case of brick B. In equilibrium (after waiting enough time), the pores 
are expected to be filled with a saturated solution at 0 ºC and unstressed crystals.  
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Afterwards the sample was heated up to 60 °C and the salt crystals dissolved completely in the 
solution. The residual strain after the first temperature cycle can be neglected (16 μm/m). How-
ever, after two temperature cycles a progressive increase of the residual strain was measured. 
This points an irreparable damage of the brick B, due to the formation of cracks as caused by 
fatigue, which could be observed at the end of the experiment. 

The experiments were repeated with different samples and the results are reproducible.  
 

4 Crystal growth model  
The mechanical stress during the investigated cooling-induced crystallization in a porous mate-
rial is due to the crystallization pressure �p, which is exerted by a crystal on the pore wall when 
it is growing from a supersaturated solution. In a porous material there are numerous crystals 
that grow at the same time and exert a pressure. Thus, by means of developed approach, the 
total (macroscopic) mechanical stress of the porous material is estimated by considering a dis-
tribution of crystals in the pores and calculating the load surface and the crystallization pressure 
of each of them.  

For it, the system is discretised into small representative elementary volumes (REV). The repre-
sentative length of the REV must be larger than the maximal pore size (lREV>Rmax). The time-
dependent temperature, water content, crystalline salt content, solution concentration and su-
persaturation ratio must be known in each REV. A detailed description of the model can be 
found in [6]. 

The simplest assumption is to consider a pore model consisting of cylindrical pores. Thus, the 
real pore structure is simplified by considering a discrete number of pore sizes, called pore 
classes. Each pore class is characterised by its radius Ri (R1, R2, R3, …RN). It will be assumed 
that the porous material is isotropic and each of its pores is located along one of the three Car-
tesian directions (x,y,z).  

The pore size distribution of the material is measured by means of the mercury porosimetry. 
The number of pore classes nPk is given by the number of measured pore radius Ri. The corre-
sponding volume of each pore class VP(i) is given by the measured pore size distribution and 
with it, the length and the amount of pores NP(i) of each pore class.  

If the solution is supersaturated, nuclei form in the solution. From the overall excess free energy 
of solution and crystal results a minimal nucleus size (called critical size rcr). Nuclei, which are 
smaller are unstable and dissolve. Larger nuclei are stable and go on growing up. In order to 
simplify the mathematical model, we choose a spherical geometry for the crystals. The maximal 
amount of nuclei Ns is obtained assuming an initial radius equal to the critical radius rcr.  

The nucleation in the porous material is heterogeneous, since the pore wall can be regarded as 
a contaminant or foreign body in the solution. Therefore, a uniform distribution of nucleation 
sites on the pore surface is assumed. On this account, the number of nuclei in each pore class 
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is proportional to the pore surface of the considered pore class and the nuclei are allocated uni-
formly in each pore class.  

The increase of salt content �ms which is given by the measured or computed crystallization 
rate [6] is distributed between the existent nuclei or salt crystals proportional to their crystal sur-
face. A spherical growth will be considered before either a contact between nuclei or between 
nuclei and pore wall takes place. In this case, the increase of salt content is distributed uni-
formly between all crystals: (�ms/Ns) and the new crystal radius can be calculated from a mass 
balance.  

Considering this model for the crystal growth, nucleation and crystal growth take place equally 
in pores of different size. However, the contact between crystal and pore wall occurs firstly in 
the small pores. The pore wall avoids a radial growth and the crystals can only keep on growing 
in axial direction adjusting their geometry to the pore geometry. Simultaneously, crystals exert a 
pressure in the supersaturated solution �p that can be calculated by means of (1). 

There may be more than one crystal placed in a pore, so that each crystal can come into con-
tact with adjoining crystals and convert into a single growing crystal (cylindrical crystals with 
hemispherical ends, also called here “cigar-geometry”). Thus, the described crystal growth 
model is a rough approximation of the real mechanisms but it yields to satisfactory results, as it 
will be shown in section 5. 

The value of the contact area between crystal and pore wall is necessary for the calculation of 
the resulting mechanical stress. Evidently, the contact area A�p depends on both, crystal and 
pore geometry. Taking into account the geometry of a cigar-crystal, it follows for the contact 
length ds(i) and the loading surface A�p(i), i.e., the contact area between crystals and pore sur-
face in the pore class i:  

   
A�p i !� ds i !�2 �� � RP i !� Ns i ! mit ds i !�

�ms i !
	c

� 4
3 �� � RP

3 i !
� � RP

2 i !    (2) 

This calculation proceeds iterative, since the amount of salt �ms in each pore class cannot be 
calculated a priori if a contact between crystal and pore wall takes place. Two model parame-
ters are required: the number of pore classes and the amount of nuclei in the smallest pore 
class.  
 

From the microscopic distribution of the crystallization pressure to a macroscopic                 
mechanical stress 
By means of the previous assumptions, both the distribution of crystallization pressure and of 
loading surface are computed in each REV.  

Firstly, crystals exert a pressure on the pore walls of the smallest pore classes. Progressively, 
larger pore classes are filled with crystals, which exert a pressure on the pore wall. The highest 
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radius of pores submitted to crystallization pressure depends on the amount of salt in each pore 
class. However, some of the exerted forces compensate themselves inside the material. Thus, it 
is necessary to determine a resulting macroscopic stress from the microscopic distribution of 
crystallization pressure in the discretised porosity.  

Hereby, a uniform section force in the REV is deduced, from which the macroscopic tensile 
stress results. The goal is to obtain an adequate material section-cross. The method developed 
in [9] was used for this purpose. Thus, the macroscopic stress results from the addition of the 
crystallization pressure that acts in the pores located in a defined volume. The section width (t) 
was assumed as the diameter of the largest pore class filled with salt crystals under stress. The 
total section force or load F within t and perpendicular to the section is given by:  

  
F � t / LREV � �pk � 2 � Rk

k
� � dk � Ns k !       (3)  

where k is the index of the pore classes filled with crystals under stress located in the selected 
volume, Rk the radius of the pore class, dk the length of the load surface between crystal and 
pore and Ns(k) the number of crystals in each pore class k. The corresponding fraction of pores, 
which are located in this selected volume is obtained by considering an isotropic REV, thus mul-
tiplying by t/LREV.  

Finally, the resulting mechanical tensile stress follows:  

  
� �

F
a � b

�
F

LREV
2          (4) 

With a, b the dimensions of the REV, perpendicular to t. This assumption leads to satisfactory 
results as it will be shown in the next section.  

 

5 Simulation of the mechanical stress during the crystallization in porous mate-
rials by means of the new model 

The new model was implemented in a simulation program (in C++ programming language). The 
time-dependent courses of water content, crystalline salt content, solution concentration, sam-
ple temperature and supersaturation ratio of the pore solution are the necessary input data for 
the simulation. In [6] it was explained how to deduce them from the DTS-experiments.  

For the numerical simulation, the material samples were discretised in cubical cells (edge 
length=1+m). A uniform distribution of salt concentration, water and temperature in the sealed 
sample as well as isotropic properties were assumed. Thus, the simulation of the material strain 
during the described temperature changes can be carried out in a cell and in one of the three 
Cartesian directions.  

The time-dependent course of the material strain due to the crystallization pressure is deter-
mined from the macroscopic stress by means of the elasticity modulus. Actually, the elasticity 
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modulus may decrease because of micro cracking induced by the crystallization pressure and 
may be influenced by the crystals in the pores but these changes have been neglected as yet.  

 
Figure 4: Calculated maximal strain induced by the crystallization of KNO3 in the pores of 

bricks A and B by assuming different amounts of nuclei.  

Actually, the influence of the total amount of nuclei on the resulting mechanical stress is signifi-
cant. Figure 4 shows the maximal strain during the crystallization of KNO3 in brick A and B cal-
culated with different amounts of nuclei Ns (x-axis in logarithmic scale). The arrows in the 
diagram point the best approximation between simulation and measurement. 

KNO3 starts in both bricks at a similar supersaturation ratio (1.1 [-] in brick A and 1.03 [-]) in 
brick B). The best results were obtained by considering a larger amount of nuclei in brick B than 
in brick A. This seems to be correct, since the pore surface of brick B (5 m2/g) is larger than the 
one of brick A (0.6 m²/g), whereby a larger amount of nuclei is expected to form in the pores of 
brick B.  

The diagram clearly accentuates the necessity for a correct estimation of the amount of nuclei. 
Therefore, the goal of a future work shall be the experimental investigation of the nucleation on 
mineral surfaces. 
 



322 R.M. Espinosa; G. Deckelmann; L. Franke 

    

5.1 Crystallization of KNO3 in brick A 
The time-dependent course of the strain of brick A by cooling down the sample with simultane-
ous crystallization of KNO3 was computed. The diagram shows the results when assuming 63 
pore classes and 5 nuclei in the pore class with the smallest pore surface. That means that 155 
nuclei per mm3 solution forms at 35 °C.  

All pore classes, whose size is smaller than 3.25 μm, are subjected to the action of the crystalli-
zation pressure. Crystals placed in larger pores are stress-free.  

Figure 5: Computed and measured reaction strains of brick A induced by cooling down from 
50 to 0 ºC and by the simultaneous crystallization of KNO3 in its pores. 

 
The maximal crystallization pressure (at a maximal supersaturation ratio equal to 1.27) reaches 
10.7 MPa, according to: 

  
�p �

R �T
Vm

� ln Ua,max !� 8.314 � (11.2 
 273.15)
4.75 �10�5 � ln 1.27 !� 10.7 MPa  

However, the maximal macroscopic stress (in each direction) obtained by means of the distribu-
tion of crystals in the pore system and the contact area between crystals and pore wall is 
smaller than the tensile strength of the material, (�calc

max=0.812 MPa,  (�exp= 1.95 MPa,). This 
stress causes a visible difference between the reaction and the reference (or thermal) strain. 
The correlation between calculated and measured strain is satisfactory.  
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5.2 Crystallization of KNO3 in brick B  
Figure 6 shows the measured and computed reaction strains as well as the thermal (or refer-
ence) strain of brick B induced by cooling down and by the simultaneous crystallization of KNO3 
in its pores.  

As it was shown in figure 4, several simulations were done by changing the model parameters: 
the number of pore classes was varied between 20 and 86 and the number of nuclei in the pore 
with the smallest pore surface between 5 and 200.  

The significant influence of the total nuclei number (Ns,1 Ns,2 and Ns,3) on the resulting strain of 
brick B is shown in the next diagram.  

Figure 6: Computed and measured reaction strains of brick B induced by cooling down from 
60 to 0 ºC and by the simultaneous crystallization of KNO3 in its pores. 

There are two main reasons for the considerable decrease of the simulated mechanical stress 
by increasing the nuclei number.  

a) The larger is the nuclei number, the less increases each crystal radius. Thus, the contact 
between pore wall and crystals takes place later, i.e. at a larger amount of crystallized salt. 
On this account, the stress of the material takes place later, too. Therefore, the course of the 
reaction strain moves towards the right by increasing the nuclei number.  

b) The larger is the nuclei amount, the nearer are the nuclei in a pore, whereby the collision 
between crystals is more likely to take place. If two or more spherical crystals grow together, 
a cigar-crystal forms. Considering a surface-forced crystal growth as explained in section 4, 
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the increase of the radius of the cigar-crystal (r1+�r2) is smaller than the increase of the ra-
dius of each spherical crystal (r1+�r3), if the length of the cigar-crystal (ds) is assumed to re-
main constant as in case of a radial crystal growth.  

Therefore, three spheres growing far away from each other will contact with the pore wall much 
faster. Then, they will turn into cylinder-crystals, the contact area will increase progressively and 
the stress of the material will take place. Eventually, they will grow together and form an only 
cylindrical-crystal, too.  

The higher supersaturation ratio during the crystallization of KNO3 in brick B involves a higher 
maximal crystallization pressure than in brick A, as the following equation shows:  

  
�p �

R �T
Vm

� ln Ua,max !� 8.314 � (2.91
 273.15)
4.75 �10�5 � ln 1.75 !� 24.44 MPa  

On the other hand, the effect of the curvature of small crystals on the crystallization pressure is 
considerable in brick B due to the large amount of small pores (<0.1μm). On the contrary, this 
effect can be neglected in brick A.  

According to eq. 1 the crystallization pressure in small pores (0.010 μm) re-
sults:   �p � 24.44 � 0.1 / 0.010 � 14.44 MPa , while in pores with a radius equal or lager than 0.133 μm, 

the effect of the curvature of the crystals on the crystallization pressure is negligi-
ble:   �p � 24.44 � 0.1 / 0.133 � 24.44 � 0.75 � 23.69 MPa .  

Thus, by taking a nuclei amount Ns,1=10602 per mm³ solution, the macroscopic stress in each 
direction reaches a maximal value of 1.94 MPa. That computed stress is similar to the tensile 
strength of brick B. In comparison, if the nuclei number is assumed to be Ns,3=223 per mm³ so-
lution 3, the maximal macroscopic stress is about 3.4 MPa, i.e., much larger than the tensile 
strength (=1.10 MPa), which means that a damage of the material might be expected.  

Further, figure 6 shows a discrepancy between the computed strain and the measured strain. 
This can be explained by the existence of a high supersaturated thin film between crystals and 
pore wall in contrast to the low supersaturation of the pore solution. Due to the concentration 
gradient, an ion diffusion takes place between thin film and pore solution, whose efficiency de-
pends on the tortuosity of the porosity of each material and the solution properties (i.e. diffusion 
coefficient) as well as on the pore filling with crystals. Current investigations are focused on that 
topic.   
 
 

                                                 
2 total nuclei amount=1060 per mm3 solution for zs,min=30 and nPk=86 (formed at 42 °C) 
3 total nuclei amount=223 per mm3 solution for zs,min=10 and nPk=86 (formed at 42 °C) 
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6 Conclusions 
The mechanical stress during the crystallization of different salts in the pores of two bricks with 
different porosity was analysed by means of strain measurements. The crystallization was in-
duced by cooling-down a sample, which was impregnated with salt solution. The hydrostatic 
pressure due to the volume increase after salt precipitation (max. 1% according to [20]) can be 
simply released by pushing the solution into the empty pores. Thus, the resulting strain differ-
ence is only due to the crystallization pressure.  

It was shown that tendencies of the mechanical stress induced by the crystallization (induced by 
a temperature change) can be estimated by means of this new model and simulation modul.  

The experimental results indicate that the stress due to crystallization depends on both, salt and 
pore structure. Thus, a higher start-supersaturation is necessary for the crystallization of mir-
abilite than for the crystallization of potassium nitrate, as shown in [7]. When comparing the po-
rosity of the selected bricks, it is found that the porosity of brick B is clearly finer than the one of 
brick: one third of the pore volume of brick B consists of pores smaller than 0.1 μm, while so 
small pores are not present in brick A. Assuming that crystals grow uniformly in small and large 
pores, crystals will exert a pressure on the pore wall firstly in the smallest pores. Thus, if the 
pores are larger, the load surface is expected to be smaller and with it the resulting stress. This 
explains the higher stress of brick B compared to brick A. 

Furthermore, the results calculated by mean of the new crystal growth model point out the me-
chanical stress can be estimated by means of the supersaturation ratio of the pore solution, 
confirming the validity of eq. 1 in a non-equilibrium state. This stress can be high enough to 
cause damage, even in absence of small pores. It must be remarked that the load surface of the 
crystals has also to be accounted which means that the distribution of crystals in the pores has 
a significant influence on the resulting mechanical stress.  

The resulting mechanical stress depends strongly on the nuclei amount. Thus, the increase of 
the amount of crystals involves a decrease of the mechanical stress. Currently experimental 
investigations [7] by using the combination of the differential mechanical analyzer and the dif-
ferential mechanical analysis confirm this result. 

Surface-induced nucleation and crystal growth lead to good results. It is important to remark 
that in contrast to the majority of theories the nucleation and the crystal growth are assumed to 
take place uniformly in all pores classes, whose radius is larger than the critical radius (1 nm).  
An average supersaturation of the pore solution was assumed. The consequence of this as-
sumption is that the supersaturation ratio is equal overall and a re-distribution from the small 
into the large pores as well as a re-adjustment of the crystal form cannot be computed. Thus, 
the material relaxation cannot be simulated. This simplification is supposed to be the main rea-
son for the discrepancy between computed and measured strains and is the objective of a cur-
rent work. 
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Prediction of stress due to crystallization in a porous mate-
rial and calculation of the damaging salt concentration 

Summary 
It is already known that low contents of salt can cause damage within a porous material due to 
the crystal growth pressure. The force that a crystal could exert on a porous wall is given by the 
thermodynamic equilibrium between the pressure on the crystal face and the supersaturation of 
the surrounding solution. But even if these values are known it is not possible to calculate the 
stress resultant on the material. 

Therefore a model was developed to estimate the macroscopic stress in a cross section caused 
due to the microscopic crystallization pressure. Furthermore the estimation of a damaging salt 
concentration was possible. 
 
Keywords: salt crystallization, supersaturation ratio, crystal growth, crystallization pressure. 

1 Introduction 
The literature often deals with the question of how high the crystallization pressure could be and 
if this force could cause the damage of a porous material. Many authors attempted to the esti-
mate of the crystal growth pressure [2], but only a few authors tried to calculate the stress resul-
tant on the basis of the microscopic crystallization pressure of a growing crystal [6], [11]. But till 
now no satisfiable solution was found. 

Because there was no proper approach to this problem an own model was created to calculate 
the stress by the crystallization pressure. Therefore many experiments were arranged for its 
verification. In these experiments the expansion of the samples were measured during the crys-
tallization of salt within their porous bodies. Furthermore the amount of crystallized salt and the 
degree of supersaturation was determined at every point of time to get a correlation between 
the microscopic crystallization pressure and the expansion. 
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2 Measurement of expansion in the difference temperature measuring device 
The principle of the difference-temperature-measuring-device is based on the measurement of 
very little changes in temperature when a salt is crystallizing or dissolving. In these experiments 
the used samples were soaked up with saline solution which has a high solubility, depending on 
the temperature to get a high amount of crystallized salt by changing the temperature [4]. Fur-
thermore the expansion of the samples were measured to estimate the strain, with the known 
stress-strain-characteristics of the material. 

Therefore we used samples of brick material of dimension 30 x 30 x 30 mm. On the two oppo-
site faces strain gauges were applied and in the middle of the sample a hole was drilled to fix a 
temperature sensor. Afterwards the whole sample was soaked in saline solution and sealed by 
silicon. Every sample was combined with another water filled sample to determine the differ-
ence in temperature. All the samples were put into a bath, whose temperature was controlled 
exactly by a program.  

In these experiments the salts KNO3 and Na2SO4 were used because of its high solubilities de-
pending on the temperature. The experiments started at a temperature of 40° / 50° C and then 
the bath was cooled down slowly (0.02 / 0.01 K/min) till 0° C. 

By measuring the difference in temperature between the water and the solution containing the 
sample, with an accuracy of 0.01 K, it was possible to estimate the beginnig of crystallization by 
the released enthalpy. 

Furthermore at every point of time the amount of crystallized salt was determined by integration 
of the generated heat. Therefore the energy balance of the salt containing sample was drawn 
[4]. 

The concentrations of the saline solutions used for these experiments are given in   Table 2.1. 

  Table 2.1: Concentrations of the saline solutions in the experiments * Mirabilite 

Salt Saturation 
at T [°C] 

Concentration at 
the beginning - m1

[mol]           [%] 

Concentration at  
T=0° C - m0   

[mol]         [%] 

KNO3 40 6.32 39.0 1.31 11.7 

Na2SO4 30* 2.82 28.6 0.35 4.7 

 The second column in Tab. 2.1 gives the temperature at which the saturation of the solution is 
reached during the cooling down of the samples. This means for sodium sulfate the solubility of 
mirabilite is reached compared to the thenardite which is still undersaturated. 
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For all experiments the samples were first put in to the gadget and the temperature was held for 
long as constant at 40 °C (Na2SO4) / 50 °C (KCl), as there was no difference measured be-
tween all samples. Then the bath was cooled down with a velocity of 0.1 / 0.02 K/min. Reaching 
the minimum of 0° C the temperature was held untill no more change of expansion was meas-
ured. After this the bath was heated up to the initial value of 40° / 50° C. This was repeated 
several times depending to the expansion behavior of the samples and a possible damage. 
 

2.1  Results of the experiments with the difference temperature measuring device 
The measured values of brick-4 with saline solution of KNO3 during the first cooling down pe-
riod shows that there is a rising difference in temperature between the water and the solution 
containing sample after starting the cooling down process (section 1 in Fig.2.1). Because the 
solution is still undersaturated only a local crystallization in special areas of the pore volume is 
possible. 
 

0,1

0,2

0,3

0,4

0,5

0,6

0 4 8 12 16 20

time [h]

D
iff

er
en

ce
 in

 T
em

pe
ra

tu
re

 
[K

]

-220

-140

-60

20

100

180

Ex
pa

ns
io

n 
[m

m
/m

]

Difference in temperature saturation of the solution

Temp. of the bath Expansion of solution containing sample

Expansion of water containing sample

  
Figure 2.1: Measured values, brick-4 with solution of KNO3 

Primarily the second rise of the difference in temperature (section 2 in Fig. 2.1) shows the prin-
cipal crystallization because the solution has been supersaturated before. 

This is also the time were a difference between the thermal expansion due to the cooling and 
the expansion as a result of the crystallized salt could be measured. When the temperature 
reaches the minimum value of 0° C this difference in expansion gets maximum with a value of 
about 335 �10-6. This is more then the ultimate strain of tension of this material and so that a 
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damage is likely to be caused. After a time of 72 hours there could be noted a constant expan-
sion which argued for an irreversible deformation and caused a damage of the sample. 

When the experiment was stopped and the sample was removed several cracks of the brick 
material were visible, which clearly proved that an actual damage had occurred. 

Fig. 2.2 shows the results of the same experiment. In this case the amount of crystallized salt 
which was calculated by the difference in temperature as well as the degree of supersaturation 
is demonstrated. This indicates that immediatly after the beginning of the crystallization, an ex-
pansion could be measured due to the accumulated salt within the pores. 
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Figure 2.2:  Evaluated values, brick-4 with solution of KNO3 

The calculated degree of supersaturation of this experiment was low. At the beginning of the 
crystallization is was about 1,05 and then rised up to 1,25. By taking this maximum value we 
could estimate a crystal growth pressure of 11 N/mm² [4]. 

Fig.2. shows the measured values of brick-4 with saline solution of Na2SO4 which had a cooling 
rate of 0.02 K/min. It can be seen that the maximum degree of supersaturation with a value of 
about 10, is much higher than in the case of KNO3. At the point of time when the crystallization 
occurred, a great part of the salt crystallized immediately, which lead to a sudden load. After a 
maximum expansion of 200 +m/m this value fell to 125 +m/m when the temperature reached 0° 
C. A further relaxation did not take place, due to which a damage of the sample was assumed. 

After another three loops of changing the temperature the lasting expansion was rising from 
step to step which was a certain sign for damaging the sample. 
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Figure 2.3:  Measured values, brick-4 with solution of Na2SO4 

Taking the maximum degree of supersaturation of about 10, we can calculate a thermodynamic 
crystal growth pressure of 25 N/mm². 

The following table resumes the results of these experiments. 
 
Table 2.2: results of the experiments with solution of KNO3 

Material Filling  
degree with 

solution 
[vol.-%] 

Supersaturation Ua 

 
at the point   maximum 
of nucleation      value 

Maximum 
expansion 

[+m/m] 

Maximum 
Filling degree 
with crystals 

[vol.-%] 

Brick-1 84 1.15 1.20 37 18 

Brick -2 95 1.20 1.31 16 16 

Brick -4 88 1.05 1.25 335 16 

MWS-1 75 1.27 1.28 - 14 

Table 2.3: results of the experiments with solution of Na2SO4 

Material Filling  
degree with 

solution 
[vol.-%] 

Supersaturation Ua 

 
at the point   maximum 
of nucleation      value 

Maximum 
expansion 

[+m/m] 

Maximum  
Filling degree 
with crystals 

[vol.-%] 

Brick -2 90 4,16 8,67 90 45 

Brick -4 97 8,84 10,30 202 49 

MWS-2 90 (no crystallization!) - (45) 
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In the experiment with the synthetic material and a saline solution of Na2SO4 (Tab.2.3), no crys-
tallization was determined by a measurable difference in temperature. On the other hand it is 
unlikely that no crystallization had occurred even with a very high degree of supersaturation 
about more than 18 at a temperature of 0° C. But with regard to the experimental datas no other 
conclusion could be given. 
 

2.2 Analysis of the experimental datas and results 
First of all these experiments demonstrated that already little amounts of crystals caused a 
measurable load. Especially in the case of the brick-4 it could be seen that immediately after 
KNO3 began to crystallize an expansion of the sample was detectable. The other samples indi-
cated a similar behaviour.  

Hence, the expansion at the beginning of the crystallization has to be lead back on the crystal-
lizing salt within the little pores, because in the greater pores a higher content of salt would be 
necessary to cause a load. As a result of this, the sample-4 showed an expansion caused by a 
very little volume of salt, because this material contains the finest pores. 

It also makes clear, why a high amount of crystals did not create a load within the synthetic ma-
terial. These materials only contain a very close pore size distribution which could be seen as a 
pore volume with pores of a constant radius. In this case, if salt crystallizes uniformly within the 
pores, they will reach the pore walls at the same point of time. This situation represents a high 
filling degree with crystals, which could not be reached in the experiments. 

Concerning the different results between the salts KCl and Na2SO4 the experiments showed 
that a higher amount of salt and a higher crystal growth pressure are not an inevitable lead to a 
higher load. 

In addition to the load due to the crystallization, these experiments demonstrated the different 
behavior of the dissolution of the salt when the pressed cyrstall faces became undersaturated 
due to a reduction of supersaturation during the crystallization. 

All samples showed a maximum expansion at a temperature of 0° C although at that point of 
time there was no supersaturation and, thus the crystal growth pressure reached 0 N/mm². This 
can be explained by the lower kinetic of dissolution compared to the kinetic of crystallization. 
Also the parameter of the transport of the ions in the thin layer of solution between the crystal 
face and the pore wall is responsible that a sudden dissolution could not occur. 

Dissolution of the pressed crystal face can only occur, if ions dissociate into the solution film 
between crystal and pore wall. The temporary increase of the activity has to be reduced by the 
transport of the ions. If this transport is hindered or prevented the effective load can be main-
tained over a period of time. 

In the case of the experiments with Na2SO4 it is possible that, the high filling degree of the pores 
could have hindered this transport of the ions. Another point could be the absence of solution 
after the cysrallization which also could inhibit the compensation of different concentrations.  
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Comparing the different behavios of the salts KNO3 and Na2SO4 it is noticeable that the degrees 
of supersaturation differ greatly. In the case of KNO3 supersaturations between 1.2 and 1.3 
were measured, whereas Na2SO4 shows values betwenn 8 and 10. These high degree of su-
persaturation originates from the different solubilities of thenardite and mirabilite. Because of the 
higher solubility of thenardite, it is posible to create a thermodynamic metastable solution which 
means a high degree of supersaturation in regard to mirabilite. 

A dependance between the maximum reachable supersaturation and the material of the sample 
could not be determined because of the variation of the experimental datas. 
 

3 Simulation of the stress due to salt action and estimation of a damaging salt 
concentration 

3.1 Model for calculating the stress resultant 
To calculate the load due to the crystallization within a porous material, firstly it is necessary to 
describe its porosity. In this case we reduce the continous pore size distribution got by mercury 
intrusion to pore classes each with a constant pore radius. The procedure is described in chap-
ter 3.2. 

An assumption had to be made to estimate the number and distribution of the seed crystals in 
the pore system. The numer of seed is described in chapter 3.3. Based on the fact that a het-
erogeneous nucleation is possible, the seed were distributed proportional to the inner superface 
of the pores. 

In the case that several crystals reach the pore walls and exert a load, a stress resultant should 
be calculated referring to the cross section of the material containing the pores, because nor-
mally the strength of the pure material without the pores is unknown. 

We made the assumption that crystallization takes place in all classes of pores. These crystals 
grow uniformly up to that point of time when some crystals (in the smaller pores) first reach the 
pore walls and exert a load on the material. 

The example shows a porous material with three different classes of pores which are all paral-
lel. At a view point of time there are crystals in all of these pores but only the salt in the smallest 
and the medial pores exert a pressure on the material, because the crystals in the largest pore 
do not reach the walls. 

Now it should be carried out on an applicable section to get the stress resultant as a sum of the 
crstystall pressure in the cut. 

Therefore it is necessary to find the controlling section. However an arbitrary direct cut (Fig. 
3.1a) leads to an underestimation of the stress, because the real cut crosses the areas of the 
highest loads and minimum resistance (Fig. 3.1b).  
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Figure 3.1: Design model for the calculation of the stress resultant 

As this section is not practicable for a calculation, we left the imagination of a cross section in 
favour of using a sliced volume with the width t (Fig.3.1c). The value for t is taken as the pore 
diameter of the greatest pores where the crystals produce a load on the pore walls. Because of 
this, the sliced volume width t is not constant during the crystallization. 

Inside the sliced volume, all crystals producing a load were cut in the middle to sum the crystal 
pressures which were effective in these sections. This is simplified for two crystals in two differ-
ent pores in Fig. 3.2. 
 

t
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Figure 3.2:  Calculation of the section force from the loaded pores 
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The section force which is oriented normal to the section, can be calculated with the sum of all 
cut crystals exerting a pressure:  
 

 , 2
i

kr i i i iF p n r L� � � ��  (3.1) 

pkr,i - crystal pressure in the pore class i 
ni - number of crystals in the pore class i inside 

the sliced volume with the width t 
ri - pore radius of the pore class i 
Li - length of the loaded crystal face in the class i 

 

Taking this section force, the stress resultant can be calculated as follows: 
 

 
F

a b
� �

�
   (3.2) 

a,b - length, width of the observed volume 
� - tensile stress of the material 

 
Taking this calculated tensile stress it is posible to estimate the damaging salt concentration of 
the material. Furthermore the elastic expansion can be calculated with the known module of 
elasticity. 
 

3.2 Simplification of the porosity 
The porosity of a porous material is characterized by its volume, the number and shape of the 
pores and their connectivity. For the calculation the most important datas are the size of the 
pores and their volume fraction. These datas can be taken by the use of mercury intrusion, 
which assumed a cylindrical shape of the pores. 

For the calculation we reduced the continous pore size distribution got by mecury intrusion to 
pore classes each with a constant pore radius. Thus the whole porosity is represented by the 
number of pore classes, whereas every class is defined by its median pore radius and their vol-
ume fraction. 

To do this first, the number of classes and the borders of each class had to be arranged. There-
for the limiting radius of each class was determinded by the following formula: 
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     (3.3) 

rborder,i - limiting radius between two adjacent 
            classes 
rmax/min - max./min. value got by mecury intrusion
n - number of classes 
i - class limit (0 up to n) 

By using this formula, all class limits have the same width in a lograthmic scale (Fig.3.4). 
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Figure 3.3: Definition of the characteristic pore radius of a pore class 

 
The characteristic pore radius of a spacial class was defined as the radius which is appendant 
to its median pore volume (Fig. 3.3). Thus the whole porosity is now represented by the numer 
of classes and the values ri and �Vi of every class. 

Using this proceedings, it was possible to vary the accuracy by varying the numer of classes. 
The maximum number of classes were only limited by the amount of datas got by mercury intru-
sion. 
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Figure 3.4: Porosity of the brick-2 by the use of 30 pore classes 

After the classification we had to form single pores to distribute them in the examined volume. 
Therefore firstly, the geometry of the pores was arranged by the proportion of length to diame-
ter. This value was varied between 2 up to 10 depending on the shape of the pores, estimated 
by electron microscope. This value was taken for all pores independently from their size. The 
number of single pores of each class was then calculated with the known fractal volume. 
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The spacious distribution of these single pores had to be adapted to the regarded pore system. 
In general it is unlikely to assume a uniform distribution in all directions of the space coordi-
nates. Due to the fabrication by an extrusion press, the formation of textures is possible. Like it 
could be seen in the used bricks that every material contains areas with unidirectional pores. 

For the load due to crystallization pressure within the pore system the stress in these areas of 
the material is the controlling one. Because of this we primarily assume that all cylindrical pores 
are unidirectional inside an area. That means that we get a maximum stress in a direction nor-
mal to the axes of this plane. This assumption, what signify the “worst case” was presumed for 
all brick materials because of the observation that all materials contain areas of unidirectional 
pores. 
 

3.3 Number and distribution of the crystal seeds within the pores 
Important for the calculation of a load due to salt, is the number of crystals as well as their dis-
tribution in the pore volume. 

However the nucleation rate is mostly unknown for a pure solution and varies over many orders 
of magnitude. Thus the number of seeds had to be estimated for the calculation. Because of the 
insecurity of depending on the dimension of this value, the number of crystal seeds was also 
varied over many magnitudes. This value was defined as the number of seeds per mm³ of the 
solution. In adjacent, a sensitivity analysis was arranged to estimate the influence. 

The seeds were distributed proportional to the inner surface of the pores because a heteroge-
neous nucleation was assumed [4]. Depending on the pore size distribution and the number of 
pore classes the number of seeds per single pore was defined. This value can be < 1, which 
signifies that there are empty pores. For values > 1 there is the possibility that several crystals 
within one single pore can grow together generating a single crystal. To consider this, the seeds 
were evenly distributed on the inner surface of the pore. If the growing crystals get in contact to 
each other, the formation of one single crystal was presumed. 

In the case that not the whole pore volume is filled with saline solution we have to distribute the 
amount of solution on the different pore classes. Because of the higher (negative) capillary 
pressure in the smaller pores, we assume that initially the smallest pores get filled, followed by 
a successive filling of the next pore class with the larger pores. 
 

3.4 Presumptions and simplifications for the calculation 
For the calculation of the stress resultant due to the salt growth, a given amount (volume) of 
crystals was simulated and the load was calculated assuming the model described in chapter 3. 
For this the following presumptions and simplifications were made: 

7 a kinetic of crystal growth was not considered 
7 changes in volume during the crystallization were not considered 
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7 differences of the activity in the solution were adjusted immediately, thus every pore con-
tains solution with the same activity 

7 crystal growth takes place proportional to the free surface of the crystals, to consider the 
different growth velocity between crystals with a varying size 

7 The shape of the crystals is spherical up to the point of time when the pore wall is 
reached. After that the crystal grows only at its sides by having hemispherical ends. If the 
pore gets filled completely, the crystals can grow into free adjacent pore. 

7 If there is more than one crystal within a single pore they can grow together forming one 
single crystal when they get in contact with each other. 

The algorithm of the simulation is exactly described in [7]. 
 

3.5 Comparison between the simulation and the experimental data’s 
First of all we compared the results of the simulation with the experimental data’s of the differ-
ence temperature measuring system. For that the following parameters were needed: 

7 filling degree of the pores with solution, concentration of the solution, amount of crystals 
after the crystallization 

7 number of crystal seeds 
7 processing of the crystal growth pressure during the crystallization 

The filling degree with saline solution and the amount of formatted crystals were known and 
directly adopted for the simulation. 

As the number of crystal seeds was unknown (chapter 3.3) several calculations were made by 
varying this parameter. 

Basic principle for assuming the crystal growth pressure was the processing of the variable de-
gree of supersaturation during the crystallization got by the experiments. This is described more 
exactly in the following chapter. 
 

3.5.1 Thermodynamic equilibrium pressure vs. effective pressure 
In the experiments the degree of supersaturation was determined at every point of time during 
the crystallization. By using the formula to calculate the crystal growth pressure [4] the pressure 
was known at every step of the crystallization. 

Assuming that the gradient of activity in the solution and the solution film between the crystal 
and the pore wall is adjusted immediately, the pressure had to be reduced completely after the 
crystallization had taken place, because there does not exist a crystal growth pressure at a su-
persaturation of 1,0. Because of this all reversible expansions also had to be reduced to the 
point of origin. The experiments showed that this relaxation did not take place, or only took 
place marginally because after the crystallization always a remaining expansion was visible 
(Fig. 2.4). 
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The matter is that the dissolution of the loaded crystals face did not occur immediately and 
obeys a kinetic which depends on the degree of undersaturation as well as the transport of the 
ions in the solution film between the crystal face and the pore wall. In [1] it is already described 
that dissolution of a loaded crystal face is much slower that the crystallization of a free face. 
This effect yields to the persisting load and has to be considered for the calculation. 

Due to the fact that the kinetic of the dissolution of the crystals inside the pores is unknown, we 
made the following assumptions. 

When a crystal reaches the pore wall, the exerting pressure equals the crystal growth pressure 
depending on the supersaturation at that point of time. If the degree of supersaturation rises 
subsequently, the pressure also rises because the same degree of supersaturation is assumed 
in the solution film between crystal and pore wall. 

But if the supersaturation (and with it the crystal growth pressure) falls, the effective pressure 
remains preserved because a sudden dissolution does not take place. The lower crystal pres-
sure is applied for the crystals which reach the wall at that point of time. 
 

3.5.2 Evaluation of the experiments 
On one hand we calculate the maximum stress resulting was calculated to compare this value 
with the one got by the experiment. On the other hand the time-dependent process of tensile 
stress was calculated for a comparison with the experimental data’s. As the simulation did not 
consider a kinetic of the crystallization, the process of tensile stress and the expansion respec-
tively was described against the crystallized amount of salt. 

For the calculation, all unknown parameters had to be varied in a reasonable range to compare 
the result with the experimental data’s. 

The different materials were simplified by taking 30 pore classes, of different pore shapes. From 
the images taken by SEM for the brick-1 and -2, we assumed a proportion of L/D = 2…3 
whereas for the brick-4 we took 3…5 because its pores are more slit-like. 

The number of crystal seeds was varied in a range of 104…1012 / mm³ solution. 
 

3.5.2.1 Simulation of the experiments with KNO3 
The following table shows the input parameters used for the simulation. In Fig.3.5 the results of 
the best corresponding simulation were opposed to the values measured in the experiments 
without making an optimal adaptation.  
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Table 3.1: input parameters for the simulation of the experiment with brick-4 and KNO3 

Simulation 
Number of 

pore classes
L/D Filling degree 

with solution 
Number of seeds 
[1/mm³ solution] 

1 
30 

5 
84% 108 

2 3 
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Figure 3.5: Process of expansion, Brick-4 with KNO3 

 
In the following simulation the expansion of brick-1 with saline solution of KNO3 was calculated 
to compare the results with the experimental data’s.  
 

Table 3.2: input parameters for the simulation of the experiment with brick-1 and KNO3 

Simulation 
Number of 

pore classes
L/D Filling degree 

with solution 
Number of seeds 
[1/mm³ solution] 

1 
30 

3 
95 % 109 

2 2 
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Figure 3.6: Process of expansion, Brick-1 with KNO3 

 
Different from the expansion of the other samples due to crystallization of KNO3, the measured 
values of brick-2 were significantly less. Because of the low expansion the accuracy of the 
measured values is also very less. 
 

Table 3.3: input parameters for the simulation of the experiment with brick-2 and KNO3 

Simulation
Number of 

pore classes
L/D Filling degree 

with solution 
Number of seeds 
[1/mm³ solution] 

1 
30 

2 
88 % 1010 

2 2 
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Figure 3.7: Process of expansion, Brick-2 with KNO3 
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In the case of the brick-1 the number of seeds has to be in several dimensions higher to get a 
consistent result by simulation. 

 

3.5.2.2 Simulation of the experiments with Na2SO4 
For the simulation of this experiment, only the result of one parameter set is shown. By using 
the number of seeds and varying the proportion of the pores (L/D), the calculated expansions 
diverged extremely from the measured values. 
 

Table 3.4: input parameters for the simulation of the experiment with brick-2 and Na2SO4 

Simulation 
Number of 

pore classes 
L/D Filling degree 

with solution  
Number of seeds 
[1/mm³ solution] 

1 30 3 90 % 109 
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Figure 3.8: Process of expansion, Brick-2 with Na2SO4 

 

3.5.3 Evaluation of the simulation of the experiments 
By simulating these experiments it could be shown that, it was possible to calculate the expan-
sion by using the right input parameter set. Referring to this the number of seeds was the pa-
rameter with the greatest influence. A comparison between measured and calculated values 
demonstrated that a best adaptation could be achieved using a number of seeds between 108 
up to 1010 / mm³ solution. 

If we examine the number of seeds of the different simulations with KNO3 it is obvious that in 
the case of brick-4 it had to be assumed the least, whereas in the case of the brick-2 the highest 
number of seeds had to be taken. Fig.3.9 demonstrates the correlation between the degree of 
supersaturation and the assumed number of seeds at the point of time when the nucleation 
takes place. 
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Figure 3.9: correlation between the degree of supersaturation and the assumed number of 

seeds  

It is obvious that an increasing degree of supersaturation corresponds to a higher number of 
crystal seeds, which is an available fact. This justified the number of seeds which were as-
sumed for the simulation of the experiments. 
 

3.6 Estimation of a damaging salt content 
To estimate a critical salt concentration which is damaging the material we used the model de-
scribed in chapter 3. In this case it was the aim to estimate a limiting amount of salt, below 
which no damage of the material would occur. 

Assuming that the crystallization begins in the smallest pores before they are filled completely 
with salt, the whole pore system is gradually filled up by salt up to the point, where the calcu-
lated stress resultant exceeds the tensile strength of the material. This amount of salt gives the 
critical concentration below which no damage is expected. 

Therefore we did not use simplification of the pore system by classes but instead used the con-
tinuous pore size distribution got by mercury intrusion. 

To estimate the critical amount of salt, the stress resultant was calculated at every point of time 
during the gradual filling of the pores, starting at the smallest ones. 

For the calculation of the crystal growth pressure we used the maximum degree of supersatura-
tion which was ever measured in the difference temperature measurement system. Therefore 
we also used the results of the experiments done within the scope of „Modellierung, Software-
Implementierung und Verifikation des Feuchte- und Salztransportes, der Salzkristallisation und -
schädigung in kapillar-porösen Mauerwerksstoffen“[5]. (“Modelling, Software Implementation 
and Verification of the salt transport moistening, of the salt crystallization and damage in capil-
lary porous brick-work materials”). 
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For the salt KNO3 a crystal growth pressure of 20.6 N/mm² was calculated, depending on the 
maximum degree of supersaturation of 1.5. This value for the crystal growth pressure was main-
tained constant, during the filling of the pores by crystals, assuming the worst case. 

Doing this the stress resultant can be calculated by, 

,max

,max
0

2 2
ir

i kr i i
r

r p r L�
�

� � ��     (3.4) 

pkr - crystal growth pressure [N/mm²]  
ri,max - pore radius of the greatest salt-filled pore  
Li - total length concerning to the pore with the ra-

dius ri per volume [mm/mm³] 

Fig. 3.10 shows the results of this calculation for the salt KNO3 and all the used materials. It has 
to be regarded that the assumed model is limited by the tensile strength of the material. In the 
diagram the maximum stress resultant of 5 N/mm² is demonstrated even though the tensile 
strength of the most materials is much lower. 
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Figure 3.10: load as a result of a crystallization pressure of p=20,6 N/mm² by gradual filled 
pores 

 
The critical damaging salt content could be read off by knowing the resistance of the material. 
This is demonstrated for the brick-2 which has a tensile strength of about 1.45 N/mm² which is 
reached at a filling degree of 7.5% by volume. 

The following table presents these limiting salt concentrations for the salts KNO3, KCl, Na2SO4 
and the used brick materials. 
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Table 3.5: limiting salt contents of KNO3, KCl and Na2SO4 �10H2O for the used brick materials 
 *) interfacial tension between crystal and its solution 
 **) concerning to the anhydrous phase 

salt $cl
*)     

[N/m] 
max.-
Ua [ - ] 

max.-p 
[N/mm²]

material Filling degree 
[vol.-%] 

crit. salt content 
[% by weight] 

KNO3 0.015 1.5 20.6 brick-1 7.5 2.6 

    brick -2 10.4 3.0 

    brick -3  > 40.0 > 6.5 

    brick -4 4.8 1.8 
 

KCl 0.020 1.6 30.5 brick-1 5.4 1.8 

    brick -2 7.7 2.1 

    brick -3 > 29.6 > 4.6 

    brick -4 3.3 1.2 
 

Na2SO4�10H2O 0.010 9.8 25.2 brick-1 9.0 0.8*) 

    brick -2 6.3 0.7*) 

    brick -3 > 34.5 1.8*) 

    brick -4 3.7 0.5*) 

 
The result shows that the damaging amount of salt varies greatly between the different bricks. 
By contrast the values differ little between the different kinds of salt because the assumed crys-
tal growth pressures were very similar. 

Noticeable is the fact that the limiting salt concentrations are very little and only about 1 to 2 
percent by weight in consequence to the assumption of the worst case. Thus it is likely that the 
damaging amounts of salt are higher in practice. It also has to be recognized that the calculated 
values refers to a concentration of a local part of the pores system and not to the whole pore 
volume of the material.   

All calculated values show that these were always below the damaging concentration which 
was estimated in the experiments [4] and also with a reasonable limit. Furthermore the calcu-
lated values have the same dimension like the damaging concentrations determined in practice. 
In [9] a global limiting salt content about 3% is given for easily soluble salt which also has the 
same dimension. 
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4 Conclusions concerning the processes of damage 
By the experiments it could be shown that, the load of a material due to salt depends on the 
characteristics of the porous material and the salt, and also on the settings of the crystallization. 
Precondition for every crystallization is the formation of a supersaturated solution under one of 
the following conditions: 

7 Evaporation of water 
7 Change of temperature 
7 Reaction with other ions by mixing different solutions  

During the crystallization, a growing crystal can exert a pressure while the solution is supersatu-
rated in respect to the crystal face under pressure. During further crystallization, the unloaded 
crystal faces will grow by decreasing the degree of supersaturation. Because of the fact that the 
solubility of a crystal face under pressure is lower than a free one, there does not exist an equi-
librium state between the loaded and the unloaded crystal faces which are surrounded by the 
same solution. Thus there is a point during the formation of crystals where the crystal faces un-
der pressure would dissolute in favour of the free crystal faces as long as both are in contact 
with the same solution.  

Even if the aspired equilibrium state could not be reached or is reached after a long period of 
time it is possible, that a mismatch state is relevant for the load. Because the solution within the 
pore system is the determining factor for an adjustment between the loaded and the free crystal 
faces, it had to be differentiated between the following cases:  

1.) Crystallization in a solution filled pore system  

2.) Crystallization as a result of drying or loss of resolvent  

The basic differences as a result of these different settings were described in the following 
chapters.  
  

4.1 Crystallization in a solution filled pore system 
If nucleation takes place in a supersaturated solution it is likely that crystallization occurs in 
pores of all size, whereas the pore radius has to exceed the minimum radius of the crystal seed. 
The examined brick materials generally contain pores which were lager than the minimum ra-
dius of the seed crystals appending to the determined degrees of supersaturation, thus this 
consideration could be neglected. But if the considered material contains a relevant fraction of 
pores with a radius smaller than 10 nm, like cement based materials, it is necessary to deal with 
it.  

Additional to the assumption that crystallization takes place in pores of all sizes we presumed a 
heterogeneous nucleation because of the great inner surface of the pore system and the pres-
ence of particles in the solution. 
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Assuming a steady crystal growth, the crystals will first reach the pore wall of the smallest 
pores. After that further crystal growth could only take place at the side faces because the 
shape of the crystal is limited by the pore wall at the other faces. To hinder the crystal to grow at 
these faces a pressure is necessary. The value of this pressure depends on the degree of su-
persaturation of the solution and corresponds to the crystal growth pressure acting on the pore 
wall (Fig.4.1b, c). 

A continued crystallization could also occur within the greater pores, presuming that the solution 
is still supersaturated (Fig. 4.1d). 

Because of the different solubility between the loaded and the unloaded crystal faces there 
does not exist an equilibrium state that is valid for the whole system if all crystal faces are con-
nected with the same solution. If the degree of supersaturation decreases during the crystal 
growth, firstly the pressed crystal face would dissolve when they are getting undersaturated and 
lead to a deterioration of the load. The increasing activity of the solution will be decreased by 
further growth of the free crystal faces. Finally an equilibrium state is aspired were no pressure 
is produced on the pore walls (Fig. 4.1e). 
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a) b)

c) d)

e) f)  

Figure 4.1:  crystal growth in pores of different size  

Because of the influence of the crystal size on the solubility is important in the case of very little 
crystals (< 10 nm) it has to be considered when the pores have a similar size. This would lead 
to the dissolution of the smallest crystals in favour of the larger ones (Fig. 4.1f). 
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A thermodynamic equilibrium state is reached when all crystals have the same size, because 
their chemical potentials depend on its sizes. Because of this effect the literature is referred to 
as the “preferred crystal growth in the greater pores” [12], [10]. Many citations said, that crystal 
growth only occurs in the greater pores supplied by the dissolving salt in the smaller ones, like it 
is demonstrated in Fig. 4.1f [12], [3]. 

This thermodynamic reflection which only regards the equilibrium state is not relevant for the 
load of a material due to crystallization. In the case of brick material the fraction of pores where 
this effect has to be considered is normally negligible. Furthermore, only regarding the equilib-
rium state (concerning the whole pore system) would ignore the local (temporary) stress such 
as in the smallest pores, thus the damaging potential of a salt would be underestimated. 

Regarding the case of crystallization in a porous system with different pore sizes, it is important 
to note which equilibrium- or disequilibrium-state could develop and how long it could persist. 
Therefore some assumptions have to be made, like in the case above, were an instant diffusion 
of ions, which yields an equal activity in the solution at every point of time was estimated. The 
real behaviour can vary considerably depending on the transport parameter given by the pore 
system and the amount of solution. It is possible that a disequilibrium state gets relevant and 
persists without reaching the equilibrium state because the transport of solution is hindered se-
riously. This effect was mentioned by the experiments with sodium sulphate in the difference 
temperature measuring system. 
 

4.1.1 Crystallization in a solution filled porous system in practice 
In practice there are several possibilities that crystallization can take place in a solution filled 
porous system. 

Normally the solubility of every salt depends on the temperature whereas in the most cases the 
solubility increases with an increasing temperature. Because of this dependency it is possible 
that a change in temperature could cause crystallization in practice, if a porous material is filled 
with solution. 

This was simulated by the experiments in the difference temperature measuring system. 

Another case occurs when a porous material in soaked in solution permanently and the water 
evaporates at the surface of the construction element. 

This could take place when a wall without a sealing is in contact with a humid ground. If it is 
soaked in water permanently, then crystallization could occur without drying of the material. 

In the experiment [FRA-2005] this was reached by hydrophobizing the surface of the samples, 
where the bottom was put into saline solution. Thus the whole sample was saturated with the 
solution up to the upper area which was hydrophobized. Like in the case, the crystallization 
would take place in all pores, were the solution gets supersaturated (under the hydrophobized 
zone, were the water evaporates) and firstly exerts a pressure on the pore walls of the smallest 
pores. So the same mechanism of load is obtained here. 
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But in this case it is possible that the whole pore system is filled with salt because of the contin-
ued transportation of solution. This represents the worst case, because in this case it would be 
possible that all crystals could exert a pressure on the pore walls. 

In practice this observation could be made when gypsum crystallizes within a brick material. 
Normally it takes years for a coating of gypsum to accumulate under the surface of the material. 
Because of the low sizes of the crystals, a pressure could only be exerted when a great part of 
the pore volume is filled up by salt. Because of this, a damage will occur not until the amount of 
gypsum is extremely high. This effect could also be demonstrated by experiments [4], [7]. 
 

4.2 Crystallization in a solution filled porous system by drying 
If salt crystallizes within a porous material due to drying, besides the crystallization in the differ-
ent pores, the transport of solution between them also has to be regarded. 

Krischer described in [8] a mechanism of drying of a material with a capillary porosity. He simpli-
fied a porous material with a pore size distribution, by two connected cylindrical pores with dif-
ferent radius. These two pores are initially completely filled up with water. It could be 
demonstrated that in case of drying them, the greater pore empties first because of the higher 
capillary suction of the smaller pore. The effect is also valid for a pore system with a continuous 
pore size distribution. 

This has to be considered if crystallization occurs in a porous material with different pore sizes 
in case of drying. 

Assuming that at the beginning, if the whole pore volume is filled up with saline solution it is 
likely that nucleation also takes place in the pores of all sizes (Fig. 4.2a). The water lost due to 
evaporation leads to the transport of solution from the bigger to the smaller pores (Fig. 4.2b). 
Thus the biggest pores dry up first and the crystal growth will stop in these parts of the pore 
volume. In this case the biggest pores are keeping supplies for the smaller ones. 
 

a) b) c) d)  

Figure 4.2:  crystal growth due to evaporation of water (drying) 

Because of the drying of the bigger pores the crystallized salt gets insulated and they are no 
longer in contact with the solution. Thus on the one hand the crystals which are not yet exerting 
a pressure could not exert a load during the further crystallization because their growth has 
stopped completely. On the other hand a crystal which is already exerting a pressure cannot 
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dissolve as long as it is not in contact with water or solution. Thus a load case persists up to the 
moment, when the material is moistened again (Fig. 4.2c). 

In practice we get this mechanism when a porous material is moistened (e.g. due to sprinkling) 
followed by drying at its surface. A change of the moisture content could also occur because of 
a change of the relative humidity, particularly when the pore system already contains salt which 
could take up water by vapour to form a solution. 

Due to an alternating load due to crystallization and dissolution, it is possible that a material is 
damaged by fatigue. 
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Extension and Application of the Simulation Program  
Transreac to Investigate Debonding of Gypsum Plaster  
and Concrete 

Summary 
The title of the paper describes the aim of the research project. It consists of the following parts: 
1: Necessary extension of the simulation program Transreac. 2: Debonding experiments in 
laboratory to examine if Transreac is able to simulate this type of damage. 3: Determination of 
material properties of gypsum and concrete, necessary for the simulations, for example diffu-
sion coefficients in the unsaturated state. 4: Transreac simulations considering the influence of 
carbonation, moisture conditions of the concrete at the time of plastering and the chemical 
composition of concrete and gypsum will give us a more detailed insight into the damage pro-
cress and strategies to avoid it. The research project is not finished until now. Preliminary re-
sults are presented. 
 
Keywords: debonding of gypsum plaster on concrete, dissolution of gypsum, syngenite forma-
tion, simulation, K+ diffusion coefficient of unsaturated materials, Transreac 

1 Introduction 
Debonding of gypsum plaster on concrete surfaces is a frequent type of damage. Until the first 
falling down of pieces some weeks or some years will elapse. It seems that the number of such 
damages is increasing over the last years. The damages are not restricted to certain gypsum 
producers or concrete surfaces with or without contact to the formwork and also application of a 
bond coat will not prevent such damages. The state of the art was comprised in [1]. Examina-
tions in the past showed, that the typical damage, bulging in the middle of a structural compo-
nent, must be caused by a former loss of adhesion between gypsum and concrete. Only if the 
debonding has occurred, the plaster is deteriorated due to a loss of stability by shrinkage or 
other deformations. But our knowledge about this process and the traditional rules to avoid a 
loss of adhesion, like a period of 60 days without frost between concrete placement and plaster-
ing, are insufficient.  
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In most cases it can be shown that the drying out of excess water from the concrete through the 
contact plane between concrete and gypsum must be very important for the process.  

In such cases a formation of syngenite (K2Ca(SO4)2 H2O) can be analysed at the contact sur-
face of the plaster. Syngenite can only by detected by X-ray diffraction when the surface of gyp-
sum specimens is analyzed directly without any preparation and mechanical treatment and is 
not detectable in the gypsum itself. This shows that the transport of potassium from the con-
crete pore solution to the contact plane is a precondition of syngenite formation. Syngenite is 
also not detectable if the concrete had enough time to dry out before plastering and is detached 
by another process like constraint. In same cases instead of syngenite ettringite will be de-
tected. This new formation of a solid phase may be a possible cause for the loss of adhesion. 
Another possible process causing the loss of adhesion may be the dissolution of gypsum at the 
contact with concrete. This is an interesting point, because the solubility of gypsum in a con-
crete pore solution with high pH is much higher than in water. After plastering of a non carbon-
ated concrete with high residual water content the alkaline concrete pore solution is in contact 
with the gypsum. It was not clear, which of the two processes is of more importance. 
 

2 Aims of the research project 
It is the aim of the research project described here to extend the simulation program Transreac 
in such a way, that the software can be applied to the problem of gypsum plaster detachment. 
Therefore it is necessary to treat the diffusion coefficients of solved species as functions of the 
moisture content of the material. The simulation of capillary transport of water and solved spe-
cies in unsaturated materials must be improved too. Then the simulation program should be 
used to examine if the dissolution of gypsum or the new formation of solid phases are the cause 
for the loss of adhesion, and which influence the climatic conditions and the composition of the 
gypsum and the concrete have on the process. 

The calculations are accompanied by experimental investigations. The aim of the experimental 
part of the project is to determine material properties, necessary for the simulation, and to ex-
amine if the program is able to simulate a damage of gypsum plaster on concrete at laboratory 
conditions.  

This ongoing research project started with the beginning of the third period of the priority pro-
gram 1122. It was not finished until the deadline of the paper. So only preliminary results can 
presented. 
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3 Structure of the simulation program Transreac 
Figure 1 shows the basic structure of the simulation program Transreac, complemented by ad-
ditional features that are possible in some transport or reaction models in principle. In the main, 
Transreac is a combination of a reaction model, a transport model, modules for the actualization 
of transport parameters in corroded areas and modules to simulate corrosive effects, like ex-
pansion in the case of a sulphate attack. The development of Transreac started in 1991. The 
algorithm is in practical use since 1997. Examples for the application of Transreac are shown in 
[2]. During the priority program 1122, Transreac was extended to a probabilistic model (see pa-
per of Rigo, Schmidt-Döhl and Budelmann and [3]). 
 

 

Figure 1: Basic structure of a transport-reaction model. Modules in italics are not incorporated 
in Transreac. M – input data about materials, environment and the structural mem-
ber, D –material independent input data. From [2]. 

 

4 Debonding experiments 
Debonding experiments were planned to test the simulation program Transreac with data 
measured under defined environmental conditions and material properties. For these tests 
compound samples made of concrete with a height of 11 cm and gypsum plaster with a height 
of 1 cm were used. The width of the samples was 20x20 cm (see figure 2). The concrete was 
made with cement CEM I 32,5 R, a cement content of 312 kg/m3, a water/cement ratio of 0,69 
and a maximum grain size of 8 mm. The gypsum plaster (Knauf MP75) was spray applied on 
the surface of the concrete samples after two different very short hydration times (7 and 21 
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days). In addition specimens with and without a bond coat were produced. All sample sides 
were sealed with the exception of the gypsum plaster to get one dimensional and reality like 
drying conditions. The specimens were then stored at 20° C and 65 % relative humidity and 
tested regularly for debonding by sounding and pull off strength tests.  

In addition, cylindrical compound samples with concrete and gypsum plaster with a diameter of 
5 cm were tested at the Fraunhofer Institute für Bauphysik Holzkirchen by NMR, to get informa-
tion about the moisture profiles as function of time. 

Compound specimens with a mortar and the gypsum plaster were examined with X-ray com-
puter tomography (CT), to get information with a non destructive test about structure changes in 
the contact zone between mortar and gypsum plaster. For this examination small specimens 
with 8 mm diameter and 12 cm height (1 cm gypsum, 11 cm mortar) must be used to get a high 
resolution of about 10 micrometers (1/1000 of the diameter). The compound specimens for the 
CT-investigations were made with the same cement, water/cement ratio and gypsum like the 
concrete specimens. The CT examinations were prepared by the Bundesanstalt für Materialfor-
schung und -prüfung (BAM), Berlin. 

Unfortunately the specimens do not show any debonding even at an age of two years. So these 
debonding experiments can not be used to test the simulation program up to now. We then de-
cided to store some of the specimens at 23° C and 80 % relative humidity, because it is possi-
ble, that the relative humidity of 65 % is too low to get remarkable transport rates of solved 
species by diffusion. Some of the specimens were stored further on in contact with water to get 
a capillary suction from the rear. The side with gypsum plaster is stored at 80 % relative humid-
ity. We hope we will get a debonding of the compound specimens in future. 
 

4.1 Pull off strength tests 
The compound specimens with concrete and gypsum plaster were tested for their pull off 
strength at different times. Different to DIN 18555 part 6 we used a squared test field of 50 x 50 
millimetres. This squared test fields were prepared with a diamond saw. This is more gentle for 
the bond as drilling (fig. 2, right side). 

Table 1 shows the results of these pull off strength. No remarkable change of the pull off 
strength can be observed until 24 months. 
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Table 1: Results of pull off strength tests 

Storage time Without bond coat With bond coat 
Hydration time 

before plastering 
7 days 21 days 7 days 21 days 

3 month 0.61 ± 0.15  0.59 ± 0.09 N/mm2 0.62 ± 0.06 N/mm2 0.50 ± 0.06 N/mm2 

24 month - 0.50 ± 0.08 N/mm2 0.55 ± 0.03 N/mm2  0.53 ± 0.07 N/mm2 
 - not measured 
 
 

 .  

Figure 2: Compound sample before (left) and after (right) pull off strength test  

 

4.2 X-ray computer tomography (CT) 
The aim of these experiments was to see any structural changes near the contact surface of 
plaster and concrete. In particular the solution of gypsum will result in a decrease of the density 
of the contact zone. For this part of investigation compound samples of mortar and plaster 
within a cylindrical plexiglas mould with an inner diameter of 8 millimetres were prepared. The 
height of the CT-samples and the storage conditions were like the compound specimens with 
concrete and gypsum. The samples are measured after storage for 3, 5, 14 and 24 months. 
Figures 3 and 4 show CT-pictures of one sample, taken after 5 and 24 months storage. No re-
markable density changes can be seen, in particular no mineral dissolution.  
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Figure 3: X-ray CT examinations after 5 (May 2006, top) and 24 (November 2007, below) 
months storage, top: gypsum plaster, bottom: mortar. 

 

                

Figure 4: X-ray CT examinations – detail of field marked in red in figure 3.                                  
Left: May 2006; right: November 2007. Width of the pictures: 1 mm. 

 

4.3 Moisture profiles measured by NMR 
Beside biology, chemistry and medical science Nuclear Magnetic Resonance Spectroscopy 
(NMR) is a laboratory method to measure moisture profiles with high resolution. NMR uses the 
spin of positive charged protons and their resultant magnetic moments due to the fact that the 
protons are not equally distributed. In an applied magnetic field the hydrogen nuclei behave like 
magnetic dipoles. There are two possible energy levels of the protons. They are related to the 
orientation of their magnetic moments – parallel or anti parallel to the orientation of the applied 
magnetic field, due to the effect of an alternating magnetic field with a certain frequency vertical 
to the constant field, changes between the different energy levels are induced. The absorbed 
energy of a sample depends on the number of the protons in the sample and can be used to 

Edge length 1mm May 2006 

November 2007 Edge length 1mm 
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determine the moisture content of a sample, because in building materials hydrogen protons 
occur commonly as water.  

Figure 5 shows NMR moisture loss profiles (drying from the left side) of concrete gypsum plas-
ter compound specimens with a hydration time before plastering of 7 days, with bond coat at 
different times spans after plastering. This moisture profiles will be used to test the simulation 
program. 

 
Figure 5: Time dependent moisture loss profiles of compound sample made of gypsum plas-

ter (left) and concrete (right) determined by NMR spectroscopy. The vertical dotted 
lines indicate the beginning (left) and the end (right) of compound specimen. The 
dashed line indicates the contact between gypsum plaster and concrete.  

 

5 Experimental examination of initial material data for simulations 
To investigate debonding of gypsum plaster and concrete by computer simulation with the soft-
ware Transreac some material specific initial data are needed. We determined these data for 
the concrete and the gypsum plaster used in the debonding experiments.  
These data used for Transreac simulations are: 
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7 The reactive initial phase assemblage: see tables 2 and 3 
7 The concentration of non-reactive material in the concrete (aggregates and the unhy-

drated cement): 1807 kg/m3 
7 Pore radius distribution determined by mercury intrusion porosimetry: see figures 6 and 

7. Mean value of total porosity by mercury intrusion: gypsum 436.88 mm3/g, concrete 
73.772 mm3/g. 

7 Diffusion coefficients of solved species as a function of moisture content: see chapter 5.1 
7 Bulk density of the dry material: gypsum 1119 kg/m3, concrete 2083 kg/m3 
7 Water uptake in vacuum: gypsum 53.13 vol.-%, concrete 20.97 vol.-% 
7 Water uptake without pressure: gypsum 34.08 vol.%, concrete 18.93 vol.-% 
7 Water desorption isotherms: see figure 8  
7 Air void content of concrete: 2.60 vol.-% 
7 Water vapour diffusion resistance factor (dry): gypsum 8.3, concrete 115.5 
7 Rate constants to simulate chemical kinetics of gypsum solution, syngenite formation 

and ettringite formation: not clear if necessary and not determined until now 
7 Water absorption coefficient: gypsum 5.63 kg/m2 h0.5, concrete 2.53 kg/m2 h0.5 
7 Parameters to describe capillary transport without contact of the material with free water. 

These parameters will be determined by analysis of time dependent moisture profiles in 
concrete and gypsum determined by NMR, see fig. 9. 

7 Maximum porosity in case of chemical attack: gypsum 100 vol.-%, concrete 31.55 vol.-% 

For the following material specific and material independent parameters, estimations were used 
for Transreac simulations, based on literature data: 

7 Specific heat capacity 850 J/kg K 
7 Heat conductivity as a function of moisture: gypsum 0.2 W/m K, concrete 1.4 W/m K, in-

crease of 8 % per m.-% moisture increase 
7 Solar absorptance: gypsum 0.7, concrete 0.7 
7 Heat transfer coefficient: 8 W/m2 K 
7 Moisture transfer coefficient: 2.2 � 10-8 kg/m2 s Pa 
7 Mean density of non-reactive material in the concrete (aggregates and the unhydrated 

residual of the cement): 2640 kg/m3  
7 Temperature dependence of anion diffusion (activity coefficient, reference temperature 

296.15 K): gypsum 22.8 kJ/mol, concrete 45.3 kJ/mol [4, 5] 
7 Temperature dependence of cation diffusion (activity coefficient, reference temperature 

296.15 K): gypsum 20.8 kJ/mol, concrete 56 kJ/mol [4, 5] 
7 Temperature dependence of neutral species diffusion (activity coefficient, reference 

temperature 296.15 K): gypsum 17.5 kJ/mol, concrete 17.5 J/mol [4, 5] 
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Table 2: Reactive initial phase assemblage of gypsum plaster used in Transreac simulations 

Phase Concentration in mol/m3 
Anhydrite 474.16 

Water 31854 
Calcite 429.96 

Gypsum 6939.3 
Bassanite 444.73 

 

Table 3: Reactive initial phase assemblage of concrete used in Transreac simulations 

Phase Concentration in mol/m3 

CO2 gas 92.75 
C3A 110.03 

C4AF 58.95 
C2S 148.66 
C3S 788.35 

Anhydrite 116.73 
Water 11934.21 
Na2O 4.02 
K2O 38.04 

 
 
 

 

Figure 6: Pore radius distribution of gypsum used in Transreac simulations 
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Figure 7: Pore radius distribution of concrete used in Transreac simulations  
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Figure 8: Left: water desorption isotherm of gypsum plaster. In Transreac simulations we are 
ignoring the maximum at 33 % r.h.                                                                      
Right: water desorption isotherm of concrete used in Transreac 
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Figure 9: NMR moisture profiles of concrete (left) and gypsum plaster (right) to determine cap-
illary transport parameters without contact of the material with free water. After 
hardening, the samples (diameter: 50 mm) were stored for about four months at 65 
% relative humidity and 23°C, then stored in water with one open face (left side, 
concrete 14 days, gypsum plaster 7 days). The measurement started after restorage 
at 65 % relative humidity and 23°C.  

 

5.1 Diffusion of solved species in gypsum and concrete as function of moisture 
content 

To simulate the new formation or dissolution of phases in the system gypsum plaster and con-
crete, diffusion coefficients of solved species in the unsaturated state must be known. For the 
experimental determination we decided to use non steady state isothermal diffusion experi-
ments with potassium, because potassium can be analyzed by X-ray fluorescence very well. 
Small prisms of concrete and plaster with a base area of two squared centimetres were stored 
at 23°C in 51% and 75% relative humidity as well as in water or gypsum saturated solution 
resp., until weight constancy. Adjacent they were sealed with epoxy except one squared surface 
(fig. 10). On this open area we applied a concentrated potassium hydroxide solution.  
 

 

Figure 10: Sketch of KOH application 

After application the samples were dried back to the weight they had before to reduce the influ-
ence of capillary water transport. So an area with a KOH-saturated pore solution or very high 
KOH-concentration was produced at one end of the specimens. After application and drying to 
the original weight all samples were stored back in their relative humidity they had before, and 
saturated samples were sealed completely. After time intervals of 24 h, 7 d, 14 d, 28 d, 56 d, 
120 d and 180 d the distribution of potassium concentration was analyzed by the X-Ray Analyti-

KOH - Solution Sealed concrete or 
gypsum plaster sample 
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cal Microscope Horiba XGT-7000 (μ-XRF). The measurement conditions we used were 15 kV 
excitation voltage, 1.0 mA current intensity and a capillary tube with 1.2 mm diameter. To pro-
tect the capillary tube and due to the moisture content of the samples we used a partial vacuum 
during the measurements.  

Because the samples – particularly the concrete samples – were so inhomogeneous, we did not 
determine the penetration depth of potassium by individual measurement points because it was 
not possible to discriminate definitely between very small aggregates and cement matrix. The 
CaO:SiO2 ratio did not help to eliminate satisfactorily the influence of the aggregate to the 
measurements. Therefore we took mappings of the specimens. Out of the received mappings 
we took line-scans ignoring whether there were aggregates or not – except aggregates with 
remarkable high potassium content. The high number of line scans reduced the effect of aggre-
gates to the determination of the diffusion front more than individual point measurements did. 

For estimation of the diffusion coefficient we used the profile after 24 h as origin to eliminate 
possible influence of capillary transport mechanisms. Figure 11 for example shows two concen-
tration profiles determined from a concrete sample stored in 51% (left) and 75 % (right) relative 
humidity for 24 h and 28 and 180 days after KOH application, respectively.  

The diffusion coefficient of K was determined by simulation of the experiments with Transreac 
and variation of the diffusion coefficient until optimal correspondence of the form of the profile 
with the experimental data occurs. As an example the following preliminary diffusion coefficient 
was determined for concrete at 23 ºC and 51 % r.F.: 8.6 � 10-14 m2/s. 

All other diffusion coefficients were determined by multiplying these experimental values with 
constant factors which approximately describe the different velocity of solved species in aque-

ous solutions in proportion to the K+ diffusion ([4, 5]). 
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Figure 11: K-concentration profile of a concrete sample stored at 51 % (left) and 75 % (right) 
relative humidity, 24 h, 28 d and 180 d after KOH application. 
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6 Simulation 
To simulate the transport processes and chemical reactions in a gypsum plaster concrete com-
pound we are using one dimensional models. Figure 12 depicts such a model. The point of in-
terest within this system is the contact surface between the gypsum plaster and the concrete. 
So we are using rather small elements near this surface, about 0.5 mm thick. The boundary 
conditions, for example temperature, relative humidity and heat and moisture transfer coeffi-
cients, are defined by an air element. 

At the moment we only can present preliminary results of such calculations. Figure 13 shows an 
example of such a test simulation, in this case with approximated and not moisture dependent 
diffusion coefficients. Figure 13 depicts plastering after 30 days hydration time compared to 
plastering after 60 days hydration time of the concrete, at 51 % relative humidity and 20 °C, 
respectively.  The displayed concentrations are certainly too high. But it can be seen, that the 
simulation is able to calculate a new formation of syngenite at the gypsum side of the contact 
surface, like in reality. There is also gypsum dissolving at this area, but only a small amount. 
Also it could be seen that with plastering after 60 days no syngenite is crystallised.  
 

gypsum plaster    
[15 mm]

concrete                                                                        
[74 mm]

air               
[100 mm]

 / / 

 / / 

 

Figure 12:  A compound sample made of gypsum plaster (grey) and concrete (dark grey), cre-
ated for simulation with Transreac.  
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Figure 13: Syngenite new formation at the gypsum side near the contact surface between gyp-
sum plaster and concrete at a function of time. The diffusion coefficients are ap-
proximated and not moisture dependent at the moment. So the calculated 
concentrations are certainly wrong. But the process of syngenite formation can be 
simulated. 8.6 � 10-14 m2/s diffusion coefficient for potassium cations.  

 

7 Discussion 
Unfortunately the compound specimens do not show any debonding up to now. So at the mo-
ment these experiments can not be used to test the simulation program. It seems that a relative 
humidity of 65 % is too low to get remarkable transport rates of solved species in the area of the 
contact surface between concrete and gypsum. We hope that the storage of the specimens in 
80 % r.h. and the storage of some specimens in contact with water at the rear will produce a 
damage, which can be used to test the simulation program under laboratory conditions. 

Preliminary simulations show a new formation of syngenite on the gypsum side of the contact 
surface between concrete and gypsum plaster, like in reality. There is also gypsum dissolving at 
this area, but only a small amount. 

Further results of the ongoing project based on simulations of mass-transport- und reaction 
processes in multilayered non-saturated building components and considering the influence of 
carbonation, moisture conditions of the concrete at the time of plastering and the chemical 
composition of concrete and gypsum will give us a more detailed insight into the damage pro-
gress and strategies to avoid it. 
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Multi phase and multi scale modelling of frost attack on  
cementitious materials 

Summary 
Surface physics and chemistry acting in the nano-scale affect fundamental properties of con-
crete such as strength, ductility, creep and shrinkage, fracture behaviour and here highlighted 
the durability against freeze-thaw. Recent data prove that the characteristic properties of both 
solid gel matrix and of pore water are essentially changed by surface interaction in the nano-
scale. It is crucial to handle hardened cement paste as a linked system of both components 
characterised by naming ’Solid-Liquid Gel System’ (SLGS). The model comprises the nano-
effects in a smeared microstructure. On this basis the findings of Powers, Feldman and Sereda 
or the Munich model - can be improved essentially. In this contribution the properties of the sub-
microscopic SLGS model are embedded in a macroscopic multi-phase and multi-scale model. 
At the macroscopic scale transient conditions with long relaxation times must be handled e.g. 
water-uptake and heat transport. The macroscopic aspects are processed by a thermome-
chanical model based on the Theory of porous Media (TPM) consisting of a mixture of five in-
teracting constituents. The TPM is a combination of the Theory of Mixtures and the concept of 
volume fractions. This multiscale model describes the characteristic freeze-thaw phenomena of 
cementitious materials like frost shrinkage, frost heave and artificial saturation during melting, 
been obviously two to three times greater than isothermal capillary suction. The methodology 
can be adopted to other properties. 
 
Keywords: frost shrinkage, water-uptake, modelling, Solid-Liquid Gel System, porous Media 

1 Introduction 
It is well established that frost damage in porous materials is linked to the generation of internal 
pressures induced by the progressive formation of ice and the transfer of liquid water within the 
material’s pore structure. During a freeze-thaw cycle a transient heat transport takes place with 
essential temperature gradients. This leads to transport of liquid to ice during freezing, trapping 
of water at the micro-ice-lenses and suction of external water into the concrete during heating 
as described in the micro-ice-lens model e.g. [22]. Litvan reported a convincing evidence of the 
subsequent migration of unfrozen water to the freezing sites [14]. The driving force for this ice 
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accretion phenomenon was linked to the existence of a free energy gradient between ice and 
unfrozen water. The existence of unfrozen water is due to high surface forces. If a critical de-
gree of saturation is reached by this frost suction the damage sets in rapidly. So, when model-
ling durability aspects of cementitious material it is essentially to distinguish three size scales: A 
macro-, micro- and nanoscopic scale. For distinction here the temperature changes and their 
typical time constants are used.  

The microscopic area is the easiest to handle - as a rule with typical dimensions between 0.1 

m and some millimetre. It comprises unhydrated cement and calcium hydroxide crystals. The 
capillary pores of this region are filled under normal environmental conditions with air or with 
water. Transport phenomena of both liquid - water and dissolved mater – and of gas - vapor and 
CO2 - become increasingly important with growing pore diameter. Furthermore, on one hand the 
natural laws well known for usual macroscopic physics and chemistry are dominant. On the 
other hand thermal and thermodynamic equilibrium or at least a metastable state can be as-
sumed. That means that water dries out near 100 % r.h. and during cooling below the freezing 
point ice is formed. Supercooling effects might take place, which are ended by heterogeneous 
nucleation. 

The macroscopic scale starts at least above some millimetres. Subsequently, the relaxation 
time, especially for transport phenomena become larger as well as the usual observation time 
and the transient phenomena becomes dominant. This is the main domain of the numerical 
model. However, the values found in the microscopic scale are vital. They deliver the parame-
ters for the modelling, e.g. transport coefficients for diffusion, liquid and heat transport.  

The nanoscopic gel region smaller than 0.1 
m is characterised by the calcium-silicate-hydrate 
(CSH) gel, gel pores and adsorption layers on surfaces of gel particles. Here surface physics 
and chemistry become increasingly dominant with decreasing size. The gel pores are mostly 
filled with gel-pore water which deviates in its characteristic properties from bulk water; see e.g. 
[10]; [11]; [16]; [18]. For example, it freezes definitely below bulk freezing point and its density 
calculated by Powers is with 1.15 g/cm3 higher than bulk water. Our findings, newly compiled in 
[23], do not correspond with this statement. In the Munich model [19]; [26]; [30] surface energy 
and disjoining pressure were discussed. Subsequently in at least a semi-quantitative correlation 
between the macroscopic properties and the nanoscopic surface effects was possible. 
 

2 Concept of Theory of porous media 
The basis of the averaging model is the Theory of porous Media (TPM). It is a combination of 
the concept of volume fractions in connection with the saturation condition. Furthermore, the 
kinematics, the balance equations and the entropy inequality are used in view of the derivation 
of restrictions for constitutive relations.  
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2.1 The concept of volume fraction and the saturation condition 
Using the mixture theory implies a statistically distribution of pores over the porous solid BS. By 
this restriction the mass of all constituents is distributed over the whole solid volume V so that 
all constituents occupy it simultaneously. 

s sB B

V dV dV V       ,       n 1
A A A

� � �

� � �

� � � �� � �� �  (1) 

Since all constituents A occupy all the volume available the porous medium is called saturated. 
Hence, (1)2 is the so-called saturation condition. The ’smeared’ substitute continua show the 
same properties as a mixture body. For modelling, it is essential that these partial bodies of a 
porous medium can be ’identified’ at any time during a thermodynamic process. This identifica-
tion will be done with the help of the concept of volume fractions. At each point x at any time t 
the real (physical) density 	�R(x, t) as well as a volume fraction n�(x, t) are defined. From these 
parameter the apparent (partial) density 	� = n�#	�R can be calculated. Moreover, the total mass 
M of the porous medium of actual placement of the mixture at time t will be introduced as the 
sum of the partial masses of the constituents. 

s s s

R

1 1 1 1B B B

M M dV dV dV
n

�A A A A
� � � � �

�
�� �� �� ��

	
� � 	 � 	� � � �� � �  (2) 

In (2) M� are the partial mass of the constituents and dV� are there unit partial volumes. 

 

2.2 Balance equations and entropy inequality 
In order to derive the balance equations of the mixture theory, balance equations for each con-
stituent have to be established, where interaction or supply terms, respectively, are used for the 
description of chemical and physical exchange processes between the different phases. Then, 
the sum of the balance equations of mass, momentum, moment of momentum and energy of 
the constituents results in the corresponding balance laws of the mixture, which, formally, must 
be equivalent to the conservation laws of a one-component material. With respect to the volume 
element dv, the local statements of the balance equations of mass 

 ! ˆdiv
t

�
� �

�

�	

 	 � 	

�
v  , (3) 

the balance equation of momentum and angular momentum, 

 !  !Tˆˆdiv       ,       � � � � � �
� �
 	 � � 	 � �� b a v p � �  (4) 

and the balance equation of energy, 
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 !u 1ˆˆ ˆ( u ) r div u u
t 2
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� � � � �

� � �	 
 6 � � 	 
 � � � � � � 	 
 �� �� � �
v q � D p v v v  (5) 

are determined for each individual constituent. In these equations, the interaction or supply 

terms (..ˆ..) denote the exchange between the constituents of the mixture, ��  is the partial 
Cauchy stress tensor, b is the external acceleration of the constituent, DS is the symmetric part 
of the spatial velocity gradient. Furthermore r� herein is used for the internal heat supply and q� 
for the external heat supply. In addition, “div” is the divergence. For the interaction or supply 
terms of mass, momentum and energy the following conservation relationships are applied: 

ˆ ˆˆ 0    ,        ,    e 0
A A A

� � �	 � � �� � �p o  . (6) 

In order to gain restrictions for constitutive relations like heat flux or partial stress tensors, the 
second law of thermodynamics (entropy principle) is a helpful tool. The local entropy inequality 
for the mixture with different temperatures of the constituents is defined as  

i

1 1S r div
T T

A
� � �

� �

F H� �� 	 � � �P O� �G I
� q  .  (7) 

Readers interested in the foundation of the governing equations of the TPM are referred to [32]; 
[33]; [34]. 

 

3 Conceptual model 
In view of the numerical simulation of frost suction in porous media, in this section a concept will 
be derived to handle the essential scaling problem. Therefore a ’smearing’ microscopic model 
consisting of a Solid-Liquid Gel System and a ’smearing’ macroscopic model consisting of the 
matrix, the freezable liquid and vapour phase is derived. It is assumed, that the solid skeleton 

s% , the ice i%  and the microscopic model gel%  follow the same motion. Hence, the volume dila-

tation of 9 % due to the phase change from bulk water l%  to ice is balanced by the empty pore 

volume v%  close to the ice. 

 

3.1 Microscopic scale 
The total mass of the Solid-Liquid Gel Structure enclosed in a r.e.v. |V| is 

gel

gel gel

V

V m dv� 	�   (8) 

and its variation reads 
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gel gel

gel gel
gel gel

s s s
V V

dm 1 1div( ) n da              .
dt V t V �

�	
� 
 	 
 	

�� �v v ��  (9) 

Therein the first term expresses the mass conservation at the microscopic level of the cementi-
tious matrix; while the second term refers to the mass flux at the boundary of the microstructure 

gelV� . Furthermore, for a cube of 120 
m length at least thermal or thermodynamic equilibrium 

is established under normal conditions [21]. Subsequently it is helpful to postulate that the local 
temperatures of all constituents are equal. At constant temperature, the non-freezing interlayers 
and films are in equilibrium with ice and vapour. Their existence was proved by [29]. The tem-
perature of the bulk ice governs the pressure and by this the equilibrium. Of course, the location 
of this surface must be defined with care especially for non-flat interphases. The synonym inter-
faces is here used in the manner of the Gibbs theory [7]. To this interphase excess mass and 
energy are attributed. The interaction of surface forces of two interfaces is covered by the dis-
joining pressure R##[8]; [4]. The thickness of the interfacial zone - in Gibbs theory treated as zero 
– has now to be attributed to the distance h of two surfaces. In a thermodynamic treatment the 
Gibbs free energy defines the disjoining pressure. Three different types of interaction forces 
generate the disjoining pressure: dispersive or molecular Rm which are attractive, electrostatic 
Re and structural forces Rs which are as a rule repulsive. Their absolute value decreases rapidly 
with distance h. However, the sign can be positive - repulsive - and negative - attractive. For our 
considerations it is important that on one hand the dispersive part of disjoining pressure is al-
ways negative i.e. attractive and on the other hand the dispersion forces increases by a factor of 
app. 5.6 when the medium within the pores changes from water to air. For the electrostatic in-
teraction the interphase must be a liquid. Here the surfaces are charged and an electric double 
layer is generated. If the two layers superimpose a disjoining pressure is generated. This term is 
in our case i.e. equivalent surfaces positive i.e. repulsive. Finally the structural term is if the sur-
faces are not hydrophobized always positive or repulsive. 

Otherwise, experiments have shown that the ice freezes in situ [28]. That means the motion of the 
pore water to the ice is highly dynamic. However, the response time for movement from gel to ice 
and the flow distance is rather small. Nevertheless, the pressure gradient is extremely high. The 
driving force of a phase transition is the chemical potential. At triple point the chemical potentials 
of liquid, vapour and ice are equal and the changes of the chemical potential are related to this. A 
calculation of the chemical potential following the non-constant entropy of the constituents is in 
[20]; [21]. The chemical stability criterion simply states that in equilibrium the chemical potential 
must be equal in all phases. Following this its temperature term must be balanced by its pressure 
term. In concrete and hardened cement paste several phase transitions have been observed be-
tween 273 and 210 K [27]; [2]; [13]. They can be attributed to two simultaneous effects nucleation 
or depression of freezing point by surface interaction. Heterogeneous or homogeneous nucleation 
leads to a supercooling even of bulk liquid. In nanoporous systems surface interaction both hinder 
the progress of existing ice into smaller pores (percolation) and enforces melting below bulk freez-
ing point in these pores. Progress or percolation during cooling is a metastable system while the 
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premature collapse of nano-ice during heating is the thermodynamic stable process. Both cooling 
and heating are separated by a factor of approximately two in the reduction of transition tempera-
ture, which explains the hysteresis corolated to a radius freezing point relation [17]. So the mass 
supply of the gel structure per time to ice and vice versa 

gel

gel gel
s

V

1ˆ da
V �

	 � 	 �� v n�   (10) 

is taken into account via a flux at the boundary of the micro scale driven by the chemical poten-
tial. As mentioned before, attention should be paid to the different timescales of transports. The 
ice traps pore water very fast and the ice melting and the return transport is rather slow. Due to 
the mass transport and the disjoining pressure a volume change of the Solid-Liquid Gel System 
is demand but its size is can be determine by helium pycnometry. Subsequently it is possible to 
measure the pure volume of liquids and solids exclusively all pores even in the nanoporous 
range since helium enters the pores even below 1 nm. Therefore, the combined thermal and 
hygral phenomena during frost were regarded separately. The description of the pure thermal 
process is well known. Consequently, the influence of the isolated hygral phenomenon was ob-
served by sorption experiments. Since the specimens were weighed simultaneously the pure 
density of the Solid-Liquid Gel System can be determined without any modification [24]. It is 
possible to detect the density during a desorption-adsorption cycle. Simultaneously the sorption 
isotherm is evaluated from the measured mass.  

Figure 1:  Volume change of hardened Portland cement paste specimen stored at different rel. 
humidity as function of their mass. The plot in both axis is normalised by dividing the 
mass of each individual specimen reached when dried to 33 % r.h. in the first de-
sorption branch [25]. 

Only water is evaporating during desorption and adsorbed or condensed during adsorption. The 
density of the solid (> 2.3 g/cm3) is distinctly higher than the density of bulk water – 1 g/cm3 - 
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and data following Powers 1.15 g/cm3. Our own measurements, outlined in [25], would allow a 
maximum density of pore water of 1.29 g/cm3. Therefore, the density of solid-liquid gel system 
should increase with a loss of water. Of course, inherently it is assumed that the density or vol-
ume of the solid is unchanged. However, in contrast to all data known to the author and in con-
trast to the expected behaviour the density is decreasing below a rel. humidity of 33 % even if a 
steady loss of water is still found. In figure 1 the pure volumes of the solid-liquid gel-system are 
plotted as a function of the specimens mass. Since different specimens were measured both 
volume and mass were normalized by dividing them by the respective mass reached at 
33 % r.h. in the first desorption branch. Since the mass changes are related to loss or gain of 
water the slope of the curve represents the specific volume - i.e. the inverse of the density - of 
gel pore water under the assumption that the solid volume is constant. From the graph it can be 
concluded that in the region above 33 % r.h. a nearly constant slope is found. For the first de-
sorption it is near to 1 cm³/g i.e. equivalent to bulk water. In [25] it is shown that it depends 
slightly on the type of binder. After the first desorption i.e. loss of the condensed water the situa-
tion has changed. The water uptake during adsorption is dramatically reduced. Again we can 
calculate a specific volume or density of the condensed water in the upper vapour pressure re-
gion. The densities are now significantly higher and similar to the values reported by Powers. 
 

3.2 Macroscopic scale 
On the macroscopic scale we have to model transient condition that means at this scale the 
thermodynamic processes need a larger time span to reach equilibrium. Therefore, dynamic 
effects will be neglected. Furthermore, it will be postulated that the motions of solid and ice are 
the same, i.e. the ice lenses are assumed to be trapped to the solid phase. There is no flow of 
ice through the pore structure opposed to the liquid phase. Also a mass supply from the liquid 
phase and the gel structure to the ice phase is taken into account. The balance equations of the 
microscopic model are solved for each (GAUSS) point of the macroscopic model. Mass ex-
changes with the vapour are neglected. The vapour fraction just has one function: To realize the 
distinction between a critical filled pore system [31] and a non-critical filled pore system follow-
ing observations of [1]. 
 

4 Field equations and constitutive relations 
In view of the numerical simulation of freeze-thaw characteristics of cementitious materials, in 
this section the field equations and constitutive relations for a simplified model will be derived. 
Considering the aforementioned averaging microstructure, assumptions and provided that all 
components are incompressible, the field equations are a combination of the balance equations 
of mass, 

 !
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and the balance equations of momentum for the merged solid and ice phases, the liquid and the 
vapour phase, 

 !si si si l l v
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as well as the balance equation of energy for the mixture, due to the assumption of equal local 
temperature, 
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The material time derivative of the saturation condition along the trajectory of the solid is 

si l v
si l v l v

s l v ls vs
n n nn n n n n 0           .
t t t

� � �

 6 � 
 
 6 � 
 
 6 � � 6 � � 6 � �

� � �
v v v w w  (18) 

Furthermore, in (11) - (17) the saturation condition, the relations for partial densities and the 
restrictions for the supply terms have been used. The quantities wls = vl � vs and wvs = vv � vs 
are the velocities of liquid and vapour relative to the solid matrix. As a first approximation the 
effective stress tensors of the liquid and the vapour phase are neglected. For the so-called ef-

fective stress tensor si
E� of the phases following the solid trajectory an assumption is made ana-

logue to de Boer et al. (2003). Furthermore, in these equations the abbreviations 

si s i si s i si s i       ,       n n n        ,              ,       u u u
A

�� � 
 	 � 	 
 	 � 
�q q  (19) 

have been used. In connection with the dissipation mechanism of the entropy inequality, the 
relations for the heat flux, the supply terms of momentum and the mass supply terms are de-
termined. The relation for the heat flux vector 

lsT lsq T� �� �� 6 � � w w  (20) 

is a function of the temperature gradient and of the difference velocities. Also, it can be derived 
for the supply terms of momentum of the liquid phase 
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T ls vs

l l l l l
ls vsˆ p n T

� � �
� 6 � $ 6 � $ � $

w w
p w w  (21) 

and for the supply term of momentum for the vapour phase 

T ls vs

v v v v v
ls vsˆ p n T

� � �
� 6 � $ 6 � $ � $

w w
p w w  (22) 

and for the supply terms of mass 

 !  !  !  !gel  i l  i gel  i l  i
l l gel i l l i gel gel gel i gel l iˆ ˆ    ,      

+ + + +
	 � �C + � + �C + � + 	 � �C + � + �C + � +  (23) 

The phenomenological coefficients in (20)-(23) are based on the Onsager assumption of rela-
tions between fluxes and corresponding gradients. The symmetrical coefficients characterize 
the direct effects: motions and thermal heat flux. The cross coefficients are linked by the sym-
metry restrictions of the Onsager relationships. To consider the heat of fusion at the phase tran-

sition a non-linear function for the second derivative of the Helmholtz energy functions �B  of 

the constituents are used. Furthermore, the hysteresis from freezing to melting of the pore solu-
tions is taking into account. By evaluation of the radius-freezing point relation and the radius-
melting point relation it can be shown that a hysteresis exists between the freezing point T0g and 
the melting point of the pore solution T0s [35]. Freezing is a metastable process (percolation). 
The interface of the non-wetting phase (ice), is penetrating the pore along the matrix interface. 
The melting process is a stable process. The formation of the wetting (liquid) phase results from 
the collapse of the non-wetting (ice) phase in the pore. These requirements are fulfilled by the 
function 

2
0 ,iT T2 c

s0,i
2

i

H
 e

T

C�� �
A �� �� ��� �� B

�
� �

�  . (24) 

Herein Hs0,j is the heat of fusion of the water fraction j, T0C,j = T0g,j is the freezing point of the so-
lution j and T0C,j = T0s,j is the melting point of the solution j. Freezing and melting are distin-
guished in the model by evaluating the material time derivative of the temperature to time along 
the trajectory of the solid. � is a standardization factor.  

 

5 Example 
As an application of the model frost suction due to ice formation in a capillary saturated porous 
cement specimen will be simulated by using the finite element method. The test specimen is a 
cuboid with a side length of 15 cm and a height of 7.5 cm. It is assumed that all surfaces are 
adiabatic to the environment; therefore, it is sufficient to analyze the middle surface of the cu-
boid. Furthermore, it will be postulated that a mixture of macroscopic water and vapour fills the 
capillary pores. Its degree of saturation is a function of height as predicted by physics (capillary 
rise). At the border area a degree of saturation of 70 % is adopted. The capillary rise is 0.6 cm 
in dependence on the measurements. The solid-liquid gel system is saturated with water. For 
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description of the anomalous water density a function is used. The empty pore volume close to 
the ice balances the volume dilatation of 9 % due to the phase change from water to ice. The 
phase change starts in larger pores following the radius freezing point relation and advances 
into the smaller pores with decreasing temperature. In the smaller pores the freezing point of 
water is lower due to high surface interactions of the surrounding pore walls. The heat of fusion 
is evaluated from data of the melting curve in low temperature DSC for specimens pre-stored 
under different rel. humidity [13]. An evaluation shows a dramatic reduction of the heat of fusion 
with respect to bulk water. By X-ray it has been proved that the pore ice is ice Ih the changes 
must be attributed to the changed entropy of pore water [36]. The heat of fusion and the existing 
energetic hysteresis from freezing to melting are modelled by an additional function. For the 
dynamic viscosity of the bulk water �L data measured by Poiseuille are interpolated [12]. The 
capillary permeability B0 of the hardened cement matrix [15] is also approximated. By the help 
of these equations a Darcy approximation for the viscous flow is made. The additional material 
parameters of the initial configuration are given in the table 1.  
 

Table 1: Initial configuration of the example. 

 Solid ice liquid vapour 
Lamé constant μ�#in N/m² 1.25e+10 1.25e+10   

Lamé constant ��#in N/m² 8.33e+9 8.33e+9   

Heat dilatation coefficient in T
��  in 1/K 1e-5 1e-5 3.13e-5  

Heat capacity c#�#without fusion in J/kg 800 2100 4000  

Heat conduction coefficient T�  in 

W/mK 

2.3 2.3 0.5724 1 

Real density R�	  in kg/m³ 2300 1000 900 1 

 
For the stresses of the solid and ice phase a linearized law of Hookean type will be adopted. 
For solving this frost problem the linearized weak forms of the balance equations of mass, mo-
mentum of the involved phases and energy of the mixture, and the rate of saturation condition 
are implemented in the finite element program FEAP. The elements were discretized by the 
Galerkin method. The Newmark method will be used for the time discretisation. Furthermore, 
the following boundary conditions are restricted. The bottom of the specimen will be lowered 
from the initial temperature (293 K) in 4 hours with a constant cooling rate of 10 K/h. Then it is 
kept constant for 3 h at 253 K and increased in 4 h with a constant heating rate of 10 K/h. At the 
end it is kept constant for 1 h at 293 K. As mentioned earlier, the other surfaces are adiabatic. 
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Figure 2: calculated deformation of the matrix during penetration of the frost front (larger than 
in reality). The frost dilatation is covered by frost shrinkage. 

 

6 Conclusion 
As predicted by the micro ice lens model during cooling, frost-shrinkage could be modelled. The 
mass of the gel water reduces while the quantity of macroscopic ice filled pores increases. Due 
to the pressure difference between liquid and solid phase of water the matrix contracts. During 
heating the pressure difference decreases. See figure 2. Furthermore, the moisture uptake of 
normal concrete specimens during the first freeze-thaw cycles increasing significantly. This arti-
ficial saturation process, illustrated in figure 3, only takes place during thawing. This is the only 
possible significant water transport considering vapour diffusion, viscous flow of adsorbed water 
and capillary suction. The water is sucked into the expanding gel efficiently. In the left figure the 
filter velocity wls of the external water vs. the local body temperature T is shown. The calculated 
mass uptake - the integral of additional partial volume over the control space multiplied by the 
real liquid density - is comparable to measured data [1]; [3], etc. In the second figure the filter 
velocity vs. the height of the specimen is shown. The strong increase in speed difference is 
clearly shown if liquid water in the outermost layer of the matrix is available. At that time, the 
pressure gradient result of the triple phase condition on the largest. As a consequence of the 
movement and the resulting balance of chemical potential, the flow rate decrease quickly. So 
the available external water is sucked in during the movement of the melting front. The flow rate 
decreases with increasing flow distance, equal to the specimen height.  
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Figure 3: 1) Calculated filter velocity of the moving liquid water phase versus the local tem-
perature in the range of the phase transition at different time steps (t1 to t7 with �t = 
2 min.) during the heating period. 2) Calculated filter velocity of the moving liquid 
water phase versus the height of the specimen at different time steps (t1 to t7 with �t 
= 2 min.) during the heating period. 

 
The figure (3)2 also demonstrates the width of the phase transformation zone which is widening 
during penetration of the melting front. As a result of this it has been shown that a combination 
of TPM and a micromechanical theory of surface forces is an applicative tool describing artificial 
saturation due to frost attack in cementitious material. 
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Numerical Simulation of the Frost Resistance of Masonry  

Summary 
The frost resistance of brick masonry is simulated including coupled heat and moisture trans-
port. Phenomena like supercooling and freezing point depression by pore structure and pore 
solution are taken into account as well as moisture transport processes with ice present in the 
material. The resulting stresses from crystal formation are calculated, making it possible to con-
duct a service life analysis of existing masonry as well as to predict the frost resistance of new 
micro porous materials. 

The main material properties considered in the simulation are the water absorption and the pore 
size distribution of the material since they are main parameters for the maximum water content 
and the maximum stress in material. The change of water absorption with the change of free 
pore space is also calculated, which allows the simulation of water absorption of partially frozen 
material, for instance when only the surface is warmed by radiation. 

When calculating pore solutions in masonry, both ion transport and the changes of solution 
density and heat capacity are taken into account. 

The maximum local stress is calculated based on the supersaturation of ice in the viewed pore 
size class and is homogenized to calculate the average stress in the material. 

Different results of calculations can be shown, allowing to evaluate the influence of different 
material properties on the frost resistance of inert porous media. 
 
Keywords: frost, frost resistance, masonry, brick, pore radius distribution, tension, stress, micro-
structure  

1 Introduction 
Frost damage of buildings is not only an optical problem, but may lead to severe damage of the 
material, because the surface may be changed to its disadvantage. The damaged surface may 
contain cracks and will become very uneven as the damage becomes more severe and parts of 
the surface fall off. This may result in even higher water content of the material, which in turn 
leads to more severe damage. 
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The frost resistance of masonry is normally determined by experimental survey according to 
DIN 52252 standards [1]. The methods of examination differ from Part 1 to Part 3 and show 
mostly different results. It is very difficult to extract enough brickware from existing buidlings to 
conduct these tests, so the on site analysis of existing buildings is time consuming and com-
plex. As shown in [2], the number of freeze-thaw-cycles required by DIN 52252 are too low. 
Sveda [4] also shows that even bricks with a low frost resistance can withstand a much larger 
number of freeze-thaw-cycles than DIN 52252 requires. The main problem is that these me-
thods do not allow to do a lifetime analysis of existing materials taking into account the location 
of the buidling. There were approaches to simulate freezing in building materials [3], but stress 
of the material was not calculated, and the transport coefficients used for the simulation were 
not verified. 

The aim was to be able to determine the frost resistance by numerical simulation, representing 
the heat and moisture transport and the stress in the material. It should also be possible to con-
sider the influence of naturally occurring variations in the material properties as well as the in-
fluence of the location where the material is used. 

We will show which material properties are needed to simulate the durability of masonry ex-
posed to freeze-thaw stress. 
 

2 Theoretical Background 
2.1 Transport processes 
The simulation is done based on finite volume elements. The transport processes are driven by 
gradients in concentration of water or vapour for moisture transport and by temperature gra-
dients for heat transfer. Sources or sinks of heat and moisture (e.g. melting ice) also have to be 
taken into account. 

If we consider the energy balance, we obtain: 

 !
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Where T ist the actual temperature, w is the mass of liquid water and index for water, cd is the 
vapour concentration, d the index for vapour, e the mass of ice and the index for ice, C is the 
heat capacity of the considered phase. The heat flux is represented by the gradient of enthalpy 
in liquid (l) and vapour (v) phase as well as the heat conduction � depending on the content of 
water and ice and heat sources Q resulting of phase changes between water, ice and vapour. 
If we calculate vapour and liquid water in one mass-balance, the moisture balance results in: 
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The flux of vapour can be described as: 
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with Dd as the transport coefficient for vapour flux driven by vapour pressure gradient 6pv, � the 
volumes of the considered phases, J the total pore volume and Kg(l,i) the permeability for air of 
the materiel in dependence of water and ice content. This part of the equation describes the 
convective flux induced by air pressure gradients 6psurr resulting from surrounding pressure 
differences and 6p�V resulting of volume changes resulting phases changes. 

The flux of water can be described as: 

 !�� � � 6 
 6 
 6�
l V surrl km K (l,e) p p p  (4) 

where Kl is the water permeability oft the material in dependence of water and ice content and 
6pk is the gradient of capillary pressure. 

To be able to calculate convective transport induced by change of volume, the air in the pores 
also has to be taken into account: 

 !�� � � 6 
 6g V surrK (l,i) p p
d
g

dt  (5) 

To be able to calculate the transport processes with ice present in pore system, there has to be 
a model for the dependence of transport coefficients of ice content for air, water and vapour 
(e.g.[5]). 

2.1.1 Liquid Water Flux 
To be able to describe the dependence of liquid water transport by the amount of ice in the por-
ous media, we analyzed the water uptake of different materials with increasing ice content. The 
measured dependency is shown for a chosen material in figure 1. 
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Figure 1:  Dependence of the water-uptake coefficient  fWa(e) of ice content e/(	 x B) with B the 

pore volume an e the content in kg/m³ material. 
 
The approach to calculate these dependencies while using the pore radius distribution for calcu-
lating the change of permeability, when proposing, ice fills the pores starting with the biggest 
pores is shown as dashed curve in figure 1. The approach didn't lead to satisfying results, so we 
have to use the following empiric dependency: 

 

(6) 

Where c is the coefficient, which has to be derived experimentally. 
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2.1.2 Water Vapor Flux 
The water vapor transport as well is affected by ice crystals in porous media. Standard experi-
ments (dry-cup, wet-cup) were not suitable to derive the influence, because they are done at 

above freezing point temperatures. Tries to change conditions to below freezing point tempera-
tures showed no usable results, because the ice in porous media sublimated parallel to the va-
por flux, so no influence of ice content could be calculated. 
 

This leads to an experiment, where the vapor transport was induced by temperature difference 
following [5]. The vapor transport is measured trough the amount of ice accumulated in the ma-
terial after the analyzed element (s. Fig. 2). 

The influence of ice content on the vapor diffusion could be calculated and led for a chosen ma-
terial to the experimental results shown in Figure 3. To obtain the real influence for every ma-
terial, it is necessary to measure it, to obtain the parameters. The equation shown below (7) can 
nevertheless be used for simulations with only very little error with the parameters C0=0,75, 

 
Figure 2: Assembly for measuring vapor transport in porous media containing ice. 
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Figure 3: Influence of ice content on diffusion coefficient for a chosen material 
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C�=0,35 an C1=1,0, where vapor diffusion is not the only water flux which has to be taken into 
account. 

  
 

   (7) 
 

Calculations of real constructions with real climate conditions showed only little influence on 
changes of the possible parameters, but for lab conditions, it can be usefull to know the exact 
parameters, because differences may be huge. 
 

2.2 Ice formation 
Ice formation starts in view of thermodynamic equilibrium when the temperature drops below 
the freezing point of a given solution. In addition, the temperature where first nucleation takes 
place depends on kinetic parameters such as the temperature gradient and material parameters 
like the water content. This phenomenon is called supercooling. Following Kolasa [6] freezing 
point depression and supercooling can be added for the first nucleation. 
 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 4: Freezing point depression (�Tfp) and supercooling (�TU) 

3

0

0 1

(
( )

e

e
e

e

C C
e C

�

� �

+ +
�

J

J

� �� �J � 
 �� �� �� �J� �� �� �
J �

T[°C] T[°C]

0 0

Ice formationIce formation

Freezing point depression
by increase of ion
concentration in the solution

T
U

T
U

T
fp

Temperature in a pore system 
containing pure water , when cooled down

Time Time

Temperature in a pore system 
containing salt solution , when cooled down



Numerical Simulation of the Frost Resistance of Masonry 387 

  

Supercooling can be described with empiric equations which depend on the temperature gra-
dient, the type of pore size distribution an the radius of the biggest pore filled with solution. They 
can be found in [6] . 
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Figure 5: Influence of pore geometry  on freezing point depression 

 
Freezing point depression is a result of interaction with the pore walls, the radius of the surface 
in capillaries and of the ion concentration in solution. 

Freezing point depression resulting of pore structure can be described with the empiric equa-
tions by Matala [8] (Equations 8 and 9), which take into account that the equilibrium temperature 
is controlled by the pore entry during freezing and by the maximum pore size during melting.  

Freezing: ( T 03� ) � 
 � � �
�freeze

63, 46
r 0,584 0,0052 [nm]               (8) 

Melting:  ( 5�T 0 ) � 
 � � �
�melt

33, 45
r 0,757 0,0074 [nm]                (9) 

Freezing point depression by solutes is calculated via activity calculation as shown by Steiger in 
[8]. We use a Pitzer algorithm to calculate the solutes' freezing temperature by determining at 
which temperature the activity aw of water– depending on supersaturation caused by tempera-
tures below 0°C – equals the solute. This calculation has to be done in every time step because 
we always consider equilibrium at the onset of nucleation. 
 

2.3 Internal pressure and stress 
2.3.1 Hydrostatic Pressure 
The increase of volume parallel to the the phase change from water to ice of 9% results either in 
transport of moveable phases like water and ice as shown in 2.1. or in stress to the material. 
The resulting hydraulic pressure, presuming an  enclosed volume in the moment of ice forma-
tion, can be calculated as follows: 
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� �
�� �	� �� � � �

� C J C � � �
e

compressed d w e S

1 de
1

dtd 1 dV 1
p

dt V dt ( , , ,E )
 (10) 

If there is still enough air in porous media, the air will be compressed resulting in a transport of 
moveable media and, given sufficient pressure, melting of ice until equilibrium is reached. Ma-
sonry rarely exhibits water contents of more than 90% of the pore volume, so we can assume 
that the volume change does not result in material damage. 
 

2.3.2 Crystallization Pressure 
According to Scherer [9] and Steiger [8], every crystal builds up pressure between the crystal an 
the pore walls when supersaturation is present. In porous media the freezing temperature is 
always below the freezing temperature of free water and the radius of the pore entry is usually 
different from the one of the ice crystal in the middle of the pore, so we can speak of local su-
persaturations. 

The resulting pressure can be calculated as follows: 

w
e

mol.e w,fp mol.e

aRT RT
ln ln(U )

V a V
�� � � � �  (11) 

with aw the actual activity of water depending on solutes and aw,fp the activity in equilibrium. Ue 

describes the supersaturation concerning ice. The resulting medium pressure can be described 
as: 

m cryst cryst eA ( )dt
t t
� �

� � � � �
� � �  (12) 

Assuming that ice fills biggest pores first, and with the knowledge of the pore radius distribution, 
we are able to determine the stressed pore area in every volume for each amount of ice. 
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In the material shown in Figure 3, it is obvious that for the first 30 % of pore volume filled with 
ice (approx. pores bigger than 1μm), the pore area loaded with crystallization pressure is very 
small. This result is also seen  in experimental survey, where recognizable expansion resulting 
from ice formation was seen only when the ice content exceeded  40 % of pore volume. 

All these proposals led to the calculation of am medium material pressure for assumed cylin-
drical pores as shown in equation 13, where �pore is the maximum stress calculated for a given 
period of time an rpore,press,med is the medium pore radius of pores influences by that stress, ��e  
change of ice content and �Apress the pore surface of the considered cylindrical pores. 

 
  (13) 

 
 

If a material is clearly anisotropic in pore structure, the equation has to be modified to take into 
account, that resulting pressure will differ for each direction as well. 
 

2.3.3 Experimental verification 
The calculation basics discussed before were implemented in the model for numerical simula-
tion and experiments were uses to verify them. One of them was the measurement of tension 
while samples with different water contents were set out in freeze-thaw-cyles in a climatic 
chamber. 

The result of calculated strains for a freeze-thaw-cycle from 20°C to -30°C and back to 20°C is 
shown in figure 7. 

, ,4
3

pore press med e
med pore

press

r
A
�� �

�
�

� � �
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Figure 6: Pore radius distribution and pore area distribution of a selected material 
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A significant result, which was also recognized by Kühne [13] before, is that the biggest relative 
tension, meaning the difference between ice-free and material with ice, can be seen at the be-
ginning of the melting process. This has been verified in simulation, as well as measured in ex-
periments. It results from different temperature strain of brick and ice and shows starting of 
freezing at lower temperatures due to the effect of supercooling. 
 

 
Figure 7: Calculated strain of a 4x4x16cm sample in a freeze-thaw-cycle 

 
More calculations of different climatic situations showed the good approach of the simulation 
model, so from our opinion, it is a reasonable utility to analyze material properties regarding 
frost resistance. 
 

3 Example Calculation 
3.1 Base of Calculation 
Using the relations shown in Chapter 2, we did some calculations to show the capability of the 
simulation model. We used real weather data from Hamburg in February 2006 for different 
types of construction to show that the durability of a given material may depend on surrounding 
conditions as well as on structural data. 

The geometry used corresponds to figure 4. 
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Figure 8: Brickwork constructions used for numerical simulation 

 
 

3.2 Calculation results 
Calculated ice, moisture content and temperature are shown in Figure 5 to 7. 
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Figure 9: Moisture content for the calculated peroid of time 
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Figure 10: Ice content for the calculated period 
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Figure 11: Temperature for the calculated peroid of time 

 
The calculation shows, that moisture content, ice content and of course temperature profiles 
differ for the chosen constructions. For example1 the maximum stress was found 10 mm below 
the surface, for example 2 it was 1mm below the surface. Stress is not shown here, because it 
did not reach significant values. 
 

4 Conclusion 
It was shown, that freezing in the pores of bricks can be calculated for different situations by 
numerical simulation. With the knowledge of short-time and long-time strength it is possible to 
predict service life time of existing constructions as well as of newly designed masonry. It is 
possible to extend the material models to lime stone and sand stone as well as to cement based 
materials. For cement based materials additional mechanisms like micro-ice-pump [14] have to 
be taken into account. 
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Development of a Simulation Program for the Prediction of a 
possible ASR-Damage 

Summary 
It is the aim of this research project to find a way of simulating an ASR-damage. Since this 
damage mechanism is not yet sufficiently clear, in a first step several experimental approaches 
were taken to gain base values for a simulation. Unknown factors for a simulation are the provi-
sion of the starting materials for an ASR (kinetics, amount) and the behavior of the reaction 
products. 

The following investigations were carried out: 

7 Investigations on the swelling behaviour of synthetic gels 
7 Investigations on the solubility of different silica modifications 

The first successful steps were the simulation of the solubility of silica in dependence of the pH-
value and the rock type, as well as the successful simulation of a pore solution in dependence 
of the cement type, the amount of cement and the added water. 

This was followed by the development of a user interface for the simulation program. This inter-
face enables the user to integrate partial simulations. The presently existing simulation program 
makes it possible to predict a probable ASR-damage for selected starting materials. 
 
Keywords: alkali-silica reaction, simulation, damage prediction 

1 Measuring Data from Swelling Experiments 
Figure 1 shows the experimental setup for the swelling measurements. This setup enables a 
continuous water or solution supply to the sample.  

Figure 2 shows the swelling behaviour of selected synthetic alkali-silica gels. The gels differ in 
their C/S-ratio and their amount of bounded alkalis. It can be recognised that the sample without 
calcium, i. e. a pure alkali-silicate, has no swelling capacity but it dissolves in the course of the 
measuring. With the calcium content rising, the expansion stress rises, too. 
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Figure 1: Test Arrangement 

Table 1: Sample Composition 

Nr. Na2O K2O CaO SiO2
[M%] [M%] [M%] [M%]

G1 10 35 0 55 Microsilica
G2 10 35 10 45 Microsilica
G3 10 35 20 35 Microsilica
G4 10 35 30 25 Microsilica
G5 10 35 40 15 Microsilica
G6 5 2.5 0 77.5 Microsilica
G7 5 2.5 10 67.5 Microsilica
G8 5 2.5 20 57.5 Microsilica
G9 2.5 9 0 88.5 Microsilica
G10 2.5 9 10 78.5 Microsilica
G11 2.5 9 20 68.5 Microsilica
G12 12.5 42.5 0 45 Microsilica
G13 12.5 42.5 10 35 Microsilica
G14 12.5 42.5 20 25 Microsilica
G15 20 25 0 55 Microsilica
G16 20 25 10 45 Microsilica
G17 20 25 20 35 Microsilica
G18 35 10 0 55 Microsilica
G19 35 10 10 45 Microsilica
G20 35 10 20 35 Microsilica

SiO2-carrier/ 
remark

 

Figure 2: Swelling pressures of selected synthetic alkali-silica gels 
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It is easy to recognise that the calcium content has a strong influence on the stability of the gels. 
With the calcium contents rising, the solubility decreases and swelling becomes possible. In the 
case of the samples G6 to G11 the alkali content was decreased step by step in comparison to 
the samples G1 to G4, and the calcium content was varied as with the samples G1 to G4. 
These measurements show that with the alkali content in the gel decreasing, the swelling ca-
pacity decreases as well. The calcium content for its part has influence on the stability of the 
gels. The samples G12 to G14 were produced with especially high alkali and calcium contents 
of 0, 10 and 20 % by mass. Here again, one can see the dependence on the calcium content in 
the samples. In the samples G15 to G20 the alkali content was varied but this has no recognis-
able influence on the swelling behaviour of the samples.  
 

2 Investigations on the Solution Mechanism of SiO2  
In the second support period we began to determine the solubility of silica-containing rock and 
to simulate this solubility in dependence of the pH-value /01/. In view of the low dissolution ve-
locities, data could only be determined for two silica modifications which can also be simulated 
successfully. Dissolution tests will follow for further rocks in order to determine material parame-
ters by which one can derive a simulation. 

Figure 3 shows the solution course of different SiO2- modifications and the corresponding simu-
lated solution curves. 
 
 

Figure 3: Comparison between measured and calculated solubility curves for different 
SiO2-modifications 
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Corresponding to the literature the solubility of the different SiO2-modifications only increases 
strongly at pH-values of 13 and beyond. The simulated curves follow those of the measure-
ments very well.  

The calculations were carried out using the equilibrium constant determined by means of test 
results. For amorphous silica K= 6.9*10-5 whereas for flint K=  3*10-5 . 
 

3 Development of the User Interface 
The next step that was taken in the second support period was the programming of a user inter-
face which is illustrated in Figure 4. This interface is designed to enable the user to evaluate a 
concrete mixture by entering the relevant data. Necessary data are: the cement manufacturer, 
the cement type, the amount of cement, the w/c-ratio, the rock type and its supplier, and lastly 
the planned location of the concrete element. 

After having entered these data a calculation is carried out consisting of several steps. For this calcula-
tion, databases are used which are integrated in the program. The output that the user gets at the time 
being consists of a swelling-form-related simulation of the possible course of expansion or tension 
caused by ASR in the construction element to be produced and used at the planned location. 

In the individual calculation steps, not only information from the databases are used but also es-
tablished control values such as the Na2O- equivalent of the used cement are integrated. The 
databases include cement analyses of the cements selectable on the user interface (ordered by 
manufacturer), equilibrium constants for the simulation of the solubility of the silica-modifications 
and the measuring data from the swelling experiments. Based on the data entered by the user a 
theoretical pore solution composition of the concrete (depending on its age, according to /05/) is 
calculated. This composition provides several pieces for the theoretical alkali-silica gel to form. 
The calculated pH-value of the pore solution is then integrated into the solubility simulation of the 
used aggregate. From these data a theoretical composition of an alkali-silica gel can be calcu-
lated. When this is brought together with the data on the environmental conditions at the construc-
tion element's location, a prediction as to the swelling behaviour of this gel becomes possible. The 
physical dimensions of the construction element have not yet been taken into account.  

As illustrated in Figure 4 it is the user's first step to select a cement manufacturer from a menu. All 
cements available in the database coming from this manufacturer will be shown and ready for 
further processing. As illustrated in Figure 5 the cements coming from the selected manufacturer 
can be specified. This selection enables the program - based on integrated cement analytical data 
- to calculate the composition of a theoretical pore solution at a given w/c-ratio for a given con-
crete age. At the time being the concrete age is set to a value of 84 days but shall be made avail-
able as selection parameter. The next selection to make is the grain size, as illustrated in Figure 
6. Presently there are only two types of rock available. These are embedded into the program 
only symbolically. The calculations are presently carried out using the already determined solubil-
ity data of opal and flint from /01/. The diabase serves as example for non-reactive material. 
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Figure 4:  Menu bar of user in-
terface, step 1 

Figure 5: Menu bar of user inter-
face, step 2 

Figure 6: Menu bar of user inter-
face, step 3 

Figure 7: Menu bar of user inter-
face, step 4 
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After the selection of the grain size - using the existing pH-value - the solubility of the selected 
grain size is simulated according /01/. 

The presently last step, as can be seen in Figure 7, is the selection of the environmental condi-
tions. An external alkali supply is a planned selection parameter. 

When this last selection has been made it becomes possible to calculate a composition of an 
alkali-silica gel by means of the theoretical pore solution and the soluble silica therein. 

By means of the entered environmental conditions the simulation of the swelling behaviour of 
the calculated gel starts after activating the start button. The output, as illustrated in Figure 8, is 
presently a swelling curve. This curve shows a simulated course of the swelling forces to be 
expected in the construction element. The output does not give dimensions at the time being. 
The measured swelling curves which are the groundwork for the data are given in N/mm2 per 
time unit. In the course of further improvements an appropriate definition of the axes and the 
introduction of a threshold value shall be worked out. 

Figure 8: User interface, step 5 
 



Development of a Simulation Program for the Prediction of a possible ASR-Damage 401 

   

The basic structure of the program consists of the following 3 components 

� the Graphical User Interface (GUI) 
� the Algos component 
� the Data component 

The GUI gives the graphical user interface its appearance and steers the event treatment 
whereas the Algos component contains and implements the subject specific algorithms, e.g. the 
determination of the chemical composition and the correct linking to a corresponding laboratory 
test. In addition, all necessary data while the program is running are administrated in the class 
“DataSet”. The groundwork of the application is a persistently stored data file in ASCII-format to 
be found in folder “Database”. The administration of these data is done by the component Data. 

On the one hand, the folder “Database” contains all laboratory tests. These tests are all single 
files designated with a name and the file ending “AKS”. A linking to individual tests with their 
corresponding composition is done by the program in the file “Database.dat” that consequently 
administrates the tests with the corresponding characteristic values. 

On the other hand the cements are stored by their names as files having the file-ending “CEM”. 
They are ordered in individual folders carrying the name of the cement manufacturer. 

The project-oriented programming language Java in the version 1.2 was used for this project. In 
light of future improvements of the program Java 1.2 offers in addition to its programming-technical 
advantages comprehensive capabilities to integrate databases.The complete structure with its in-
termediate steps of simulation is illustrated schematically in Figure 9. A pH-value-dependent simula-
tion of the solubility of existing silica is carried out, as well as the simulation of the composition of a 
theoretical pore solution in dependence of the cement, the cement manufacturer and the w/c-ratio. 

Figure 9: Schematic illustration of the program’s working steps 
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Through the gained data it becomes possible to calculate a theoretical composition of an alkali-
silica gel. 

By means of the composition of the gel and the gained data from the expansion measurements, 
it becomes possible to derive an evaluation as to the swelling behaviour of the theoretical alkali-
silica gel. 
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