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Zusammenfassung

In dieser Dissertation beschäftigen wir uns mit dem Problem Monet – ein eng-
lisches Akronym für Mo(notone) n(ormal form) e(quivalence) t(est). Die Pro-
blemstellung bei Monet ist, die Äquivalenz einer monotonen disjunktiven Nor-
malform ϕ und einer monotonen konjunktiven Normalform ψ zu entscheiden. Dies
ist eigentlich ein Abdeckungsproblem und kann ebenso als das Aufzählen aller
(in einem gewissen Sinne) minimalen Lösungen irgendeines Systems interpretiert
werden. Deswegen gibt es auch eine Vielzahl sehr ähnlicher Fragestellungen aus
unterschiedlichsten Anwendungsgebieten.

Unsere Resultate können grob in zwei Gruppen eingeteilt werden. Zum einen
gibt es Resultate, die den Entwurf und die Analyse von Algorithmen betreffen,
zum anderen sind Resultate enthalten, die eher Komplexitätsaspekte des Pro-
blems berühren. Im algorithmischen Teil geben wir untere Schranken für eini-
ge Algorithmen an und berichten über Resultate von praktischen Untersuchun-
gen des theoretisch schnellsten Algorithmus in Experimenten. Im eher komple-
xitätstheoretischeren Teil dieser Dissertation zeigen wir für verschiedene einge-
schränkte Klassen des Problems, dass sie sich mit logarithmischem Platzbedarf
lösen lassen. Dadurch verbessern wir den Ressourcenbedarf gegenüber den vor-
her bekannten Polynomialzeitschranken. Darüberhinaus ordnen wir Monet für
verschiedene Parameter in die Klasse der festparameter-handhabbaren Probleme
ein.

Im Einzelnen beweisen wir die folgenden Hauptergebnisse unter Zuhilfenahme
einer breiten Palette von algorithmischen und komplexitätstheoretischen Techni-
ken.

• Verschiedene eingeschränkte Klassen des Problems Monet lassen sich mit
logarithmischem Speicherplatzbedarf lösen. Dazu gehören die Klassen bei
denen die DNF

– nur eine konstante Anzahl Monome enthält (Abschnitt 4.1.1), nur Mo-
nome konstanter Größe enthält (Abschnitt 4.1.2), nur Monome entält,
die jeweils nur höchstens konstant viele Variablen nicht enthalten (Ab-
schnitt 4.1.3),

– regulär (Abschnitt 4.2.1), ausgerichtet (Abschnitt 4.2.2), oder 2-mono-
ton (Abschnitt 4.2.3) ist.

• Weder der DL-Algorithmus (Abschnitt 5.1.2), noch der BMR-Algorithmus
(Abschnitt 5.1.3), noch der KS-Algorithmus (Abschnitt 5.1.4), noch der
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HBC-Algorithmus (Abschnitt 5.2) für das Problem Monet laufen in Po-
lynomialzeit bezüglich der Ein- und Ausgabegröße. Die Laufzeit der Algo-
rithmen ist jeweils mindestens nΩ(log log n), wobei n die Größe der Ein- und
Ausgabe ist.

• Der FK-Algorithmus B für das Problem Monet erweist sich in praktischen
Experimenten auf vielen Eingaben als konkurrenzfähig zum FK-Algorith-
mus A (Kapitel 6).

• Monet ist festparameter-handhabbar für die Parameter

– Anzahl v der Variablen in ϕ und ψ (Abschnitt 7.1),

– Anzahl m der Monome in ϕ (Abschnitt 7.2),

– einen Parameter q, der die Variablenhäufigkeiten in ϕ beschreibt (Ab-
schnitt 7.3),

– und einen Parameter, der die Größe der Vereinigungen von Transversa-
len bzw. Kanten des Hypergraphen der DNF ϕ angibt (Abschnitt 7.4.3).

Diese Dissertation enthält Material, das in den Zeitschriften Discrete Applied Ma-
thematics, Information and Computation und Information Processing Letters er-
schienen ist bzw. erscheinen wird, sowie Material, das auf der Konferenz

”
Ma-

thematical Foundations of Computer Science“ (MFCS 2005), und den Workshops

”
Graph-Theoretic Concepts in Computer Science“ (WG 2007),

”
Parameterized

and Exact Computation“ (IWPEC 2008) und
”
Workshop on Algorithm Engi-

neering & Experiments“ (ALENEX 2009) vorgestellt und in den entsprechenden
Tagungsbänden veröffentlicht wurde bzw. wird.
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Abstract

In this thesis, we study the problem Monet—the Mo(notone) n(ormal form)
e(quivalence) t(est)—that asks to decide equivalence of a monotone disjunctive
normal form ϕ and a monotone conjunctive normal form ψ. This problem is a
covering problem that can be interpreted as the task of enumerating all (in some
sense) minimal solutions of some system. Hence, there is a huge number of similar
questions in many problems from diverse applications.

Our results can roughly be divided into results on the design and evaluation of
algorithms for Monet and results that rather touch complexity questions related
to the problem. As for the algorithmic part, we will give lower bounds for several
known algorithms and report results obtained by practically examining the the-
oretically fastest algorithm in computational experiments. As for the complexity
part of this thesis, we show several restricted classes of the problem to be solvable
in logarithmic space, which improves previously known polynomial time bounds.
We also show Monet to be in the complexity class of fixed-parameter tractable
problems with respect to several parameters.

More precisely, we prove the following main results using various algorithmic
and computational complexity techniques.

• Several restricted classes of Monet are solvable in logarithmic space. In
particular, these are the classes where the DNF

– contains only a constant number of monomials (Section 4.1.1), contains
only monomials of constant size (Section 4.1.2), contains only mono-
mials that each do not contain only a constant number of variables
(Section 4.1.3),

– is regular (Section 4.2.1), aligned (Section 4.2.2), or 2-monotonic (Sec-
tion 4.2.3).

• The DL-algorithm (Section 5.1.2), the BMR-algorithm (Section 5.1.3), the
KS-algorithm (Section 5.1.4), and the HBC-algorithm (Section 5.2) for the
problem Monet are not output-polynomial. Their running times are at
least nΩ(log log n), where n denotes the size of the input and output.

• FK-algorithm B for the problem Monet is experimentally competitive to
FK-algorithm A on many classes (Chapter 6).
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• Monet is fixed-parameter tractable with respect to the parameters

– number v of variables in ϕ and ψ (Section 7.1),

– number m of monomials in ϕ (Section 7.2),

– a parameter q describing the variable frequencies in ϕ (Section 7.3),

– and a parameter bounding the unions of transversals or edges of ϕ’s
associated hypergraph (Section 7.4.3).

This thesis contains material (to be) published in the journals Discrete Applied
Mathematics, Information and Computation and Information Processing Letters,
as well as material (to be) presented at, and (to be) published in the proceed-
ings of, the conference “Mathematical Foundations of Computer Science” (MFCS
2005), and the workshops “Graph-Theoretic Concepts in Computer Science” (WG
2007), “Parameterized and Exact Computation” (IWPEC 2008) and “Workshop
on Algorithm Engineering & Experiments” (ALENEX 2009).
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Chapter 1

Introduction

1.1 What means and to what end do we study

MONET?1

Warning: What we do not(!) do. The first association when reading Monet

probably is the famous French painter Claude Monet (1840–1926). His painting
“Impression soleil levant” from 1872—a morning scene from Le Havre harbor—
coined the term Impressionism that later on was used to describe a whole field
of art. But as this thesis is on Theoretical Computer Science (TCS), this first
impression on Monet is very misleading. We neither reveal any ancient TCS
results due to Claude Monet (as we do not even know whether he was interested
in efficient computation at all), nor do we study algorithmics and computational
complexity with an “impressionistic” view. Hence, a big apology to all who started
reading with the intention of discovering a not yet documented relation between
the fine arts and TCS: Claude Monet is not(!) the topic of this work.

So, what is MONET? In this thesis we consider the problem Monet—an ac-
ronym for Mo(notone) n(ormal form) e(quivalence) t(est)—that asks to decide
equivalence of a monotone DNF (disjunctive normal form) and a monotone CNF
(conjunctive normal form) (for formal definitions of any term we refer to Chap-
ter 2). Monet is equivalent to TransHyp—given two hypergraphs, decide
whether one is the transversal hypergraph of the other. TransHyp is a vari-
ant of the well-known problem VertexCover, in its hypergraph version also
known as HittingSet. But instead of just asking for one vertex set of minimum
cardinality that has a non-empty intersection with all edges, we are interested in
the set of all minimal sets that “cover” resp. “hit” all edges.

Practical relevance. Consequently, Monet is a covering problem and can be
interpreted as the enumeration of all (in some sense) minimal solutions of some
system. Similar questions for enumeration of minimal solutions are ubiquitous in
many problems from diverse applications. In fact, covering and enumeration prob-
lems that are Monet-equivalent or strongly related can be found in fields such as

1Title inspired by Friedrich Schiller’s inaugural lecture (1789) at this thesis’ author’s university.
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Chapter 1 Introduction

artificial intelligence, computational biology, databases, data mining, distributed
systems, graph theory, logic, machine learning, mathematical programming, ma-
troid theory, and mobile communication systems (cf. Chapter 3 for more details).
The consequence is that any approach solving Monet can be easily transformed
to solve a wide range of problems in very different fields. Thus, on the one hand,
research on algorithms solving Monet and even any technique improving known
procedures is very important from the point of view of practical applications.

And in theory: Unsettled complexity. On the other hand, Monet research
is faced with some very interesting theoretical issues that we will describe in the
following. The equivalence test for arbitrary monotone formulas (not necessarily
in normal form) is coNP-complete [Rei03]. The same bound can be easily proven
for arbitrary Boolean formulas in normal form. The coNP-completeness in this
context means that these problems are “hard” since it is very unlikely that they are
solvable by “fast” algorithms in the sense of deterministic polynomial running time
(running time is usually measured with respect to the input size and polynomial
running time is the usual notion of efficient solutions in complexity theory).

But note that in the Monet setting we require the input formulas to be mono-
tone and in normal form, which together represent stronger “structural” restric-
tions and thus may ease the solution process. Whether these restrictions really can
be exploited to develop polynomial Monet algorithms is an exciting open question
for more than 25 years now [DT87, EG95, Joh91, LLK80, Lov92, Man02, Pap97].
The best currently known Monet algorithm has quasi-polynomial running time
no(log n) [FK96], which still, after all, can be seen as an indication that Monet is
probably not coNP-complete. Otherwise, all coNP-complete problems would be
solvable in quasi-polynomial time—a result that hardly any expert expects. But
as it is quasi-polynomial this algorithm is not “fast” as well.

Another indication that Monet probably is not coNP-complete is a recent result
that shows Monet to be solvable using only O(log2 n) guessed bits [EGM03,
KS03a, KS03b]. Again, no expert expects any coNP-complete problem to be
solvable with O(log2 n) guessed bits as usually a polynomial number is assumed
to be required.

MONET and the P-vs.-NP question. The currently unsolved complexity of
Monet places it in the group of a handful—and thus really rare—problems that
yet cannot be classified as “easy” (polynomial time solvable) or “hard” (NP- or
coNP-complete). Hence, Monet, along with the prominent Graph Isomor-

phism problem—given two graphs, decide if they are isomorphic—, may play some
role in research on the popular P-vs.-NP question (one of the seven major problems
in mathematics whose solution is worth a reward of 1, 000, 000 $ denoted by the
Clay Mathematics Institute). The question is whether the class of deterministic
polynomial time solvable problems (the class P) and the class of nondeterminis-
tic polynomial time solvable problems (the classes NP, resp. coNP) coincide. If

2



1.1 What means and to what end do we study Monet?

Monet is not solvable in polynomial time (formally written as Monet �∈ P),
then this immediately implies a separation of P and NP. But as the P-vs.-NP

question is open since the field of complexity theory emerged, we expect showing
Monet �∈ P a really tough problem. On the other hand, there are no known
complexity theoretic consequences that would follow from Monet ∈ P, although
this question is also open for many years now and, hence, seems to be tough as
well. But note that also Primes—given an integer, decide whether it is prime—
had an analogue unsettled complexity status for a long time until it was actually
shown to be solvable in polynomial time only a few years ago [AKS04]. Thus,
there is still a possibility of a breakthrough showing Monet ∈ P. (Unfortunately,
this breaktrough is not contained in this thesis.) Nevertheless, we expect new
techniques to be necessary as we conjecture that none of the known Monet al-
gorithms (for which not always upper and lower bounds on the running time are
known) is polynomial.

Hence, the problems between “easy” or “hard” (resp., “fast” / no “fast” so-
lution) constitute two very exciting challenges to algorithmicists and complex-
ity theorists as well. One is to actually find a fast algorithm and the other is
to find some kind of complexity theoretic arguments for or against a fast solu-
tion. As for Primes these challenges finally led to a fast solution [AKS04]. In
the case of Graph Isomorphism we have a complexity theoretic classification
that would yield a solution to an unsolved question very strongly related to the
P-vs.-NP question [KST93] in case that Graph Isomorphism is not(!) poly-
nomial. More precisely, Graph Isomorphism cannot be NP-hard unless the
so-called polynomial hierarchy collapses to its second level—an event that is sup-
posed to be rather unlikely. As for Monet the situation is comparable to that
of Graph Isomorphism. There are several indications that Monet is more
likely to be polynomial than to be hard—like the quasi-polynomial algorithms
by Fredman and Khachiyan [FK96] and the solvability with bounded nondeter-
minism [EGM03, KS03a, KS03b]. Furthermore, the consequences of being not
polynomial even seem to be a little stronger for Monet than for Graph Iso-

morphism.

However, all that is known for the fast solvability yet is that Monet is poly-
nomial if and only if its computational variant Monet

′—given an irredundant,
monotone DNF, compute the equivalent irredundant, monotone CNF—is output-
polynomial [BI95a]. Here, output-polynomiality is an appropriate notion of fast
solvability for computation problems [JPY88]. Note in this context, that a slight
generalization of Monet

′ is very unlikely to have an output-polynomial solution.
Namely, finding an algorithm that, given a monotone formula (not necessarily
in DNF), computes the irredundant, monotone CNF in output-polynomial time
is the same as showing P = NP and thus as hard as solving the P-vs.-NP ques-
tion [GHM05].

3



Chapter 1 Introduction

Easy classes as a way out?! As there is no known fast algorithm for Monet

yet, one branch of research focuses on identifying restrictions of the inputs that
sufficiently simplify the problem to allow for polynomial time solutions. Such
restrictions then yield “easy” classes of the problem. One example might be to
examine instances where the DNF only contains monomials of constantly bounded
size. And in fact, Monet with constantly size bounded monomials has polynomial
time algorithms [BEGK00, EG95]. Many other easy classes are known (cf. Chap-
ter 4 for more details). Due to the successes in searching for more and more easy
classes, many practically interesting input instances can be solved in polynomial
time although there is no known polynomial algorithm for Monet itself. This is
maybe the major reason that makes worthwhile every effort invested in research
on easy classes of Monet. But there are two other, possibly not less important
reasons. One is that the knowledge of easy classes reveals new information about
the really hard problems apparent when trying to attack polynomial solvability of
the general problem Monet itself. And the other is that the easy classes might
prove useful when looking for lower bound or hardness results for Monet.

Known MONET algorithms. There are many known algorithms solving Monet

or Monet
′ (cf. Chapter 5 for more details). They are inspired by very diverse

techniques from different fields—which is not that surprising having in mind the
broad range of equivalent problems. We do not really have to distinguish between
algorithms for Monet or Monet

′ as they can be easily transformed to solve the
respective other problem version.

One of the earliest approaches was the Berge-multiplication algorithm (cf.,
e. g., [Ber89]). So far, it is the only algorithm having a known lower bound (that
states what resources (e. g., running time) are minimally needed using the al-
gorithm to solve arbitrary Monet instances). Takata’s lower bound shows that
Berge-multiplication is not fast [Tak07]. But as Berge-multiplication can be easily
implemented, there have been several improvements of it [BMR03, DL05, KS05,
Uno02, US03]. Analyses of the running times of the improved versions have been
pending.

Other algorithms do not follow a term based approach as Berge-multiplication
does but use a variable based decomposition technique [BMR03, EGM03, Eit91,
MR94, Rym92, Rym94a]. Maybe the most famous variable based algorithms are
the FK-algorithms A and B by Fredman and Khachiyan [FK96]. Algorithm B is
the Monet algorithm with the currently best upper bound on the running time
of no(log n). This upper bound is a guarantee on the amount of running time that
will never be exceeded on any instance by FK-algorithm B.

Inspired by model-based diagnosis techniques are Reiter’s algorithm [Rei87]
(and its improvements [GSW89, Wot01]) and several other recently published
algorithms, e. g., [LJ03, TT02]. There are Monet algorithms based on techniques
that were useful in data mining settings [GKM+03, HBC07], as well as genetic
algorithms [LJ02, Vin99a, VØ00b] or parallel approaches [Elb08, KBEG07a].
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1.1 What means and to what end do we study Monet?

Although there are many very diverse algorithms, all approaches have in com-
mon that there are only very few proven non-trivial upper or lower bounds on their
running times. Hence, theoretical knowledge of the algorithms’ behavior is not
really well developed. Having in mind the wide applicability of Monet results,
this situation is not satisfying at all.

Algorithm Engineering. One possibility—besides thorough theoretical analy-
ses—to get some impression of (practical) performance of an algorithm is to imple-
ment it and run it on a lot of well-chosen inputs. This is one branch of the emerging
field of Algorithm Engineering (cf. Chapter 6 for more details). Though, not that
many experimental studies on Monet algorithms have been published and all
have some lack of coverage [BMR03, DL05, KBEG06, KS05, LJ03, TT02, US03].
Some of the studies only show the potential of a single approach and do not really
compare it to others. In addition, none of them includes the theoretically best
algorithm, FK-algorithm B [FK96]. Hence, it is not clear at all, which of the
currently known algorithms is the best choice on which kind of instances.

This thesis’ contributions. In this thesis, we try to shed some light on the open
questions discussed in the previous paragraphs.

As for the easy classes, there are two main questions. First, how easy are the
easy classes? Can we do better than polynomial running time? The second one is
to find new easy classes. In this thesis we work on both questions. We analyze the
known easy classes with the intention of tightening the known resource bounds.
Thereby, we show some of the easy classes to be solvable with logarithmic space,
which improves the known polynomial time bounds. And we discover some new
easy classes.

As for the known Monet algorithms, our conjecture is that none of the cur-
rently known approaches is fast in the sense of polynomial (resp., output-polyno-
mial) running time. We start working on proving our conjecture, by giving non-
trivial lower bounds on the running times of several algorithms. From the point
of view of practical applications there is also another interesting open question,
namely that for the performance of the theoretically fastest Monet algorithm,
FK-algorithm B, in algorithmic experiments. Using the Algorithm Engineering
methodology we compare FK-algorithm B to FK-algorithm A and show it to be
competitive on our testbed. This result somehow adjusts the folklore assump-
tion that FK-algorithm B should be practically much slower than its theoretically
worse relative, FK-algorithm A.

As for computational complexity issues, we examine the fixed-parameter trac-
tability of Monet, a subject that has not been addressed in the literature so
far. Informally, a problem is said to be fixed-parameter tractable if there is an
algorithm whose running time is arbitrary (exponential or even worse) in a given
parameter but only includes polynomial terms for the input size (cf. Chapter 7 for
more details). The idea then is that for small values of the parameter the running
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Chapter 1 Introduction

time of the algorithm behaves like being polynomial. We show Monet to be
in the class FPT of fixed-parameter tractable problems with respect to several
parameters.

1.2 Legend to this thesis

This thesis is organized as follows. In Chapter 2, we introduce basic notations
and concepts as well as the problem Monet. Chapter 3 then gives some further
motivation for studying Monet in the sense that we collect problems equivalent
or strongly related to Monet from very different fields. Afterwards, in Chapter 4,
we introduce easy classes of Monet that are restrictions of the input formulas
that allow for polynomial time solutions. In contrast, Chapter 5 contains algo-
rithms solving the general problem Monet without any restrictions on the input.
Some experimental results for important Monet algorithms follow in Chapter 6.
In Chapter 7, we then turn to the emerging field of parameterized complexity
and analyze Monet in that setting. Finally, some concluding remarks follow in
Chapter 8.

Parts of this thesis have already appeared or are accepted for publication in
refereed journals, in refereed conference and workshop proceedings, as technical
reports, or as manuscripts. In particular, Chapter 4 contains results from [GHM05,
GHM08], and [Hag06]; Chapter 5 contains results from [Hag07a] and [EHR08a];
Chapter 6 contains results from [HHM09], whereas the choice of test instances
is based on observations contained in [BHHM07]; and Chapter 7 contains results
from [Hag07b] and [EHR08b].

6



Chapter 2

Preliminaries

In this chapter we introduce basic notations and concepts used throughout the
whole thesis. We start with some of the basic notions used in analyzing algorithms
and evaluating problems based on their computational complexity in Section 2.1.

In Section 2.2 we formally define the problem Monet. Therefore, we first have
to give some facts and notation on formulas and the like.

As sometimes things can be expressed more easily using hypergraph notations,
we introduce this concept in Section 2.3. We also give the problem TransHyp

that then, in Section 2.4, turns out to be the hypergraph analogue of Monet.
Finally, in Section 2.5 we show that basic computations needed throughout the

thesis can be managed by very efficient procedures in the sense of their com-
putational complexity. We especially point out the preprocessing steps from Sec-
tion 2.5.1 as we later on assume that all the corresponding conditions are implicitly
checked when necessary without explicitly mentioning it every time.

2.1 Algorithms and computational complexity

In computational complexity one is interested in the amount of resources necessary
to solve problems. Problems considered in this thesis are usually decision or
computation problems. The term decision problem means that the answer of an
algorithm just is a positive or negative answer to a question concerning the input
whereas for a computation problem we expect some “real” output.

Example 2.1.1. An example of a decision problem on natural numbers is the
problem Primes—given a natural number, decide if it is prime. An appropriate
algorithm would just produce “Yes” as output on the inputs 2, 3, 5, 7, 11, . . . ,
and “No” for all inputs that are not prime.

An example of a computational problem is to compute, on input a natural
number n, the value 2n. Here no longer a “Yes” or “No” suffices as output.

The usual machine model on which algorithms run in computational complexity
settings is that of Turing machines with input, output and working tapes. Ad-
mittedly, we do not “program” Turing machines at a low level giving complete
transition functions but provide our algorithms in more readable pseudocode also
often abstracting away from the different tapes of the machines. The reader who
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Chapter 2 Preliminaries

is interested in the basics of Turing machines may find appropriate definitions
and justification that low level Turing machine programming can be replaced by
giving pseudocode algorithms, e. g., in [Pap94].

2.1.1 Tools for algorithm analysis

It would be very cumbersome if one would always have to give exact values for the
resource requirements of algorithms. Thus, we only estimate asymptotic running
times or space requirements. One of the main tools in asymptotic estimations is
that of O-notation defined as follows.

Definition 2.1.2 (O-Notation). For a given function f(n) on the natural numbers
we have the following.

Θ(f(n)) = {g(n) : there exist positive constants c1, c2, and n0 such that

c1 · f(n) ≤ g(n) ≤ c2 · f(n) for all n ≥ n0}.
O(f(n)) = {g(n) : there exist positive constants c and n0 such that

g(n) ≤ c · f(n) for all n ≥ n0}.
Ω(f(n)) = {g(n) : there exist positive constants c and n0 such that

c · f(n) ≤ g(n) for all n ≥ n0}.
o(f(n)) = {g(n) : for any constant c > 0 there exists a constant n0 > 0

such that g(n) ≤ c · f(n) for all n ≥ n0}.
Thus, if g(n) ∈ Θ(f(n)), then for large enough n the function g(n) is equal to

f(n) up to a constant factor. We also say that f(n) is an asymptotically tight
bound for g(n). The notion O(f(n)) is used to give an asymptotic upper bound
on f(n), Ω(f(n)) gives an asymptotic lower bound on f(n), and o(f(n)) is used
to denote an upper bound that is not asymptotically tight.

Example 2.1.3. Consider the functions 2n, n2, and 2n2. We have 2n ∈ O(n2)
and 2n2 ∈ O(n2). Among these, only the second bound is asymptotically tight,
whereas the first is not. This yields 2n ∈ o(n2), 2n2 �∈ o(n2) but 2n2 ∈ Θ(n2).

2.1.2 Complexity classes

We classify problems into complexity classes according to the resources needed
to solve them. The resources are usually measured according to the size of the
input. Examples of complexity classes are L (consisting of problems solvable using
logarithmic space), NL (problems solvable using nondeterminism and logarithmic
space), P (problems solvable using polynomial time), NP (problems solvable using
nondeterminism and polynomial time), coNP (complements of problems in NP),
PSPACE (problems solvable using polynomial space). The inclusion structure is

L ⊆ NL ⊆ P ⊆ NP

coNP
⊆ PSPACE.

8



2.1 Algorithms and computational complexity

See [Pap94] for formal definitions of these classes. Note that only problems in
P are usually said to be solvable “fast”, whereas problems above P are usually
considered to be “difficult” in the sense that too many resources are needed to
solve them with justifiable effort.

It is not known which of the above inclusions are proper and especially one
of the central open questions in computational complexity is that of whether
P = NP, also known as the P-vs.-NP question. This corresponds to the question
of whether using a polynomial number of nondeterministic (guessed) bits adds
any power to polynomial time computations. It is straightforward to simulate
any such NP computation in 2O(poly(n)) deterministic time, where poly(n) denotes
functions polynomial in n. But it is not known whether 2O(poly(n)) also is a tight
lower bound.

Note that the above classes only make sense for decision problems.

Example 2.1.4. Consider the example of computing 2n given a natural number
n. Using a bit encoding, the “size” of the input is log n and the size of the output is
n. Hence, the sheer size of the output causes the problem not to fit in P as already
writing the output on the output tape causes any machine to use exponential time
in the input size. But the procedure of just writing a single 1 followed by n 0’s
is quite efficient and, hence, for computation problems there is another notion of
fast solvability.

Definition 2.1.5 (Output-Polynomial, [JPY88]). An algorithm is said to be out-
put-polynomial iff its running time is bounded polynomially in the sum of the sizes
of the input and output.

Note that output-polynomiality is a meaningful notion of fast solvability in case
of computation problems.

2.1.3 Reductions and hardness

One powerful tool to compare different decision problems is complexity theoretic
reduction.

Definition 2.1.6 (Reduction). A problem A is polynomial-time reducible to the
problem B, A ≤p

m B for short, iff there is a polynomial time computable function
f that maps inputs for A to inputs for B such that for all inputs x for A we have
x ∈ A iff f(x) ∈ B.

There is also a notion of equivalence of problems relative to polynomial time
computations.

Definition 2.1.7 (Polynomial-Time Equivalence). Problems A and B are poly-
nomial-time equivalent, A ≡p

m B for short, iff A ≤p
m B and B ≤p

m A.

Using the reduction concept we define hardness and completeness of problems
for complexity classes.

9



Chapter 2 Preliminaries

Definition 2.1.8 (Hardness, Completeness). Let C be a complexity class and A
a problem. A is said to be C-hard iff for every C ∈ C we have C ≤p

m A. If A is
C-hard and contained in C we also say that A is C-complete.

Note that ≤p
m is only interesting for problems “above” the class P as the re-

sources allowed for ≤p
m are as powerful as P itself is and hence the reduction does

not allow any meaningful separation of problems in P (except trivial cases, all
problems in P are P-hard relative to ≤p

m). Hence, the above defined notions of
hardness and completeness relative to ≤p

m are only meaningful in context of classes
containing P. For the purpose of comparing problems in P there are more restric-
tive notions of reduction. But as we will mainly discuss problems not known to
be in P, these more fine-grained reductions are beyond the scope of this thesis.

In Lemma 2.4.1 we give a very basic example of polynomial time problem equiv-
alence upon defining the corresponding formula and hypergraph problems.

2.2 Boolean formulas, monotonicity, and the

problem MONET

In this section, we introduce the basic concepts necessary for defining and under-
standing the problem Monet.

2.2.1 Syntax and semantics of Boolean formulas

As Monet is a formula problem, we give some basics on Boolean formulas before
defining the problem itself. We start with the syntax of Boolean formulas.

Definition 2.2.1 (Syntax of Boolean Formulas). The constants 0 and 1 and every
variable xi, with index i ∈ N, are Boolean formulas. Furthermore, let α and β be
Boolean formulas, then so are ¬(α), (α ∧ β), and (α ∨ β).

The connectives in Definition 2.2.1 are called NOT or negation (¬), AND or con-
junction (∧), and OR or disjunction (∨). Variables and their negations are called
literals. We say that a literal is negative iff it is a negated variable. Otherwise, it
is a positive literal.

Note that Boolean formulas might be arbitrarily nested and that we may often
leave out some parentheses.

Example 2.2.2. The following is an example of a Boolean formula.

(((x1 ∧ ¬x2) ∨ ¬x3) ∧ ¬(((x4 ∨ ¬x5) ∧ ¬x1) ∨ x6)) ∨ (x4 ∧ x5 ∧ ¬x7).

Now that we have defined the syntax of Boolean formulas, we turn to the
corresponding semantics. We first need the notion of truth values and assignments.

10



2.2 Boolean formulas, monotonicity, and the problem Monet

Definition 2.2.3 (Assignments). A Boolean variable xi can be set to the truth
value either true (also denoted by 1) or false (denoted by 0).

An assignment A for a Boolean formula α is a subset of α’s variables. The
notion is that variable xi is set to true by A iff xi ∈ A. When the underlying
variable set V is unambiguous, we denote by A = V \ A the complement of the
assignment A.

Based on assignments we now describe the evaluation of Boolean formulas—
their semantics.

Definition 2.2.4 (Semantics of Boolean Formulas, Satisfiability). For any assign-
ment A we have A(0) = 0 and A(1) = 1. Now let α and β be Boolean formulas
and A an assignment. We have the following properties.

A(¬α) = 1 iff A(α) = 0,

A(α ∧ β) = 1 iff A(α) = 1 and A(β) = 1,

A(α ∨ β) = 1 iff A(α) = 1 or A(β) = 1.

In case of A(α) = 1 we also say that A satisfies α.

Example 2.2.5. Let α be the formula from Example 2.2.2, i. e.,

α = (((x1 ∧ ¬x2) ∨ ¬x3) ∧ ¬(((x4 ∨ ¬x5) ∧ ¬x1) ∨ x6)) ∨ (x4 ∧ x5 ∧ ¬x7).

Consider the assignment A = {x4, x5}. The complement on the variable set of
α then is A = {x1, x2, x3, x6, x7}. It turns out that A(α) = 1 as A satisfies
(x4 ∧ x5 ∧ ¬x7) and this is a disjunctive part of α. Now consider the assignment
A′ = {x1, . . . , x7} containing all variables and note that A′(α) = 0. Hence, in this
case “increasing” the assignment A to include all variables “decreases” the truth
value.

2.2.2 Monotone formulas and equivalence

There is a special class of Boolean formulas where such an increase-decrease con-
trast as observed in Example 2.2.5 is impossible—the so-called monotone or pos-
itive formulas.

Definition 2.2.6 (Monotone Formulas). A Boolean formula is monotone iff it
has only ∧ and ∨ as connectives. No negation signs are allowed!

For monotone formulas every superset of a satisfying assignment is guaranteed
to also be satisfying. This behavior of “monotone increasing” truth values is the
reason for the name “monotone” (the alternative naming “positive” stems from
the fact that there are only positive literals).

11
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Example 2.2.7. The formula from Example 2.2.5 is not monotone since it con-
tains negations. As an example for a monotone formula consider

α = (((x1 ∧ x2) ∨ x3) ∧ ((x4 ∨ x5) ∧ x1)) ∨ (x4 ∧ x5).

Note that the assignment A = {x4, x5} satisfies α as A satisfies (x4 ∧ x5), a dis-
junctive part of α. In this case, every superset of A and especially the assignment
A′ = {x1, . . . , x5} containing all variables also satisfies α.

Based on the semantics of formulas we have the following equivalence relation.

Definition 2.2.8 (Equivalence). Two Boolean formulas α and β are equivalent
iff for all assignments A it holds that A(α) = A(β).

Example 2.2.9. The formulas ¬(x1 ∨ ¬x2) ∨ (¬x1 ∧ x3) and ¬x1 ∧ (x2 ∨ x3) are
equivalent.

An easy observation is that there is no equivalent monotone formula for such
a simple Boolean formula like ¬x1. Hence, monotone formulas are a proper sub-
class of Boolean formulas and thus a real restriction. Nevertheless, they appear
in many practically relevant settings and often problems restricted to monotone
formulas become very much easier than for arbitrary ones. Consider for instance
the problem of deciding satisfiability of formulas. This is an NP-complete task
for arbitrary formulas [Coo71]. Informally, this means that it is very unlikely to
check satisfiability of arbitrary formulas within an acceptable time bound.

For monotone formulas it becomes trivial. Just evaluate the formula on a single
assignment, namely the one containing all variables. If this assignment does not
satisfy a monotone formula then no other can and the formula is equivalent to the
unsatisfiable constant 0. Note that this might only happen if the constant 0 itself
is “nested” somewhere in the monotone formula under consideration.

2.2.3 Normal forms of formulas

Note that so far formulas, and even monotone ones, may be arbitrarily nested. In
many situations it is more practicable to require formulas to be of a certain form,
the so-called normal forms.

Definition 2.2.10 (Normal Forms). A Boolean formula is in DNF (disjunctive
normal form) if it is a disjunction of conjunctions of literals. Analogously, a
Boolean formula is in CNF (conjunctive normal form) if it is a conjunction of
disjunctions of literals.

In the case of monotone normal forms we can replace “literals” by “variables”
in Definition 2.2.10.

Example 2.2.11. The formula (x1 ∧x2 ∧x3)∨ (x1 ∧x4)∨ (x2 ∧x5 ∧x6) is a DNF,
whereas (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x4) ∧ (x2 ∨ x5 ∨ x6) is a CNF. Both are monotone.
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2.2 Boolean formulas, monotonicity, and the problem Monet

Note, that formulas in normal form have a very regular structure—they consist
of well-defined subparts.

Definition 2.2.12 (Monomial, Clause). A conjunction of literals is called a mono-
mial. A disjunction of literals is called a clause. Monomials and clauses are also
called terms.

Example 2.2.13. A monomial: (x1 ∧ x2 ∧ x3). A clause: (x1 ∨ x2 ∨ x3). Again,
both are monotone.

Definition 2.2.14 (Containment). A monomial m contains another monomial
m′ iff each assignment satisfying m also satisfies m′. A clause c contains another
clause c′ iff each assignment satisfying c′ also satisfies c.

Example 2.2.15. The monomial (x1 ∧ x2 ∧ x3) contains the monomial (x1 ∧ x3).
The clause (x1 ∨ x2 ∨ x3) contains the clause (x1 ∨ x2).

For each formula there are important special terms, the min- and the maxterms.

Definition 2.2.16 (Minterm, Maxterm). A monomial m is a minterm or prime
implicant of a Boolean formula α iff (1) each assignment that satisfies m also
satisfies α and (2) m does not contain another monomial also having property
(1).

A clause c is a maxterm or prime implicate of a Boolean formula α iff (1) each
assignment that satisfies α also satisfies c and (2) c is not contained in another
clause also having property (1).

Example 2.2.17. The monomial (x1 ∧ x2 ∧ x3) is a minterm of α = (x1 ∧ x2 ∧
x3) ∨ (x1 ∧ x4) ∨ (x2 ∧ x5 ∧ x6), whereas (x3 ∨ x4 ∨ x5) is a maxterm of α.

As for monotone terms, if there is no danger of ambiguity, we often abstract from
their representation as formulas and just view them as variable subsets. Thereby,
a monotone term t is represented by the subset of the variables that occur in t.

Example 2.2.18. The monomial (x1 ∧x2 ∧x3) and the clause (x1 ∨x2 ∨x3) both
correspond to the set {x1, x2, x3}.

Note that in this way, monotone terms can also be seen as assignments. Hence,
the naming of min- and maxterms becomes clearer. Minterms of a formula α are
the minimal terms that, seen as assignments, satisfy α. Maxterms of α are the
maximal terms whose complements are non-satisfying assignments of α.

Using the set interpretation of terms we also view monotone normal forms as
subsets of their variables’ power set.

Example 2.2.19. The set representation of both the DNF and CNF from Exam-
ple 2.2.11 is {{x1, x2, x3}, {x1, x4}, {x2, x5, x6}}.
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One often is interested in shortest normal forms—normal forms with fewest
variable occurrences equivalent to a given formula. From the definition of min- and
maxterms it is clear that shortest DNFs have to consist of minterms and shortest
CNFs have to consist of maxterms. To further describe shortest monotone normal
forms, we first define an appropriate cover relation between monotone terms.

Definition 2.2.20 (Cover). A monotone term t covers a monotone term t′ if
t ⊆ t′.

Note that coverage is strongly related to the notion of containedness from Def-
inition 2.2.14. In the normal form setting this means that whenever terms t ⊆ t′

both appear in the same normal form, the term t′ would be logically “absorbed.”

Example 2.2.21. The monomial (x1 ∧ x2 ∧ x3) covers the monomial (x1 ∧ x2 ∧
x3 ∧ x4). The DNF (x1 ∧ x2 ∧ x3) ∨ (x1 ∧ x2 ∧ x3 ∧ x4) of both then is equivalent
to (x1 ∧ x2 ∧ x3).

Now we are ready to define the notion of shortest monotone normal forms in
another way.

Definition 2.2.22 (Irredundancy). A monotone normal form is irredundant iff
there are no two terms in it such that one covers the other.

Example 2.2.23. The DNF and the CNF from Example 2.2.11 both are irredun-
dant, whereas (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3 ∨ x4) is not.

It is a well-known fact that the irredundant DNF and CNF of a monotone
formula are unique [Qui53]. (It is straightforward that the DNF consists of exactly
all the minterms whereas the CNF consists of all the maxterms.) Hence, the
irredundant normal forms of monotone formulas are the shortest equivalent normal
forms. Note that in case of arbitrary formulas it is not that easy as, e. g., not all
minterms have to be included in an equivalent DNF.

2.2.4 The problem MONET

In our problem setting, where we are interested in equivalence of monotone normal
forms, we concentrate on irredundant normal forms as inputs. This is reasonable
as terms in monotone normal forms that are covered by other terms do not change
the truth table of the formula. Such terms can be identified by a trivial logspace
preprocessing step (cf. Section 2.5.1). Thus, the main subject of this thesis—
the problem Monet of deciding equivalence of monotone normal forms—can be
defined as follows.

Monet: instance: irredundant, monotone DNF ϕ and CNF ψ
question: are ϕ and ψ equivalent?
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Monet is an acronym for Mo(notone) n(ormal form) e(quivalence) t(est).
Note that we only concentrate on the case of two different normal forms as input,
as testing equivalence of two irredundant, monotone DNFs or two irredundant,
monotone CNFs is just identity checking.

The size of a Monet-instance (ϕ, ψ) is the number of variable occurrences in ϕ
and ψ. Throughout this thesis ϕ will always denote a monotone DNF and ψ will
always denote a monotone CNF. Also note that Monet is a decision problem.
For those who prefer “real” computation, the appropriate version is the following
computational variant Monet

′.

Monet
′: input: irredundant, monotone DNF ϕ

output: equivalent irredundant, monotone CNF ψ

Note that the size of the equivalent CNF may be exponential.

Example 2.2.24. The DNF ϕ = (x1 ∧ x2) ∨ (x3 ∧ x4) ∨ . . . (x2n−1 ∧ x2n) has size
2n but the equivalent CNF contains 2n clauses.

Hence, there cannot be an algorithm solving Monet
′ in time polynomial in

the input size. Thus, a suitable notion of fast solvability for Monet
′ is that of

output-polynomial time as described in Section 2.1.2.

2.2.5 State of the art in MONET complexity

The exact complexity of Monet is an exciting open question for more than
25 years now [DT87, EG95, Joh91, LLK80, Lov92, Man02, Pap97]. The algo-
rithm with the currently best known upper bound is the Fredman-Khachiyan-
algorithm B (cf. Section 5.3). It has quasi-polynomial running time no(log n) [FK96],
which still, after all, can be seen as an indication that Monet is probably not
coNP-complete. Another indication that Monet probably is not coNP-complete
is a recent result that shows Monet to be solvable using only O(log2 n) nonde-
terministic bits [EGM03, KS03a, KS03b]. Hardly any expert expects any coNP-
complete problem to be solvable with quasi-polynomial time or only O(log2 n)
nondeterministic bits.

But Monet is not expected to be hard for the class coNP[log2 n] of prob-
lems solvable in polynomial time using O(log2 n) nondeterministic bits. The
reason is that already O(log2 n/ log log n) nondeterministic bits suffice to decide
Monet [EGM03]. Moreover, we do not have any hardness result for Monet

yet—not even for classes contained in L. We also do not have any arguments
against polynomiality of Monet although showing Monet ∈ P seems to be a
tough problem. But a breakthrough result showing Monet ∈ P is not impossible
yet.
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2.3 Hypergraphs, transversals, and the problem

TRANSHYP

In this section we introduce some of the basic concepts related to the hypergraph
version TransHyp of the problem Monet. The main reason is that often things
related to Monet (e. g., some algorithms, cf. Chapter 5) can be expressed in a
more convenient and precise way when using hypergraph notation.

2.3.1 Hypergraphs and transversals

Definition 2.3.1 (Hypergraph). A hypergraph H = (V,E) consists of a set V of
vertices and a finite family E of subsets of V—the edges of H.

If there is no danger of ambiguity, we also identify a hypergraph by its edge set
or use the edge set to refer to H. The notion then is that the vertex set of H is
exactly the set of vertices present in the edges. The size of H is the number of
occurrences of vertices in the edges.

Example 2.3.2. The hypergraph H = {{v1, v2}, {v1, v2, v3}, {v2, v3}, {v3, v4, v5}}
has size 10.

A very important notion in the course of establishing a hypergraph variant of
Monet is that of transversals—also often called hitting sets.

Definition 2.3.3 ((Minimal) Transversal). A transversal of a hypergraph H is
a vertex set t ⊆ V that has a non-empty intersection with each edge of H. A
transversal t is minimal iff no proper subset of t is a transversal.

Thus, just as hypergraphs are a generalization of graphs, transversals generalize
the notion of vertex covers. Note that the set of all minimal transversals also is a
hypergraph.

Definition 2.3.4 (Transversal Hypergraph). The set of all minimal transversals
of H forms the transversal hypergraph Tr(H).

Example 2.3.5. The hypergraph H = {{v1, v2}, {v1, v2, v3}, {v2, v3}, {v3, v4, v5}}
has the transversal hypergraph Tr(H) = {{v1, v3}, {v2, v3}, {v2, v4}, {v2, v5}}.
Definition 2.3.6 (Simple). A hypergraph H is simple iff it does not contain two
hyperedges e, f with e ⊆ f .

By min(H) we denote the simple hypergraph consisting of the minimal hyper-
edges of H with respect to set inclusion.

Example 2.3.7. The hypergraph H = {{v1, v2}, {v1, v2, v3}, {v2, v3}, {v3, v4, v5}}
is not simple as {v1, v2, v3} contains the two other edges {v1, v2} and {v2, v3}. We
can derive min(H) by simply excluding {v1, v2, v3}.

Since min(H) can be easily computed in polynomial time and we have Tr(H) =
Tr(min(H)) for every hypergraph H, we concentrate on the transversal hyper-
graphs for simple hypergraphs.
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2.3 Hypergraphs, transversals, and the problem TransHyp

2.3.2 The problem TRANSHYP

The problem TransHyp is defined as follows.

TransHyp: instance: simple hypergraphs G and H
question: H = Tr(G)?

Note that for simple hypergraphs we have the following identity.

Lemma 2.3.8 ([Ber89]). We have Tr(Tr(H)) = H for any simple hypergraph H.

Thus, for two simple hypergraphs G and H, testing H = Tr(G) is equivalent to
testing G = Tr(H) and hence the roles of G and H in the definition of TransHyp

can be exchanged.
Again, for those who prefer computation, the appropriate version is the following

computational variant TransHyp
′.

TransHyp
′: input: simple hypergraph H

output: Tr(H)

Note that TransHyp
′ is often called transversal hypergraph generation and

that even for simple hypergraphs the size of the transversal hypergraph may be
exponential.

Example 2.3.9. The hypergraph H = {{v1, v2}, {v3, v4}, . . . {v2n−1, v2n}} has size
2n but 2n minimal transversals.

Hence, there cannot be an algorithm computing the transversal hypergraph in
time polynomial in the input size. Thus, a suitable notion of fast solvability for
TransHyp

′ is that of output-polynomial time as described in Section 2.1.2.

2.3.3 Further hypergraph notation

Let us finish this section on hypergraphs by defining some further notation.

Definition 2.3.10 (Unions). For simple hypergraphs G = {g1, g2, . . . , gm} and
H = {h1, h2, . . . , hm′} we have the following “union” operators

G ∪ H = {g1, g2, . . . , gm, h1, h2, . . . , hm′} and

G ∨ H = {gi ∪ hj : i = 1, 2, . . . , m, j = 1, 2, . . . , m′}.
An important property using these unions is the following.

Proposition 2.3.11 ([Ber89]). Let G and H be simple hypergraphs. Then Tr(G ∪
H) = min(Tr(G) ∨ Tr(H)).

Finally, we name the complements of transversals.

Definition 2.3.12 ((Maximal) Independent Set). Let H be a hypergraph. A subset
of vertices of H is independent if it does not contain an edge. An independent set
is maximal if no proper superset is independent.

Note that the complement of an independent set in a hypergraph is a transversal.
The complements of the maximal independent sets are the minimal transversals.
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2.4 Equivalence of MONET and TRANSHYP

We now show the folklore result that Monet and TransHyp are polynomial
time equivalent and thus are essentially the same problem.

Lemma 2.4.1. Monet ≡p
m TransHyp.

Proof. In order to show the equivalence of Monet and TransHyp we first es-
tablish “equivalence” of minterms of monotone CNFs and minimal transversals of
simple hypergraphs.

Note that a minterm m of an irredundant, monotone CNF ψ is monotone and
intersects every clause of ψ since otherwise the assignment m that clearly satisfies
m does not satisfy ψ. As minterms are minimal with respect to set inclusion we
cannot leave out any variable from m and still have a minterm of ψ.

Now consider the simple hypergraph that corresponds to ψ by viewing it as a set
of clauses that itself are sets of variables. Clearly, a minterm m of ψ, interpreted
as a set of variables, is a minimal transversal of that hypergraph.

Vice versa, consider a minimal transversal t of the hypergraph corresponding
to ψ. As t is a subset of variables that intersects each clause and is minimal with
respect to set inclusion, t interpreted as monomial clearly is a minterm of ψ.

We are now ready to show Monet ≤p
m TransHyp. Therefore, we have to

give an appropriate reduction function f that maps a Monet instance (ϕ, ψ) to
a TransHyp instance (G,H). We define f to be the (identity) function that
constructs hypergraphs from normal forms by viewing normal forms as families of
variable subsets. Hence, each monomial of ϕ forms an edge of G and each clause
of ψ forms an edge of H. From our above discussion of the relationship between
minterms and minimal transversals it now follows that (ϕ, ψ) ∈ Monet iff G =
Tr(H) which is equivalent to (G,H) ∈ TransHyp. As f clearly is polynomial
time computable, this establishes Monet ≤p

m TransHyp.

As for the other way around, we analogously construct a reduction function g
that maps a TransHyp instance (G,H) to a Monet instance (ϕ, ψ). We define g
to construct a DNF ϕ from G in which each edge of G corresponds to a monomial
of ϕ and, analogously, the clauses of the CNF ψ correspond to the edges of H.
Again, it is straightforward that (G,H) ∈ TransHyp iff (ϕ, ψ) ∈ Monet. As g
clearly is polynomial time computable, this establishes TransHyp ≤p

m Monet.

Hence, Monet and TransHyp are polynomial time equivalent.

Another example of polynomial time equivalent problems is TransHyp
′ and

the computation of all maximal independent sets of a given hypergraph. Here the
straightforward reduction just exploits the complement relation between transver-
sals and independent sets. This yields that also TransHyp and the problem of
deciding whether a given set of independent sets contains all the maximal indepen-
dent sets of a given hypergraph are polynomial time equivalent using an analogous
reduction.
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2.5 Basic computational tasks

Hence, we have two other ways of formulating Monet, namely in terms of
minimal transversals as in the problem TransHyp and in terms of maximal
independent sets.

2.5 Basic computational tasks

2.5.1 Preprocessing steps

Before analyzing Monet itself, it is crucial to be able to check several trivial
necessary conditions of the input to be a Monet instance. As we later on will
show some problems to be logarithmic space solvable, we take special care on the
resources needed for the preprocessing and show it only needs logarithmic space.
Note that if one of the conditions described in the following is violated, we can
immediately reject the input as it cannot be a Monet instance.

We say that an input is well-formed if and only if it can be interpreted as a
monotone Boolean formula. That means that it is a correct formula with respect
to the syntax (Definition 2.2.1). In particular, only variable symbols xi, “∧”, “∨”,
“(”, and “)” are allowed symbols, the parenthesis structure has to be correct,
and the sequence of variables and connectives must not include situations like
“x1 ∨ ∨ x2” or “(∨” or “x1 ∧ x2x3 ∨ x4” etc.

Lemma 2.5.1. Whether an input is well-formed can be decided in logarithmic
space.

Proof. Let n be the number of symbols in the input. An appropriate machine
checks in a first scan whether only allowed symbols are involved. No additional
space is needed.

A second scan of the input is used to examine the parenthesis structure. This
can be done using a counter that is initially 0. Whenever a parenthesis is found,
the counter is incremented by 1 in case of a left and decremented by 1 in case of a
right parenthesis. The parenthesis structure of the input is correct if and only if
the counter always contains a value ≥ 0 and the counter equals 0 when the scan
is completed. Clearly, the counter is bounded logarithmically.

In a third and last scan of the input a few syntactic rules have to be checked.
After the occurrence of a variable only “∨”, “∧” or “)” are allowed. After a left
parenthesis only a variable is allowed. After a right parenthesis only “∧” and “∨”
are allowed. After a “∧” or a “∨” only a variable is allowed. No additional space
is needed while scanning the input and checking these syntactic rules.

We also need a test of being in normal form.

Lemma 2.5.2. Whether a given well-formed formula is in normal form can be
decided without using any additional space.
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Algorithm 1 The irredundancy test

Input: well-formed formula α in normal form with variable set V
Output: Yes, if α is irredundant, and No, otherwise

1: for all terms ti of α do
2: for all other terms tj , j �= i of α do
3: count ← 0
4: for all variables x ∈ ti do
5: if x ∈ tj then
6: count ← count + 1

7: if count ≥ |ti| then
8: output No and stop

9: output Yes

Proof. An appropriate machine has to perform two tests. First, it checks whether
the parenthesis structure of the input formula is “()() . . . ().” Secondly, the correct
usage of the connectives is tested. The machine checks whether the connectives
within a pair “()” are “∧” in case of checking DNFs (respectively “∨” for a CNF)
and whether between any two consecutive pairs of parentheses “()()” the connec-
tives are “∨” (respectively “∧” for a CNF). For both tests the machine does not
need any additional space.

As we only deal with irredundant normal forms, we need a test for irredundancy.

Lemma 2.5.3. Whether a given well-formed formula α in normal form is irre-
dundant can be decided in logarithmic space.

Proof. First we check whether no term of α contains a variable twice. This can
be implemented in logarithmic space in a straightforward way.

Then we have to check whether no term is contained in another term. A proce-
dure that solves this problem and uses logarithmic space is given as Algorithm 1.
The correctness of Algorithm 1 is straightforward. We have to analyze the space
requirement.

Let the size n of α be the number of variable occurrences. We assume that α
consists of m terms. The first two for-loops need the index of the current terms.
Therefore, we assume that the algorithm numbers the terms of α by 1, . . . , m and
the for-loops test the terms by increasing indices. Hence, the for-loops can count
the already tested terms and know the current term. The terms of α need not to
be copied to be compared. Both counters are logarithmically space bounded in n.

The third for-loop has to know the index of the current variable. We analogously
assume that the variables have indices 1, . . . , |V |. Hence, the index is logarithmi-
cally bounded in n. Two other logarithmically in n space bounded counters are
needed for count and to evaluate the size |ti| needed in line 7.

Finally, we check whether both formulas contain the same variables.
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Lemma 2.5.4. Whether a given irredundant, monotone DNF ϕ and a given ir-
redundant, monotone CNF ψ have the same variable set V can be decided in
logarithmic space.

Proof. Let the input size n be the number of variable occurrences in ϕ and ψ. We
assume that the variables have indices 1, . . . , |V | and that the formulas are given
on two tapes.

The machine just cycles through the DNF ϕ and tests for each variable occur-
rence whether this variable is present in ψ (via looking for the index of the variable
in ψ from the beginning to the end). When finished, it exchanges the roles and
cycles through ψ in the same way.

Note that in the course of the thesis we do not explicitly check all the conditions
of this section as we now know that they can be managed by a logarithmic space
preprocessing. Hence, from now on, we assume that Monet instances satisfy all
of the above conditions without mentioning it every time.

2.5.2 Basic checks

We now describe other basic checks needed in several of the equivalence test
algorithms in the later sections. For example, we often need to check a maxterm
condition for clauses. This is important as from the maxterm Definition 2.2.16 it
follows that a clause is a maxterm of a DNF ϕ iff it is contained in the irredundant,
monotone CNF of ϕ.

Lemma 2.5.5. Given an irredundant, monotone DNF ϕ and an irredundant,
monotone clause c, it can be decided in logarithmic space whether c is a maxterm
of ϕ.

Proof. Let V = {x1, . . . , x|V |} be the set of variables in ϕ and c, and Mϕ =
{m1, . . . , m|Mϕ|} be the set of monomials of ϕ. Let the input size n be the number
of variable occurrences in ϕ and c. We give an algorithm with the desired proper-
ties as Algorithm 2. It has to be checked whether c has a non-empty intersection
with every monomial of ϕ (lines 1 to 7). Thereafter, it has to be tested whether
c \ {x} has a non-empty intersection with all monomials for every variable x ∈ c
(lines 8 to 19). If one such variable can be found, then c is not a maxterm. The
correctness of Algorithm 2 thus is straightforward. We have to analyze the space
requirement.

To know the current monomial, the for-loops in lines 1 and 10 can manage
counters that give the number of already checked monomials. These counters have
to count till |Mϕ|. Hence, they are logarithmically bounded in n. An analogous
argumentation holds for the for-loops in lines 3 and 12. To know the current
variable, they manage counters that count till |m| for the current monomial m,
which is clearly logarithmic in n. And again, the for-loop in line 8 is handled
analogously. Here, the counter has to count till |c|, which also is logarithmic in n.
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Algorithm 2 The maxterm test

Input: irredundant, monotone DNF ϕ and clause c
Output: Yes, if c is a maxterm of ϕ, and No, otherwise

1: for all monomials mi of ϕ do
2: count ← 0
3: for all all variables xj ∈ mi do
4: if xj ∈ c then
5: count ← count + 1

6: if count = 0 then
7: output No and stop

8: for all variables xi ∈ c do
9: hit ← |Mϕ|

10: for all monomials mj ∈ ϕ do
11: count ← 0
12: for all all variables xk ∈ mj do
13: if xk ∈ c and k �= i then
14: count ← count + 1

15: if count > 0 then
16: hit ← hit − 1

17: if hit = 0 then
18: output No and stop

19: output Yes

It remains to check the variables count and hit . The maximal value of count is
the size of a largest monomial of ϕ. Hence, count remains logarithmic in n. The
maximal value of hit is |Mϕ|. Hence, it is also logarithmic in n.

Another test we will use is that of evaluating a DNF under a given assignment.

Lemma 2.5.6. Given an irredundant, monotone DNF ϕ and an assignment A,
it can be decided in logarithmic space whether A(ϕ) = 1.

Proof. Let V = {x1, . . . , x|V |} be the set of variables and Mϕ = {m1, . . . , m|Mϕ|}
be the set of monomials of ϕ. It has to be tested whether A contains at least one
monomial of ϕ. An appropriate algorithm is given as Algorithm 3. The correctness
of Algorithm 3 is straightforward. We have to analyze the space requirement.

Both for-loops could manage counters that contain the number of the currently
tested monomial and the index of the current variable to know which are the
current monomial and variable. Such counters stay logarithmic in the input size.
The if-test in line 4 does not need any additional space, since it is just a search in
A for the index of the variable. The eval -variable only needs constant space.

Finally, we establish the complexity of testing whether a given set is contained
in a set family.
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Algorithm 3 The DNF evaluation

Input: irredundant, monotone DNF ϕ and an assignment A
Output: Yes, if A(ϕ) = 1, and No, otherwise

1: for all mi ∈Mϕ do
2: eval ← 1
3: for all xj ∈ mi do
4: if xj �∈ A then
5: eval ← 0
6: if eval = 1 then
7: output Yes and stop

8: output No

Algorithm 4 isIn

Input: set S = {s1, . . . , s|S|} of subsets of V and subset t ⊆ V
Output: Yes, if t ∈ S, and No, otherwise

1: for all si ∈ S do
2: if |si| = |t| then
3: isin ← 0
4: for all x ∈ t do
5: if x ∈ si then
6: isin ← isin + 1

7: if isin = |si| then
8: output Yes and stop

9: output No

Lemma 2.5.7. Given a set S of subsets of V and a subset t ⊆ V , it can be decided
in logarithmic space whether t is contained in S.

Proof. The algorithm is given as Algorithm 4. The correctness of Algorithm 4 is
straightforward.

The for-loops need two logarithmic counters to count till |si| and |t|. The if-test
in line 2 can be implemented using two other logarithmic counters. The isin-
variable needs logarithmic space as well, since the largest value stored is |t|.
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Chapter 3

Applications

In this chapter we give an overview of problems that are equivalent to Monet or
that are strongly related to Monet in the sense that Monet techniques can be
applied to solve them. We also discuss generalizations of Monet and its variants.

Our idea is to give some further motivation for the importance of Monet by
showing the broad range of problems where results on Monet are applicable and,
hence, what different fields can benefit from new insights. Thereby, the chapter
is not intended to contain all the details and proofs nor do we formally define
all the terms from the respective fields. Instead, we would like the chapter to
be a bibliography of possible application areas of Monet algorithms and thus we
prefer just giving pointers to the original literature where any details can be found.
We think this chapter’s compilation of applications might be very useful as a new
brief survey consisting of a state-of-the-art reference list to Monet applications
that complements older lists such as the ones in [BEGK02a, CH07, EG95, EG02,
Eit91, Got04, FGBS96].

The chapter is organized as follows. It contains alphabetically ordered sections
for each field where Monet applications can be found. In each section, the
problems themselves are also ordered alphabetically. Of course, sometimes the
classification of the problems is a matter of taste as some fields may overlap,
e. g., artificial intelligence and logic or artificial intelligence and machine learning.

3.1 Artificial intelligence

Abduction Abduction is a tool of common-sense reasoning that helps in finding
explanations or missing knowledge. More formally, given the characteristic set
of a Horn theory Σ—the background theory—, a literal q — the query—, and a
subset A of all literals, the problem is to find all explanations for q with respect
to A. Here, a logical theory is a set of formulas. It is Horn, if it is a set of clauses
having at most one positive literal each. An explanation is a minimal set E of
literals from A such that Σ∪E is satisfiable and implies q, which means that any
model of Σ∪E also is a model of q. Here, a model of Σ is a satisfying assignment.

The above described variant of abduction can be shown to be equivalent to the
computational variant of Monet in its hitting set formulation [EG02, EM07] and
hence algorithms based on hitting set computation exist [SU06].
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Horn envelope The Horn envelope of a propositional theory Σ is the strongest
(with respect to implication) Horn theory Σ′ such that Σ implies Σ′. It can
be shown that, given the models of Σ, computing all prime clauses of its Horn
envelope is equivalent to the computational variant of Monet in its transversal
hypergraph formulation [EG02, Got04, Kha95, Kha96, KPS93].

Knowledge recompilation It can be shown that the task of computing all max-
imal subsets of a Horn theory that are consistent with a new Horn formula is a
generalization of the computational variant of Monet in its transversal hyper-
graph formulation [GPS98].

Knowledge representation Traditionally, knowledge in artificial intelligence is
represented by formulas and the notion is that all logical conclusions are accessible
to some agent knowing the formulas. In [KKS93, KR96] it was proposed to use
as an alternative the representation by characteristic models instead of formulas.
Characteristic models are models that are not the intersection of other models. In
case of Horn formulas, Khardon showed that switching between the representa-
tions of a Horn CNF by its characteristic models and by all its prime implicates is
equivalent to the computational variant of Monet in its transversal hypergraph
formulation [Kha95, Kha96].

Another means of knowledge representation is the formalism of conceptual
graphs that emerged from semantic networks. These structures can be extended to
conceptual graph assemblies by adding hypergraphs to the conceptual graphs. In
case that the hypergraphs have to be given implicitly, it is shown in [CC07, Cro06]
that this can be modeled by hypergraph transversals.

A further notion related to knowledge representation is that of version spaces.
For a class C of concepts, the subset of concepts consistent with a set of given posi-
tive and negative examples is called a version space. The version space is converged
if there is exactly one concept from C consistent with the examples. Deciding con-
vergence of monotone version spaces is equivalent to Monet [HMP04].

In case that only approximation of knowledge in form of a theory is possible,
there are several papers relating model-preference default reasoning to the com-
putational variant of Monet in its transversal hypergraph formulation [KPS93,
SK90, SK96, Zan02].

Model-based diagnosis Roughly speaking, model-based diagnosis is the ques-
tion why and when some system may not behave as it should. Given some system
description, the set of components of the system and some observations on the sys-
tems behavior, model-based diagnosis tries to find minimal consistent states of the
system with respect to the observations. This problem and a first solution based on
hitting set computation was first reported in [Rei87]. Note that this first solution
was improved later on [GSW89, Wot01]. Other hitting set enumeration algorithms
for model-based diagnosis can be found in [Fer05a, FV04, FV05, Hae98, Rym92].
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Actually, the computational variant of Monet in its hitting set formulation is
equivalent to model-based diagnosis [EG91, EG95, Nic02]. A more general ver-
sion of diagnosis is strongly related to prime implicant computation [KMR92].

Examples of hitting set based methods for diagnostics can be found in reliability
estimations [AK03], configuration problems [FFJS04], fault diagnosis for earth mo-
vers [FVB+02, FVB+03a, FVB+03b, FVBM02], debugging [PDA93a, PDA93b],
and disorder diagnosis [VO00a].

Propositional circumscription The decision version of propositional circum-
scription asks, given a CNF and a model, whether the model is minimal for the
CNF. This problem was first studied by Cadoli [Cad92]. As for monotone in-
puts it can be shown to be equivalent to Monet in its transversal hypergraph
formulation [DH08].

Type error diagnosis Type error diagnosis is the task of generating an expla-
nation for some error. It requires finding all minimal unsatisfiable subsets of a
given set of constraints (representing the error) which can be managed via solving
the computational variant of Monet in its hitting set formulation [BS05, LS08,
KLM06].

Universality of cognitive structures Given a cognitive structure, the univer-
sality problem is to decide whether the structure responds to specific instances.
This problem is important to decide the response-ability of the structure. It can
be solved using the dualization formulation (cf. the corresponding paragraph in
Section 3.14) of Monet [PCPO02].

3.2 Combinatorial optimization

Covering problems Associate with a simple hypergraph H consisting of m edges
and v vertices the incidence matrix MH that contains as rows the characteristic
vectors of the edges of H. Then the computational variant of Monet in its
transversal hypergraph formulation is equivalent to finding feasible solutions of
the following set-covering problem [BS87, BS88]:

min{x : MH · x ≥ em, xj ∈ {0, 1}, j = 1, . . . , v},
where em is the vector consisting of m ones. The characteristic vectors of the
transversals of H are the feasible solutions of the above set-covering variant.

A similar problem of computing minimal coverings can also be found in [Law66].

3.3 Computational biology

Computing cut sets Cut sets in metabolic networks are strategies that block
a given set of reactions. Thereby a reaction is blocked if it cannot operate in a
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steady state. Minimal cut sets can be computed from the elementary modes of
the network which turns out to be equivalent to transversal hypergraph gener-
ation [HKS08, IB07, KG04, Kla06, KSG07]. Of course, one can imagine simi-
lar tasks for different types of networks (not necessarily metabolic) where again
transversal computation proves useful [Hau08].

Modeling reaction pathways In [EL03] methods related to evaluating networks
of chemical reactions are described. Several of these methods require computation
of minimal sets and the authors suggest to use algorithms solving the computa-
tional variant of Monet for this purpose.

Phylogeny reconstruction Methods for a restricted computational Monet vari-
ant in the setting of computing all minimal transversals up to a given size can
be applied to almost-perfect phylogeny reconstruction [Dam06]. Almost-perfect
phylogeny reconstruction is the problem of computing a matrix that describes a
phylogenetic tree from a given matrix using row deletions, column deletions, or
bit flips in the given matrix.

Reconstruction of unknown mixtures of proteins Damaschke describes a meth-
od for concluding a set of causes from an observed set of effects [Dam07]. His
method is based on the computational variant of Monet in its hitting set for-
mulation and may for instance be applied to the task of determining which pro-
teins are present in a mixture of proteins using peptide mass fingerprinting and a
database of mass spectra.

3.4 Computational geometry

Bodies Let A ⊆ R
n be a subset of points in R

n and z be a point in R
n. A body of

A then is a minimal subset X ⊆ A containing z in its convex hull. Generating all
bodies can be shown to be a generalization of the computational variant of Monet

in its transversal hypergraph formulation [KBEG08b]. A related question on the
number of bodies compared to the number of maximal sets that do not have z in
their convex hull is discussed in [CKK02] for the special case of n = 2.

Maximal k-boxes Given an anti-monotone property π and a subset of the max-
imal elements of some vector space satisfying π, the problem of computing a new
maximal element or state that the given set contains all of the maximal elements
can be used to compute maximal k-boxes. Such k-boxes are useful in several
data mining scenarios as well as in computational geometry. Solving the maximal
vector problem can be shown to be equivalent to the computational variant of
Monet in an independent vector formulation [KBE+07].
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3.5 Computational medicine

Optimal vaccination strategies Given a subset of initially infected individu-
als from a population of individuals and assumptions about disease transmission,
the task of computing inclusion minimal vaccination strategies can be solved us-
ing the computational variant of Monet in its transversal hypergraph formula-
tion [BG07b].

3.6 Cryptography

Attacking anonymity Anonymity protocols are useful to hide peer partners in
communications. In [KP04] an attack on a generic anonymity protocol is used
to identify all the peer partners of one participant. The attack uses the FK-
algorithm B (cf. Section 5.3) for the computational variant of Monet in its hitting
set formulation.

3.7 Databases

Armstrong relations A relational schema R consists of a set U of attributes and
a set F of functional dependencies between the attributes. The closure F+ of F
contains all dependencies that follow from F . We say that a relational instance r
over U is an Armstrong relation for R iff the functional dependencies holding in r
are exactly the functional dependencies in F+. Armstrong relations are especially
useful in database design as they show, on the instance level, which functional
dependencies hold and provide this information in a human-readable format to a
database designer. There is a close relationship of computing Armstrong relations
to Monet-like problems [DT95, GL90, KMR99, MR86]. Computing an Arm-
strong relation for a given set of functional dependencies in so-called Boyce-Codd
Normal Form (BCNF), where all the left hand sides of the functional dependencies
are keys, can be shown to be equivalent to the computational variant of Monet

in its hypergraph saturation (cf. the corresponding paragraph in Section 3.12)
formulation [EG91, EG95].

Identify keys Keys play an important role in databases as they minimally iden-
tify tuples stored in the relations. Identification of whether a given relation is in
a desirable normal form for relations can often be done knowing all the keys for
the relation, e. g., deciding if it is in BCNF. Again the problem of finding keys
is, just like identifying Armstrong relations, strongly related to Monet [Dem80,
DT87, DT99, GMS97, Thi86, TS05] and the decision problem—given a relation
instance and a set of keys for it, decide if there is another key—can be shown to
be equivalent to the complement of Monet in its hypergraph saturation formu-
lation [EG91, EG95].
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Inclusion dependencies Inclusion dependencies are a generalization of foreign
keys in the relational model. They convey data semantics in an interrelational
manner, e. g., describing the fact that all values of some attributes in one relation
are a subset of the values of some attributes of another relation. Computing such
inclusion dependencies can be done using the computational variant of Monet in
the transversal hypergraph formulation [MP03].

Inferring functional dependencies The problem of inferring functional depen-
dencies from a given relation instance is equivalent to generating Armstrong
relations as it is just the opposite problem. Thus, it also has many applica-
tions in database design and is strongly related to Monet [DT95, GL90, Got04,
IKM99, IKM03, KM95, Koe05, Koe08, LPL00, MR86, MR87, MR92a, MR92b,
MR94, WGR01]. The decision version—given relation instance r and a set F of
functional dependencies in BCNF, decide if the functional dependencies holding
in r equal F+—is equivalent to Monet in its hypergraph saturation formula-
tion [EG91, EG95].

Query processing If a query to a database fails, the user might gain more infor-
mation by not just getting the empty set as an answer but having some information
about what causes the query to fail. An appropriate method to solve this issue
is to look for minimally failing subqueries of the original queries. This problem
then turns out to be solvable by using the computational variant of Monet in
the transversal hypergraph formulation [God97].

Query rewriting Knowing what causes a query to fail in the sense of computing
the minimally failing subqueries (discussed in the previous paragraph) also helps
in rewriting the query [God97].

Another technique for rewriting queries based on database views also is equiva-
lent to the computational variant of Monet in its transversal hypergraph formu-
lation [JBPT06].

Reducts in rough sets Rough sets theory aims at approximating concepts from
data. An important tool are reducts that can be informally described as subsets
of attributes in a data base that do not introduce additional inconsistencies in
the data. They can therefore be used to detect redundant attributes and thus to
achieve reduction in the number of attributes. As shown by Popova, reducts can
be derived as transversals from a special matrix associated with the data [Pop04].
Thus, computing reducts is equivalent to the computational variant of Monet

in its transversal hypergraph formulation. Another possibility of showing the
equivalence is via difference functions as described in [Jär00].

View update Views are an important means of presenting data from databases
to users. In case of database updates also views have to be updated. This can
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be managed using the computational variant of Monet in its hitting set formu-
lation [AB00, Tom88].

3.8 Data mining

Association rules Association rules in databases are statements of the form
“if item x is present in a tuple than in 95% of the tuples also y is present”
and, thus, are very important for different data mining tasks. A crucial step
in mining association rules is computing frequent and infrequent sets [AMS+96,
AIP04] and as this task is equivalent to the computational Monet variant (see the
corresponding paragraph on frequent item sets below), also association rule mining
is strongly related to Monet. Even more general rules than just association rules
can be found using frequent sets where again Monet techniques apply [MT96a,
RC06].

Closed itemsets The closure of an itemset I is the set of all items that appear
together with I in all tuples of a database. Closed itemsets are itemsets that
equal their closure; the minimal itemsets whose closure equals an itemset Z are
the generators of Z. Association rules where the left hand side is the generator of
the right hand side are especially interesting. Minimal generators of closed item-
sets are computable using the computational variant of Monet in its transversal
hypergraph formulation [BG07a, Gar06, PT02].

Coloring data clusterings To usefully visualize information gained by different
clustering results in data mining applications, one approach is to attribute colors
to the clusters in a way that similar clusters get the same color. The authors
of [DCS06] describe a method of color assignment based on the computational
variant of Monet in its transversal hypergraph formulation.

Dualization of discrete functions Discrete functions are an important means
for analyzing multi-attribute data sets. Bioch shows that for dualizing positive
discrete functions techniques for solving the computational variant of Monet in
its dualization formulation (cf. the corresponding paragraph in Section 3.14) can
be applied [Bio98].

Emerging patterns Given two data sets, emerging patterns are those itemsets
whose support (the number of occurrences in the data sets) differs substantially
between the given data sets. Emerging patterns are useful for, e. g., classification.
Computing emerging patterns can be done applying the computational variant of
Monet in its transversal hypergraph formulation [BMR03, DL05, Man04, RB03,
RF07]
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Extracting semantics from data cubes The cube lattice framework is a search
space for multidimensional data mining. One way of extracting semantics from
cube lattices is that of cube transversals that turn out to be a special case of
hypergraph transversals [CCL03]. Hence, techniques for the computational vari-
ant of Monet in its transversal hypergraph formulation are applicable to the
computation of cube transversals.

Formal concept analysis Concept lattices are complete lattices generated by
closure operators (cf. the above paragraph on closed itemsets). They play a role
in knowledge discovery as a whole [PT02], especially in mining causal dependen-
cies [Pfa06], and generating rule based world-views from data given in a relational
database [Pfa07]. Due to its relation to closed sets also formal concept analysis
can benefit from Monet solving approaches.

Frequent itemsets Given a binary matrix M , a subset C of its columns is called
t-frequent if at least t rows of M only contain non-zero entries in the C-columns.
Otherwise, C is t-infrequent. Of special interest are the maximal t-frequent and the
minimal t-infrequent subsets. Computing both, the maximal t-frequent and the
minimal t-infrequent subsets is equivalent to the computational variant of Monet

in its transversal hypergraph formulation [BGKM03]. As the notion of frequent
sets can be easily extended to arbitrary databases, Monet solving techniques
are very important for computing frequent and infrequent itemsets in data min-
ing [Afr06, Bay98, FMP04, GKM+03, GKMT97, GMS97, Got04, KISI00, Man05,
Mis02, MT98, STT98, SU03, Toi96a, Toi96b].

A generalization of maximal frequent sets to so-called intervals can also be
shown to be solvable using Monet techniques [Elb06a].

Interesting sentences A generalization of frequent sets are interesting itemsets,
where there is some interestingness predicate instead of just frequency. The most
important interesting itemsets are the maximal interesting itemsets. Computing
these maximal interesting sets can be managed using algorithms for the com-
putational variant of Monet in its transversal hypergraph formulation [MFP04,
MT96b]. Actually, the problems can be shown to be equivalent [GKMT97, MT97].

Sequential patterns Sequential pattern mining can be seen as a way of general-
izing association rules. An example is to derive rules like “50% of the customers
that buy a bike and biking clothes, then buy clipless pedals and appropriate biking
shoes, then buy a GPS, then buy . . . ” that cannot be gained using association
rule mining. An ordered list of itemsets forms a sequence. All the transactions
performed by a customer form this customer’s customer sequence. A customer
supports a sequence iff this sequence appears as a subsequence in his customer
sequence. The problem of mining sequential patterns is the problem of finding all
the maximal sequences that have at least a given support. Thus, this problem
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is similar to mining frequent itemsets. And not too surprisingly, it can also be
solved using the computational variant of Monet in its transversal hypergraph
formulation [Li06, LLT07].

3.9 Distributed systems

Synchronization Synchronizing a distributed system without guaranteed com-
munication is an important task that can be solved by mutual exclusion. A
key concept to realize mutual exclusion is that of coteries, which are families
of incomparable subsets such that every pair of contained subsets has at least
one element in common. In case of distributed systems, the subsets are sub-
sets of nodes of the system or, in case of distributed databases, sites of the
database. Very desirable in this setting are so-called non-dominated coteries,
for which no other coterie exists such that each set is contained in some set of
the other coterie. Deciding whether a coterie is non-dominated is equivalent to
Monet in its self-transversality/self-duality formulation (cf. the corresponding
paragraphs in Sections 3.12 and 3.14) and so there is a rich field of applications
of Monet [BI95b, BI95c, EG95, GB85, HY05, IK93, JPY88, MK01].

3.10 E-commerce

Best cover The problem of, given a concept description and an allowed termi-
nology, rewrite the concept using only names from the allowed terminology, is
known as the best cover problem. It has rich applications in e-commerce and can
be solved using the computational variant of Monet in its transversal hypergraph
formulation [BHL+05, HLRT02a, HLRT02b, HLRT03].

Query rewriting in e-catalogs E-catalogs are an important source of informa-
tion in the web. Querying them may result in a failure, as it may in the case of
“real” databases (cf. the corresponding paragraph in Section 3.7) and again the
problem of rewriting the query can be shown to be equivalent to the computational
variant of Monet in its transversal hypergraph formulation [BHP+06, BHRT03].

Web service discovery A very important task in the field of web services is to
automatically find services that fit user specific interestingness constraints. As
this problem is very similar to set-covering in a constrained form, approaches for
solving Monet in its transversal hypergraph generation formulation are applica-
ble [Sir04, ZB06].
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3.11 Game theory

Nash equilibrium Computing so-called NE-theorems and NE-examples in bi-
matrix games is equivalent to deciding whether the game has a Nash equilib-
rium. Computing NE-theorems and NE-examples can be shown to be equivalent
to the computational variant of Monet in its transversal hypergraph formula-
tion [BEG+08].

Nash solvability Given two player’s strategies and the possible outcomes, a game
form is a mapping of the cross-product of the strategies to the outcomes. Thus,
a game form can be seen as game without specified payoffs. Nash solvability of a
game form is equivalent to its tightness (see paragraph below) and thus is equiv-
alent to Monet in its duality (cf. the corresponding paragraph in Section 3.14)
formulation [BGM07, Gur75, Gur88].

Tight game forms A game form can be associated to two DNFs that represent
the mapping of the two player’s possible strategies to the outcomes of the game.
A game form is called tight iff these two DNFs are dual and thus deciding tight-
ness is equivalent to Monet in its duality (cf. the corresponding paragraph in
Section 3.14) formulation [BGM07, Gur75, Gur88]

3.12 Graph theory

2-colorable intersecting hypergraphs A hypergraph k-coloring is an assign-
ment of one of k colors to each vertex such that no edge consists of vertices all
having the same color (this means that the sets consisting of vertices having the
same color are independent). As for 2-coloring, we obviously have to concentrate
on hypergraphs having no singleton edges. 2-coloring a simple, intersecting hy-
pergraph (no disjoint edges) can be shown to be equivalent to the complement of
Monet in its self-transversality (see paragraph below) formulation [EG95].

Bicritical clutters Clutter is just another name for a simple hypergraph. A
clutter H is bicritical iff for every edge e of H, the clutter consisting of the edges
of H disjoint from e, can be colored with two colors less than H. It can be
shown that deciding whether a non-trivial bicritical clutter has chromatic number
3 is equivalent to Monet in its self-transversality (see paragraph below) formu-
lation [Ben99].

Convex generators A convexity space for a set V is a pair (V, C) where C is a
family of subsets of V . For a subset A ⊆ V the convex hull of A with respect to
(V, C) is the intersection of all sets in C that contain A. A convex generator of
a graph G = (V,E) is a minimal subset of V such that its convex hull is V . It
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can be shown that findind the convex generators of a graph is equivalent to the
computational variant of Monet in its transversal hypergraph formulation [JD00].

Independent sets A subset of vertices is independent in a hypergraph iff it does
not contain an edge. Thus, independent sets are the complements of transversals
and, hence, computing all the maximal independent sets of a hypergraph is equiv-
alent to Monet in its transversal hypergraph formulation [BEGK00, BEGK04,
JPY88, LLK80, MP97].

Minimal contrast subgraphs Given two collections of graphs, a contrast sub-
graph is a subgraph appearing in one collection but not in the other. Especially
interesting are the minimal contrast subgraphs. Finding them has applications in
graph classification and the like and can be solved using the computational variant
of Monet in its transversal hypergraph formulation [TB06].

Multiple and partial transversals Multiple and partial transversals are gener-
alizations of transversals. As for multiple transversals, we assign weights to the
edges and to hit an edge of weight b a multiple transversal has to contain at least
b vertices of that edge. As for partial transversals, we have a threshold k given
for a hypergraph and “transversals” are allowed to have an empty intersection
with at most k edges. The problems of computing all minimal multiple/partial
transversals are equivalent to the computational variant of Monet in its transver-
sal hypergraph formulation [BGKM01].

Saturation A hypergraph H is saturated iff every vertex subset is contained in
or contains some edge of H. As for simple hypergraphs, it can be shown that
testing saturation is equivalent to Monet in its transversal hypergraph formula-
tion [BI95a, EG95].

Self-transversality A hypergraph is self-transversal or strange iff H = Tr(H).
Testing whether a hypergraph is self-transversal is equivalent to Monet in its
transversal hypergraph formulation [EG95, Sey74].

Spanning subgraphs A graph G is k-vertex connected iff every subgraph of G
obtained by removing at most k−1 vertices is connected (there exist paths between
any two vertices). A subgraph of G is spanning iff it has the same vertex set as
G. Given a graph G, generating all its minimal k-vertex connected spanning
subgraphs can be managed using techniques solving an easy class (cf. Chapter 4)
of Monet in its transversal hypergraph formulation [BBE+07, Bor06].

Total dominating sets Given a graph G, a total dominating set is a subset D of
vertices such that each vertex in G has at least one neighbor in D. Constructing a
hypergraph H from G containing as edges the neighborhoods of the vertices in G
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every minimal transversal of H is a minimal total dominating set of G. Thus com-
puting all minimal total dominating sets can be managed using the computational
variant of Monet in its transversal hypergraph formulation [TY07].

Two-layer planarization A graph is bipartite iff its vertex set can be partitioned
into two parts such that there are no edges between vertices from the same part. A
bipartite graph is biplanar if its vertices can be placed on two parallel lines such
that no edges cross if drawn straight. The problem of two-layer planarization
asks whether a given graph can be biplanarized by deleting k edges. Techniques
that can be seen to use the computational variant of Monet in its hitting set
formulation can solve two-layer planarization [DFH+01, Fer05b].

Weighted transversals Weighted transversals generalize partial and multiple
transversals. Given non-negative weight and threshold vectors for each edge, a
weighted transversal is a minimal vertex subset that intersects every edge except
for a sub-family of total weight not exceeding the given threshold. Generating all
weighted transversals is equivalent to the computational variant of Monet in its
transversal hypergraph formulation [BGKM04].

3.13 Lattice theory

Implicational basis of lattices Computing a minimum implicational basis of a
lattice that is given by the poset of its irreducible elements can be shown to be
equivalent to the computational variant of Monet in its database formulation
of computing functional dependencies [CM03, JN06]. The key idea is that the
implicational basis then forms a functional dependency cover. There exist several
restrictions where the basis computation can be done in output-polynomial time,
namely locally distributive lattices [Duq91], ∧-semidistributive lattices [JN06],
and modular lattices [Wil00].

Independent elements in products of lattices Given the product L of n lat-
tices, a set A in this product, and a partial list of maximal independent elements
of A in L, the task is to either find a new maximal independent element of A or
to decide that there is none. This problem is a generalization of Monet in its
transversal hypergraph formulation [Elb02a] but Monet techniques may also be
useful for appropriate algorithms.

Very similar is the following problem. We are given the product P of n posets,
where the precedence graph of each poset is acyclic and either the in-degree or the
out-degree of each element is bounded. Given a set A ⊆ P, it can be shown that
computing the set of maximal independent elements ofA in P is a generalization of
the computational variant of Monet in its independent set formulation [Elb02c].
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Bidual Horn extensions A mapping f : {0, 1}n → {0, 1} is said to be a Boolean
function f on n variables. Note that any Boolean function can be expressed by a
Boolean formula and that each vector from {0, 1}n straightforwardly corresponds
to an assignment for any Boolean formula expressing f . The dual f d of a function
f is defined to satisfy A(f d) = A(¬f) for every assignment A. A function f is
bidual Horn iff f and f d are Horn. A partially Boolean function is given by a
disjoint pair (T, F ) of subsets of {0, 1}n that contain vectors where the function
is supposed to be true resp. false. The extension problem for a given partially
defined Boolean function is checking whether it is interpolated by a function f
from a given class of total Boolean functions, and computing a formula for f .
It can be shown that bidual Horn extension is output-polynomial if and only if
the computational variant of Monet in its dualization formulation (see below) is
output-polynomial [EIM99].

Canonical decomposition A monotone function f (which can be expressed by
a monotone formula) is dual-minor iff for all assignments f ’s truth-value is at
most equal to the truth-value of f d. It is self-dual iff f = f d. As for a dual-
minor function, it is interesting to decompose it into a conjunction of monotone
self-dual functions. If all these self-dual functions satisfy special properties, we
have a so-called canonical decomposition. It can be shown that finding canonical
decompositions of positive dual-minor functions is equivalent to Monet in its
duality formulation (see below) [BIM99].

Dualization Given two irredundant, monotone DNFs, decide if they are dual,
is equivalent to Monet [EG02, FK96, Got04]. As follows, the computational
variant—given an irredundant, monotone DNF, compute the dual irredundant,
monotone DNF—, known as dualization, is equivalent to the computational vari-
ant of Monet.

There is also a generalization of this Monet version. Namely dualization of
disguised bidual Horn formulas. A formula is disguised bidual Horn iff it becomes
bidual Horn after renaming some variables. Dualization of disguised bidual Horn
formulas clearly is a generalization of the computational variant of Monet in
its dualization formulation. It can also be managed in output-quasi-polynomial
time [EIM02].

Inner-core and outer-core functions Given sets T and F of a partial function
and an integer k the k-inner-core and k-outer-core functions describe the functions
that are immune against flipping at most k assignments from T to F or vice versa.
For the class of monotone functions, computing the maxterms and the minterms
of inner-core and outer-core-functions in output-polynomial time is equivalent to
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finding an output-polynomial algorithm for the computational variant of Monet

in its dualization formulation [MI99].

Interior and exterior functions The k-neighborhood of an assignment A for a
Boolean function contains all assignments that differ from A in at most k vari-
ables. For a non-negative integer k the k-interior function of a Boolean function
f is defined to be true for each assignment whose k-neighborhood only contains
satisfying assignments of f . Analogously, the k-exterior function is defined to be
true for each assignment whose k-neighborhood contains a satisfying assignment
of f . Given the irredundant DNF of a monotone function f and an integer k, the
problems of computing all min- and maxterms of the k-exterior function of f or all
minterms of the k-interior function of f in output-polynomial time is equivalent to
give a polynomial algorithm for Monet in its duality formulation [MI96, MOI03].

Maximal models Given a CNF consisting only of negative literals, computing
all its maximal models can be shown to be equivalent to the computational variant
of Monet in its transversal hypergraph formulation [KSS00, Sta01].

Proof systems A proof system for a language L is a verifying algorithm V run-
ning in polynomial time and for all x we have x ∈ L iff there is some advice string
p such that V on input x and p accepts. Associated to a proof system V is a
function fV (n), which is defined as the maximum of the minimal advice lengths
for any x ∈ L with |x| = n. A proof system is polynomially bounded iff fV (n) is
polynomial. Associated to the open complexity of Monet in its transversal hyper-
graph formulation is the question of whether or not tree proofs are a polynomially
bounded proof system for the transversal hypergraph language [Pit02].

Satisfiability variants The satisfiability problem can be formulated as the prob-
lem of deciding whether a given CNF is satisfiable. This problem is NP-complete.
There are several restricted variants related to Monet.

IMSAT (intersecting monotone satisfiability) is a satisfiability variant where
each clause of the CNF is restricted to either contain only positive or only negative
literals and each positive clause has an nonempty intersection with each negative
clause. This problem is equivalent to the complement of Monet in its transversal
hypergraph formulation [EG95, EG02, Got04].

Associated with a clause set is its conflict multigraph that has a vertex for each
clause and as many (parallel) edges connecting two vertices as the clauses have
conflicts (variables that appear positive in one and negative in the other clause).
A CNF is bi-hitting iff the conflict multigraph associated to the CNF’s clause
set is a complete bipartite multigraph (where every pair of vertices from different
parts is connected by at least one edge). It can be shown that satisfiability of
bi-hitting clause sets is equivalent to the complement of Monet in its transversal
hypergraph formulation [GK04a].
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NAESPI (not all equal satisfiability with positive literals and intersection) is a
satisfiability variant where the CNF is restricted to be monotone and all clauses
must have a nonempty intersection. But in this case we do not just ask for a sat-
isfying assignment (which would be a trivial task) but for a satisfying assignment
not completely containing any clause. This problem is equivalent to the comple-
ment of Monet in its self-duality (see paragraph below) formulation [GK04b].

Self-duality An irredundant, monotone DNF is self-dual iff it is identical to its
dual irredundant, monotone DNF. It can be shown that deciding self-duality of
an irredundant, monotone DNF is equivalent to Monet [BI95a, Dom97, EG95,
GK04b, GK07, GM08].

Unknown assignment Given subsets T of the minterms and F of the maxterms
of a monotone function f , the problem of finding an unknown assignment that is
not superset of any t ∈ T nor subset of any f ∈ F can be shown to be equivalent
to the computational variant of Monet [BI95a, GK99, MI97].

The corresponding decision version asks for a given partial function whether in
fact it is a total function.

3.15 Machine learning

Classification Finding minimal feature sets that can be used as classification
rule templates and preserve a given classification of objects is an interesting task
in machine learning. In [Vin99b, VØ00b] a method for computing such classi-
fication rules is described that uses the computational variant of Monet in its
hitting set formulation. These techniques can also be applied to rough sets (cf. the
corresponding paragraph in Section 3.8).

Kernel rules The input of a typical machine learning scenario is a training set of
class-labeled examples where examples are described by the assignment of values
to a set of attributes. A partial description is an instantiation of a subset of
attributes. A rule is a partial description such that all examples in the training
set that agree with the partial descriptions’ instantiated variables have the same
class-label. If no subset of a rule also is a rule, we say that it is a kernel rule. It can
be shown that kernel rules can be computed using prime implicant generation and
thus in monotone settings algorithms for the computational variant of Monet are
applicable [Rym94b].

Learning monotone formulas Given an oracle for a monotone formula that
answers questions on formula values, learning the formula’s irredundant, monotone
DNF and CNF is equivalent to the computational variant of Monet [BHIK97,
BI95a, DMP99, GKMT97]. Using other oracles or slighly changing the setting,
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there are many more Monet like problems in the field of learning monotone
formulas [Ang88, BCG+96, BD96, Tor01, TT01, TT02].

3.16 Mathematical programming

Enumerate solutions We are given a system Ax ≥ b of r linear inequalities in n
integer variables, where A is a real r×n-matrix, b is a real r-vector, and 0 ≤ x ≤ c
for some non-negative n-vector c. A vector x is a feasible solution iff Ax ≥ b. The
system is monotone iff for every feasible solution x all y ≥ x are also feasible. The
problem of generating all minimal feasible solutions of a monotone system can be
solved using techniques for the computational variant of Monet in its transversal
hypergraph formulation [KBEG08a]. In case of a binary matrix A and all-ones
vectors b and c even equivalence can be established [BEG+02].

Feasibility The chromatic number of a hypergraph can be computed by a linear
relaxation of an integer program. Determining the feasibility of a certain point in
the polytope associated with this linear program can be shown to be equivalent
to Monet in its self-duality formulation [GM08].

Irreducibly infeasible subsystems Given an infeasible system Ax ≤ b, finding all
minimal infeasible subsystems is the question of computing all subsystems whose
deletion would cause the resulting system to be feasible. This problem can be
shown to be solvable using techniques for the computational variant of Monet in
its transversal hypergraph formulation [Pfe02].

Polyhedral cones Given a family K of polyhedral cones and a vector b in their
sum, computing all the minimal subsets of K whose sum contains b and all the
maximal subsets of K whose sum does not contain b is equivalent to the compu-
tational variant of Monet in its transversal hypergraph formulation [Kha00].

Polyhedron representation The problem of, given a bounded polyhedron P
by a system of linear inequalities P = {x ∈ R

n : Ax ≤ b} and a subset X
of P ’s vertex set, decide whether X is the complete vertex set of P , is known
as the polytope-polyhedron problem. This problem is essential in switching be-
tween polyhedron representation from inequalities to vertices. The polytope-
polyhedron problem is very similar to Monet in its transversal hypergraph formu-
lation [Lov92]. For some (restricted) computational variants—find all polyhedron
vertices—algorithms for the computational variant of Monet in its transversal
hypegraph formulation can be applied [BEGM07].
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Cut-conjunctions Given a binary matroid M on ground set E and a subset
B ⊆ E, generating all maximal sets X ⊆ S \ B that span no element in B can
be shown to be a generalization of the computational variant of Monet in its
transversal hypergraph formulation [KBB+08]. Here, X ⊆ E spans a b ∈ B if
r(X) = r(X ∪ {b}), where r : E → Z

+ is the rank function of M . A special case
of this matroid problem is generating cut-conjunctions in graphs that is finding
egde sets whose deletion causes a set of source-sink pairs to be disconnected.

Independent sets Given matroids M1, . . . ,Mm on a ground set V , computing
all maximal subsets of V that are independent in all the matroids is a special case
of a problem for polymatroid functions that then turns out to be solvable using
Monet techniques.

Let V be a finite set and f be a function mapping subsets of V to natural
numbers. We say that f is monotone if f(X) ≤ f(Y ) for X ⊆ Y ; submodular if
f(X ∪Y )+f(X ∩Y ) ≤ f(X)+f(Y ) holds for all subsets X, Y ⊆ V ; and polyma-
troid if f is monotone, submodular and f(∅) = 0. Given a system fi(X) ≥ ti, i =
1, ..., m of polymatroid inequalities, computing all minimal feasible solutions can
be shown to be solvable using techniques for the computational variant of Monet

in its transversal hypergraph formulation [BEGK02b, BEGK03a, BEGK03b].

Non-spanning subsets For a subset X of the ground set E of a matroid M let
span(X) denote the set of all elements of E spanned by X. Given a matroid M
on E and two nonempty disjoint subsets A,D ⊂ E, the task of computing all
maximal subsets X ⊆ D, such that span(X) ∩ A = ∅, can be shown to be a gen-
eralization of the computational variant of Monet in its transversal hypergraph
formulation [KBE+05].

Spanning and connected subsets A subset X of the ground set E of a matroid
M is said to be connected iff for every pair of distinct elements x, y of X there
is a circuit C of M such that X ⊇ C ⊇ {x, y}. X spans the matroid M if
r(X) = r(E), where r : E → Z

+ is the rank function of M . Given a matroid M ,
the task of enumerating all minimal spanning and connected subsets can be shown
to be a generalization of the computational variant of Monet in its transversal
hypergraph formulation [KBB+06].

3.18 Mobile communication systems

Channel assignment Given a cellular system, cells that are within a certain
range to each other may not use the same channel due to interference problems.
Contrariwise, cells that are sufficiently apart from each other may use the same
channels to reduce used frequencies. The problem of assigning channels to cells
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can be shown to be solvable using the computational variant of Monet in its
independent set formulation [MS94, SS98].

3.19 Reliability theory

Safeguard sensitive data Given a sensitive database, the task of safeguarding it
consists of ensuring its privacy and its longevity. The search for a “best” system
to safeguard sensitive data under certain metrics can be managed involving a step
that uses the computational variant of Monet [MGM06].

3.20 Semantic web

Semantic composition in e-learning Given a repository of lecture subparts and
a user’s request, the problem of personalized learning involves retrieving subparts
that match the user’s query. Solving this problem involves computing concept
coverings that are closely related to the notion of best covers (cf. the corresponding
paragraph in Section 3.10). And again, computing concept covers can be managed
using an algorithm for the computational variant of Monet in its transversal
hypergraph formulation [KLM07].

3.21 Software engineering

Debugging UML diagrams UML is the standard modeling language in software
engineering. In debugging UML diagrams important tasks are automated contra-
diction detection and repair. As for computing minimal sets of changes in UML
diagrams in order to remove contradictions, an algorithm for the computational
variant of Monet in its hitting set formulation can be used [SKU06].

Revising specifications In software projects the development of code is based
on specifications that state how the final programs should operate. Such speci-
fications are not static as customers may change their mind during the project.
Whenever a new specification is added to the current specification and causes
conflicts, these conflicts have to be resolved. The task of enumerating minimally
revised specifications can be shown to be solvable using an algorithm for the com-
putational variant of Monet in its hitting set formulation [SU05].

3.22 Topology

Homology groups A simplicial complex (V,Δ) can be seen as a special type of
hypergraph with the property that when e ∈ Δ is an edge, then so are all of e’s
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subsets. Edges are called faces in this setting. It can be shown that comput-
ing homology groups of finite simplicial complexes from their duals is equivalent
to the computational variant of Monet in its transversal hypergraph formula-
tion [DHSW03].

Non-faces The non-faces of a simplicial complex are subsets of vertices not
contained in Δ. For special simplicial complexes, namely so-called shellable sim-
plicial complexes, computing all minimal non-faces can be solved using methods
for an easy class of the computational variant of Monet in its dualization formu-
lation [BCE+00, Pfe02].

3.23 XML

XML functional dependencies Just like in case of relational databases, func-
tional dependencies can also be defined for XML. As such XML functional depen-
dencies are closely related to relational functional dependencies, computing XML
functional dependencies can be solved using algorithms for the computational
variant of Monet in its transversal hypergraph formulation [Tri08].
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Chapter 4

Easy Classes

In this chapter we examine easy classes of Monet. These are restrictions of the
input DNF that allow for polynomial time algorithms solving respective Monet

instances. We focus on restrictions of the DNF only as they can be easily trans-
formed to restrictions of the CNF by exchanging the connectives ∧ and ∨ and
thus a role change of the formulas. The study of easy classes is an important
branch of research concerning Monet. One obvious reason is that it allows spe-
cific classes to be solved faster than with any known algorithm for the general
problem. Thereby, the easy classes reveal information about the really hard parts
of the problem. Another reason why easy classes are interesting is the question for
hardness or lower bounds for the problem Monet itself. Unfortunately, no such
results are known yet. But a first step in this direction is a thorough analysis of
the resources needed to solve even easy classes.

Our intention is twofold. First, of course, we want to demonstrate the wide
range of polynomial solvable subclasses of Monet. Our second goal then is to
examine the question of how easy the easy classes really are. All that is known
so far are polynomial time bounds for all the easy classes as this was sufficient to
prove their “easiness.” But there are no known lower bounds (not even logarithmic
space). This situation is not satisfying in the course of hardness analysis of the
easy classes or Monet itself.

We show that some of the easy classes are “easier” than expected, as we will
show them to be solvable with logarithmic space only, improving the previously
known polynomial time bounds.

The discussed restrictions can be divided into two groups. The first group
comprises restrictions on the size of the DNF in the broader sense, like the number
of monomials or their size. The second group contains rather structural restrictions
of the DNF, like being regular, aligned or 2-monotonic.

The chapter is organized as follows. In Section 4.1 we examine restrictions
on the size of the DNF, whereas Section 4.2 is dedicated to the more structural
restrictions. Some concluding remarks follow in Section 4.3.
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4.1 Restrictions on the size of the DNF

In this section we examine restrictions of the DNF ϕ of a Monet-instance (ϕ, ψ)
that concern the size of ϕ in a broad sense.

4.1.1 The DNF contains only a constant number of monomials

First, we restrict the DNF to contain only a constant number of monomials. The
corresponding restricted Monet version is Monetcnm (Monet with a constant
number of monomials).

Monetcnm: instance: irredundant, monotone ϕ in DNF and ψ in CNF,
where ϕ contains only c monomials for constant c

question: are ϕ and ψ equivalent?

Monetcnm is known to be decidable in polynomial time O(nc) [EG91]. We
improve this bound to logarithmic space.

Theorem 4.1.1. Monetcnm is decidable in logarithmic space.

Proof. Let (ϕ, ψ) be a Monet-instance of size n and V = {x1, x2, . . . , x|V |} be its
variable set. We describe the work of an appropriate machine.

Note that checking whether ϕ contains only a constant number of monomials re-
quires only logarithmic space as monomial counting suffices. Let c be the constant
bounding the number of monomials of ϕ.

The machine now has to perform the equivalence test of ϕ and ψ. It systemati-
cally generates candidates for clauses of a CNF equivalent to ϕ (the first candidate
consists of the first variables from each monomial; the second candidate consists
of the second variable from the last monomial and the first variables from all the
other monomials; [. . . ]; the last candidate consists of the last variables from all
monomials). There are at most |V |c possible candidates and the machine counts
the already tested ones. This counter is logarithmic in n. By counting the already
tested candidates the machine knows which is the next candidate because of the
systematic generation. Since a candidate consists of at most c variables and since
an index of one variable has size log |V |, the machine could write down the in-
dices of the variables forming the current candidate in space ≤ c log |V | which is
clearly logarithmic in n. For each such candidate the machine checks whether it
is a maxterm of ϕ using Algorithm 2 as a subprocedure. For candidates that are
maxterms, the machine has to ensure that they are included in ψ, since otherwise
ϕ and ψ cannot be equivalent. This is done using Algorithm 4 from Lemma 2.5.7
as a subprocedure.

If all candidates, that are maxterms, can be verified to be contained in ψ, the
machine tests for each clause of ψ (systematically one after the other) if it is a
maxterm of ϕ using Algorithm 2 where a pointer gives the current clause to ensure
that clauses have not to be copied to be compared. If a clause is found that is not
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4.1 Restrictions on the size of the DNF

a maxterm of ϕ, then (ϕ, ψ) �∈ Monetcnm with this clause as a counter-example.
Otherwise, the machine can conclude (ϕ, ψ) ∈ Monetcnm.

4.1.2 The DNF contains only monomials of constant size

In this section we restrict the DNF to be a k-DNF, that is to contain only mono-
mials of size at most k for a constant k. The corresponding restricted Monet

version is Monetcupp (Monet with a constant upper bound for the monomial
size).

Monetcupp: instance: irredundant, monotone Boolean formulas ϕ in k-
DNF, for a constant k, and ψ in CNF

question: are ϕ and ψ equivalent?

Monetcupp is known to be solvable in polynomial time O(nk+1) [BGH98, DK88,
EG95, EGM03, Elb02b, JPY88, MP97], it is even placed in RNC [BEGK00]. Note
that RNC contains NL and thus L. If k = 2, which corresponds to the case that
the hypergraph associated to the DNF in fact is a graph, there are some good old
(and new) polynomial time results [Epp05, JPY88, LLK80, TIAS77]. We improve
these results by showing that Monetcupp can be decided in logarithmic space.

Therefore, we use the following property of transversal hypergraphs originally
proven in [EG95] (part of Theorem 5.2 there). Note that we only changed notation
to better fit in the Monet setting (remember that Monetcupp is equivalent to the
problem TransHyp with bounded edge-size where ϕ and ψ have to be transversal
hypergraphs of each other).

Lemma 4.1.2 ([EG95]). Let ϕ in k-DNF with the set of monomials Mϕ and ψ in
CNF with the set of clauses Cψ be two irredundant, monotone Boolean formulas.
If k ≥ 2, then:

(ϕ, ψ) ∈ Monetcupp ⇐⇒ Cψ ⊆ Tr(Mϕ) ∧ E1 ∧E2, (4.1)

with

E1 ≡ ¬∃m ⊆ V, |m| ≤ k : m ∈ Tr(Cψ) ∧m �∈Mϕ,

E2 ≡ ¬∃C ′
ψ ⊆ Cψ, |C ′

ψ| = k + 1 : ∀c ∈ Cψ : c �⊆ {x ∈ V : d(x, C ′
ψ) > 1},

where d(x, C ′
ψ) denotes the number of sets in C ′

ψ that contain the variable x.

With Lemma 4.1.2 at hand we are now ready to tighten the complexity bound
for Monetcupp.

Theorem 4.1.3. Monetcupp is decidable in logarithmic space.
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Proof. Let n be the size of the Monetcupp instance (ϕ, ψ). We assume that every
monomial of ϕ has size at most k for a constant k. An appropriate machine is able
to determine this k by counting in logarithmic space. We will show that the right
hand side of (4.1) can be verified in logarithmic space. Therefore, we describe the
work of an appropriate machine T . The machine uses the logspace procedures
isIn from Lemma 2.5.7 and Algorithm 2 from Lemma 2.5.5 as subroutines. Note
that procedure calls can be space-efficiently simulated by using pointers to cells
on input or working tapes of T , where parameters needed for the procedure call
start.

Cψ ⊆ Tr(Mϕ): T calls the maxterm test (Algorithm 2) systematically for ϕ
and every clause in Cψ. To know which clause is currently tested, T counts the
number of tested clauses. This counter can be managed in logarithmic space in
the size of Cψ.

E1: Every constant-sized m has to be checked. To do this, T systematically gen-
erates the candidates. To know which candidate is the actual candidate, T counts
the number of already checked candidates. The number of possible candidates is
bounded by 1 +

(
n
1

)
+

(
n
2

)
+ . . .+

(
n
k

)
= O(nk). Hence the counter needs k · log(n)

bits. Because of the constant size of m, the machine T can write down the whole
current candidate. For every candidate m a procedure analogous to Algorithm 2
from Lemma 2.5.5 answers the question whether m is a prime implicant of ψ. If
the answer is Yes, then T calls isIn (Algorithm 4) to know whether m is in ϕ.
Altogether, E1 can be verified in logarithmic space.

E2: Only a constant number of clauses form the current candidate set for the
E2-test. By systematically generating the candidate sets, T is able to know the
monomials that form the current candidate by counting the candidates. The
counter must count to

(
n

k+1

)
= O(nk+1), hence, logarithmic space suffices. Because

of the constant size of the candidates C ′
ψ, the machine T can manage pointers to

each clause in the current candidate set C ′
ψ on some working tape. Hence, using

isIn (Algorithm 4), T is able to check, for every variable in every clause, if the
variable is contained in more than one element of C ′

ψ.

Altogether, logarithmic space suffices to decide Monetcupp.

4.1.3 The DNF contains only very large monomials

In this section we restrict the DNF with variable set V to contain only monomials
of size at least |V | − c for a constant c. The corresponding restricted Monet

version is Monetclow (Monet with a “constant” lower bound for the monomial
size).

Monetclow: instance: irredundant, monotone ϕ in DNF and ψ in CNF
with variable set V , where monomials in ϕ have
size at least |V | − c for a constant c

question: are ϕ and ψ equivalent?
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Monetclow is known to be decidable in polynomial time O(nc+1) [BGH98,
EG95]. We improve this bound to logarithmic space. First, we need some tech-
nical definitions. The complement V ′ of a subset V ′ of V and the complement F
of a family F of subsets of V are defined as V ′ = V \ V ′ and F = {F : F ∈ F}.
For an irredundant, monotone DNF ϕ with the set Mϕ of monomials we define
the operator τ as τ(Mϕ) = {m \ {x} : m ∈Mϕ, x ∈ m}. The following important
fact is due to Eiter and Gottlob [EG95].

Proposition 4.1.4 ([EG95]). Let ϕ be an irredundant, monotone DNF with the
set Mϕ of monomials. Every clause of the irredundant, monotone CNF ψ equiva-

lent to ϕ is contained in τ(Mϕ).

With Proposition 4.1.4 at hand, we can give an algorithm deciding Monetclow

in logarithmic space.

Theorem 4.1.5. Monetclow is decidable in logarithmic space.

Proof. Let n be the size of the Monetclow-instance (ϕ, ψ) and Mϕ be the set
of monomials of ϕ. Whether (ϕ, ψ) is a Monetclow-instance can be tested in
logarithmic space. Counting the variables in each monomial of ϕ suffices and the
counter clearly stays logarithmic in n. Let the lower bound for the monomial size
be |V | − c for constant c.

It remains to check the equivalence of ϕ and ψ. From Proposition 4.1.4 it follows
that the only candidates for clauses of a CNF equivalent to ϕ are contained in
τ(Mϕ). The machine performs a candidate generation and check procedure very
analogous to the one from the proof of Theorem 4.1.1. Each candidate arises from
a monomial and includes all variables that are not included in the monomial plus
one variable from the monomial. Hence, the candidate size is bounded by c + 1.
Each such candidate can be written down on an extra tape due to the constant
size. For each candidate the machine works like the one from Theorem 4.1.1
and checks whether they are maxterms and contained in ψ. To know the next
candidate, the machine systematically generates them and counts the number of
already generated candidates. It starts by generating all candidates from the first
monomial m1 of ϕ. The first candidate is the set of all variables not contained in
m1 and the first variable from m1. The second candidate is the set of all variables
not contained in m1 and the second variable from m1, etc. After finishing the
generation of all candidates from the first monomial, the machine generates all
candidates from the second monomial in the same way. After that, all candidates
from the third monomial, etc. Altogether, there are at most |V | · |Mϕ| many
candidates. Hence, the counter stays logarithmic in n. If a candidate, that is
a maxterm of ϕ, cannot be found in ψ, the machine rejects. After finishing the
candidate generation, the machine has to test for all clauses of ψ whether they
are maxterms of ϕ like the machine in the proof of Theorem 4.1.1 does.
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4.1.4 Polynomial time size restrictions

Besides the logspace solvable classes from the previous sections, there are also size
restrictions for which the best known algorithms are polynomial and thus better
than for arbitrary Monet instances.

Logarithmic number of variables Suppose that a Monet instance (ϕ, ψ) of
size n only contains O(logn) variables. Note that then the number of assignments
for (ϕ, ψ) is bounded by a polynomial in n and thus a brute-force test checking
A(ϕ) = A(ψ) for every possible assignment A is polynomial in the input size.

Logarithmic “lower” bound on monomial size This class is a generalization
of the problem Monetclow, where the k in the Monetclow definition now is al-
lowed to be logarithmic. Using an Apriori approach (cf. Sections 5.2 or 7.4),
this class (in the transversal hypergraph setting) can be solved in polynomial
time [GKM+03, GKMT97]. Note that our parameterized result for the unions of
hypergraph transversals (cf. Section 7.4) further generalizes this class.

Logarithmic number of monomials This class is a generalization of Monetcnm

where we now allow not only a constant but a logarithmic number of monomials.
It can be shown to be solvable in polynomial time [Dom97, Mak03].

4.2 Structural restrictions on the DNF

Having examined the size restrictions, we now address more structural restric-
tions. We focus on Monet-instances with a DNF ϕ that is regular, aligned, or
2-monotonic. For all three classes polynomial time algorithms are known [BS87,
Bor94, BHIK97]. We improve the resource bounds by giving logarithmic space
algorithms.

4.2.1 The DNF is regular

Definition 4.2.1 (Regular). A formula α with the set V = {x1, . . . , x|V |} of
variables is regular, if for every pair of variable indices i < j and every assignment
A with xi �∈ A and xj ∈ A it holds that A(α) ≤ A′(α), where A′ = (A\{xj})∪{xi}.
Example 4.2.2. As an example consider the regular DNF

ϕ = (x1 ∧ x2) ∨ (x1 ∧ x3) ∨ (x1 ∧ x4 ∧ x5) ∨ (x2 ∧ x3 ∧ x4).

In this section, we examine the following special class of Monet.

Monetreg: instance: irredundant, monotone formulas ϕ in DNF and ψ
in CNF with variable set V , where ϕ is regular

question: are ϕ and ψ equivalent?
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Algorithm 5 The regularity test

Input: irredundant, monotone DNF ϕ
Output: Yes, if ϕ is regular, and No, otherwise

1: for all monomials mi do
2: for all variables xj ∈ V do
3: if xj �∈ mi and xj+1 ∈ mi then
4: A ← (mi \ {xj+1}) ∪ {xj}
5: if A(ϕ) = 0 then
6: output No and stop

7: output Yes

Regularity testing of ϕ can be managed in logarithmic space. We use the
following observation due to Muroga.

Proposition 4.2.3 ([Mur71]). Let V = {x1, . . . , x|V |} be the variable set of a
monotone formula α. Then α is regular if and only if for all prime implicants m
of α and all variables xi �∈ m and xi+1 ∈ m the assignment (m \ {xi+1}) ∪ {xi}
satisfies α.

Lemma 4.2.4. The regularity test for an irredundant, monotone DNF ϕ can be
implemented to run in logarithmic space.

Proof. Note that the irredundant, monotone DNF ϕ already consists of all prime
implicants of ϕ. Let V = {x1, . . . , x|V |} be the variable set of ϕ and let Mϕ =
{m1, . . . , m|Mϕ|} be the set of ϕ’s monomials (prime implicants). A regularity
test for irredundant, monotone DNFs is given in Algorithm 5. The correctness
of Algorithm 5 is straightforward as the algorithm implements the test of the
property stated in Proposition 4.2.3. We have to analyze the space requirement.

Both for-loops can manage counters that contain the number of the currently
tested monomial and the index of the current variable to know which are the
current monomial and variable. Such counters stay logarithmic in the input size.

The two containedness tests of the first if in line 3 require only one additional
counter to store the index j+1. This counter is logarithmic in the input size. The
containedness tests just have to search the indices j and j+1 in mi. They need no
additional storage other than the two logarithmic counters of the for-loops and the
logarithmic index j + 1 to know the current monomial and the current variables.
The second if in line 5 is answered by a subprocedure for evaluating a DNF under
a given assignment. Therefore, the machine gives the indices i, j and j + 1 to the
DNF evaluation procedure from Lemma 2.5.6 that then knows the assignment to
be tested. As the evaluation is logspace, this procedure call does not increase the
resource requirements.

It is known that Monetreg is decidable in polynomial time [BS87, Cra87,
HPP79, MI98, PS85, PS94], the best bound being quadratic. We show that al-
ready logarithmic space suffices.
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Theorem 4.2.5. Monetreg is decidable in logarithmic space.

Proof. Let n be the size of the instance (ϕ, ψ) and V = {x1, . . . , x|V |} be the set
of variables.

As for the equivalence test, we slightly adapt the procedure RSC of Bertolazzi
and Sassano [BS87]. RSC computes all the maxterms of a given regular, irre-
dundant, monotone DNF ϕ. Bertolazzi and Sassano have found the following
coherence between a regular DNF and its maxterms. For each monomial m of ϕ
and every variable xj ∈ m, j > l for some value l, the set Fj(m) ∪ {xj} is a max-
term of ϕ. Thereby, l is the smallest index of a variable contained in monomial m
of ϕ but not in the lexicographic predecessor of m; and Fj(m) = {xk �∈ m : k < j}.
Here lexicographic ordering means that the monomials are ordered lexicograph-
ically by their characteristic vectors. The characteristic vector of monomial m
is |V |-dimensional and contains a 1 at position k iff xk ∈ m. Monomial mi is
lexicographically larger than monomial mj , mi >lex mj , if and only if mi’s vector
has a 1 in the first position, where the characteristic vector of mi and mj differ.

The above property for the maxterms of ϕ is used in lines 5 and 6 of our
equivalence test given as Algorithm 6. It computes the maxterms of ϕ, one after
the other, and checks whether they are contained in ψ. Afterwards we have to
check whether each clause of the given CNF ψ really is a maxterm of ϕ.

RSC precomputes a lexicographic ordering of the monomials and an |M |-di-
mensional vector γ containing the smallest variable indices that distinguish lexi-
cographically adjacent monomials. Our algorithm does not have enough space to
store such precomputations. Instead, it processes the monomials in the ordering
they are given and computes the index (in the given ordering) of the predecessor in
a lexicographic ordering (function pred, cf. Algorithm 7) every time it is needed.
Analogously, the smallest variable index that distinguishes the current monomial
from its predecessor (function leastDiff, cf. Algorithm 9) is computed every
time it is needed. The listings of pred and leastDiff are given as Algorithms 7
and 9.

We first show that pred runs in logarithmic space. The for-loop can be man-
aged via a logarithmic counter and since p contains monomial indices, it is also
logarithmic. Hence, it is obvious that pred works correctly and in logarithmic
space if leqLex does. The function leqLex is intended to return the index of the
lexicographically smaller of two monomials. We give an appropriate algorithm as
Algorithm 8. The correctness of Algorithm 8 is straightforward and hence, pred
is correct.

The for-loop in Algorithm 8 can be managed via a logarithmic counter. The
“x ∈ m”-tests can also be managed using counters. Hence, leqLex runs in loga-
rithmic space and so does pred.

We now turn to leastDiff given as Algorithm 9. Given two monomials, the
function leastDiff returns the smallest index l of a variable that is contained
in only one of the monomials. The correctness of Algorithm 9 is straightforward.
As for the space requirement, the for-loop requires a logarithmic counter. The
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Algorithm 6 The equivalence test for regular inputs

Input: Monetreg-instance (ϕ, ψ) with the set Mϕ of monomials and the set
Cψ of clauses

1: for all mi ∈Mϕ do
2: p← pred(mi,Mϕ)
3: l ← leastDiff(mi, mp)
4: for all variables xj do
5: if xj ∈ mi and j > l then
6: if Fj(mi) ∪ {xj} �∈ Cψ then
7: reject

8: for all ci ∈ Cψ do
9: if ci is not a maxterm of ϕ then

10: reject

11: accept

Algorithm 7 pred

Input: monomial mi of an irredundant, monotone DNF ϕ with the set Mϕ

of monomials and variable set V
Output: index of the lexicographic predecessor monomial of mi in Mϕ

1: p← i
2: for all mj ∈Mϕ do
3: if leqLex(mi, mj) = j then
4: if leqLex(mj , mp) = p then
5: p← j

6: return p

“x ∈ m”-tests can also be managed using a logarithmic counter.

Correctness of pred and leastDiff implies correctness of Algorithm 6 as RSC
was proven to be correct in [BS87] and our algorithm is just a slight adaption.

We have to examine the space requirement of Algorithm 6. All three for-loops
could manage counters that contain the number of the already tested monomials
in the original ordering, the index of the current variable, or the number of already
tested clauses to know which are the current monomial, variable or clause. Such
counters stay logarithmic in n. Both, p and l, store indices that remain logarithmic
in n.

The “ �∈ Cψ”-tests in line 6 of Algorithm 6 are answered as follows. We have to
avoid writing down Fj(mi)∪{xj} each time as we have to be careful on the space
requirements. But note that instead the machine knows Fj implicitly, given i and
j. Hence, by slightly adapting the isIn procedure from Lemma 2.5.7 we can just
provide pointers in the form of i and j and get the correct answer by a call to this
subprocedure. Each subprocedure call only needs logarithmic space.

The maxterm-test in line 9 of Algorithm 6 is implemented as a subprocedure
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Algorithm 8 leqLex

Input: two monomials mi, mj on variable set V = {x1, . . . , x|V |}
Output: index of the lexicographically smaller monomial

1: for all xk ∈ V in ascending index order do
2: if xk �∈ mj and xk ∈ mi then
3: return j
4: else if xk ∈ mj and xk �∈ mi) then
5: return i
6: return i

Algorithm 9 leastDiff

Input: two monomials mi ≥lex mj of an irredundant, monotone DNF ϕ with
the set Mϕ of monomials and variable set V
Output: smallest index k, such that xk ∈ mi and xk �∈ mj

1: if i = j then
2: return 0
3: for all xk ∈ V in ascending index order do
4: if xk �∈ mj and xk ∈ mi then
5: return k

call as well. Therefore, the index i is given to Algorithm 2 that then can know
the DNF and the clause.

4.2.2 The DNF is aligned

In this section we turn to a generalization of regular formulas.

Definition 4.2.6 (Aligned). Let V = {x1, . . . , x|V |} be the variable set of a
monotone formula α. Then α is aligned, if for all prime implicants m of α
and all variables xi �∈ m with i ≤ maxm = max{j : xj ∈ m} the assignment
(m \ {xmaxm

}) ∪ {xi} also satisfies α.

Every regular formula is aligned (compare Proposition 4.2.3 and the definition
of aligned). But the converse does not hold, as can be seen by the following
example.

Example 4.2.7.

ϕ = (x1) ∨ (x2 ∧ x3) ∨ (x2 ∧ x4) ∨ (x2 ∧ x5) ∨ (x3 ∧ x4) ∨
(x3 ∧ x5 ∧ x6) ∨ (x4 ∧ x5 ∧ x6 ∧ x7) ∨ (x5 ∧ x6 ∧ x7 ∧ x8).

The DNF ϕ is aligned but it is not regular, since for A = ({x5, x6, x7, x8} \ {x7})∪
{x4} we have A(ϕ) = 0.

Hence, aligned formulas are a generalization of regular ones. In this section, we
consider the following special class of Monet.
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Algorithm 10 The alignedness test

Input: irredundant, monotone DNF ϕ with variable set V
Output: Yes, if ϕ is aligned, and No, otherwise

1: for all mi ∈Mϕ do
2: for all xj ∈ V do
3: if xj �∈ mi then
4: A ← (mi \ {xmaxmi

}) ∪ {xj}
5: if A(ϕ) = 0 then
6: output No and stop

7: output Yes

Monetali: instance: irredundant, monotone formulas ϕ in DNF and ψ
in CNF with variable set V , where ϕ is aligned

question: are ϕ and ψ equivalent?

Testing whether ϕ is aligned can be managed in logarithmic space.

Lemma 4.2.8. Whether an irredundant, monotone DNF ϕ is aligned can be de-
cided in logarithmic space.

Proof. We slightly adapt the algorithm of the regularity test given in Lemma 4.2.4,
since we do not have to test all what we have tested there (compare the definition
of an aligned formula with Proposition 4.2.3).

Note that the irredundant, monotone DNF ϕ, that is input for the test, already
consists of all prime implicants of ϕ. Let V = {x1, . . . , x|V |} be the variable set
and Mϕ = {m1, . . . , m|Mϕ|} be the set of monomials (prime implicants) of ϕ. The
largest variable index appearing in a monomial m is denoted by maxm. An al-
gorithm, testing whether ϕ is aligned, is given as Algorithm 10. The correctness
proof of Algorithm 10 is straightforward, since the algorithm just tests the prop-
erty given in the definition of aligned formulas. We have to analyze the space
requirement.

Both for-loops could manage counters that contain the number of the currently
tested monomial and the index of the current variable to know which are the
current monomial and variable. Such counters stay logarithmic in the input size.
The variable index maxmi

can be stored using logarithmic space, too.
The containment test of the if in line 3 just has to search the index j in mi,

which can be done with logarithmic space as described in the proof of Lemma 4.2.4.
Analogously to the regularity testing algorithm, the if in line 5 is answered by a
subprocedure for evaluating a DNF under a given assignment. Therefore, the
machine gives the indices i, j and j + 1 to the DNF evaluation procedure from
Lemma 2.5.6 that then knows the assignment to be tested.

It is known that Monetali is decidable in quadratic time [Bor94]. We show
that logarithmic space suffices.
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Theorem 4.2.9. Monetali is decidable in logarithmic space.

Proof. Let (ϕ, ψ) be a Monet-instance of size n and V = {x1, . . . , x|V |} be its
variable set. As for the equivalence test, we use an approach of Boros [Bor94] but
modify the algorithm to show that it works in logarithmic space.

For an assignment A let maxA denote the largest variable index that is included
in A. An assignment A satisfying a monotone formula α is called leftmost, if for
A′ = A \ {xmaxA

} we have A′(α) = 0. Boros has shown that the irredundant,
monotone DNF of an aligned formula α exactly comprises of all leftmost assign-
ments of ϕ [Bor94]. In the proof, Boros uses a special type of binary decision tree
(BDT) representation of aligned formulas, shows this representation to be poly-
nomial size bounded, and gives a polynomial time algorithm for Monetali based
on the BDT. We will modify his algorithm to achieve a logarithmic space bound.

A binary decision tree (BDT) T is a directed binary tree. The nodes of the tree
have either two or no outgoing edges. The nodes reachable from node v are the
successors of v and together with v they form the subtree T (v). The nodes w �= v
for which v ∈ T (w) are the predecessors of v. There is only one node without
predecessors, the root r. The nodes with two outgoing edges are the inner nodes
of T . The nodes with no outgoing edges are the leaves of T . The leaves of T
have labels 0 (false leaves) or 1 (true leaves) such that there is no inner node v
for which T (v) only contains leaves with the same label. Let L0 (L1) be the set
of all false (true) leaves of T . The set of predecessors of node v forms a directed
path D(v) = {v1 = r, v2, . . . , vd(v) = v}, where d(v) denotes the depth of v (the
distance from the root). Each inner node gets a variable as label. In our case,
the label of node v is xd(v). Let u be an inner node with the outgoing edges
(u, v) and (u, w). We say that v and w are the sons of u and u is their father.
One son is the true son ts(u) and the other the false son fs(u). For the path
D(v) we define the sets true(v) = {xd(vk) : vk+1 = ts(vk), k = 1, . . . , d(v)} and
false(v) = {xd(vk) : vk+1 = fs(vk), k = 1, . . . , d(v)} of nodes appearing as true sons
respectively false sons. Each such BDT T represents a DNF of a Boolean formula
α and its dual in the following way,

α =
∨

v∈L1

∧
xi∈true(v)

xi

∧
xi∈false(v)

¬xi and αd =
∨

v∈L0

∧
xi∈false(v)

xi

∧
xi∈true(v)

¬xi.

For the dual αd of a formula α it holds that A(α) = ¬A(¬αd). Note that the irre-
dundant CNF of an irredundant, monotone DNF ϕ can be produced by switching
the roles of ∧ and ∨ in the irredundant DNF of ϕd. This will be the key for our
algorithm. Namely, Boros has proven that for each monotone formula α there
exists an unique BDT Tα whose true leaves (false leaves) correspond one-to-one
to the leftmost assignments of α (αd) [Bor94]. We have

α =
∨

v∈L1

∧
xi∈true(v)

xi and αd =
∨

v∈L0

∧
xi∈false(v)

xi.
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Algorithm 11 The equivalence test for aligned inputs

Input: Monetali-instance (ϕ, ψ) with the set Mϕ of monomials and the set
Cψ of clauses

1: for all mi ∈Mϕ do
2: for all xj ∈ mi do
3: if mj−1

i ∪ {xj+1} is not a subimplicant of ϕ then

4: if mj−1
i ∩ {x1, . . . , xj} is not a superclause of ψ then

5: reject

6: for all ci ∈ Cψ do
7: if ci is not a maxterm of ϕ then
8: reject

9: accept

Boros has shown that for aligned formulas the BDT is only polynomial in size
and constructs an algorithm that computes the BDT and from it the CNF of
ϕ [Bor94].

Our algorithm cannot compute the whole BDT since it would require polynomial
space to store it. But remember that our input is the DNF ϕ and it is aligned.
Hence, from the results of Boros it follows that the monomials of ϕ are in a one-
to-one relation with the true leaves of the BDT for ϕ. We only have to search all
false leaves v and check whether false(v) is contained in ψ since no other maxterms
exist. But how do we go through all false leaves? It can be easily proven that
they are sons of nodes lying on the path to a true leave.

Claim 4.2.10. There is no false leave in a BDT T that is not the false son of a
father contained in D(v) for a true leave v.

Proof. Assume that we could find a false leave u that is the true son of a node w.
Then true(u) is a leftmost assignment of a formula represented by T . But then u
cannot be a false leave. A contradiction. Hence, false leaves are false sons of their
fathers.

Assume now that the father w of the false leave u is not contained in any
D(v) for a true leave v. Hence, the leaves in T (w) all are false leaves. Again, a
contradiction.

We will test each node in the BDT described by the monomials of ϕ as a
potential father of a false leave. Therefore, we check for each branch on the path
described by a monomial whether the false son is a false leave and if so whether
the corresponding maxterm is contained in ψ. In a second step we check whether
all clauses of ψ are maxterms of ϕ.

Let mj = m ∩ {x1, . . . , xj} for a monomial m and s = V \ s for a subset s of
V . Using this notation, an appropriate algorithm deciding Monetali is given as
Algorithm 11. The correctness of Algorithm 11 is straightforward, since it just
implements the techniques described above.
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Algorithm 12 Subimplicant test

Input: irredundant, monotone DNF ϕ with the set Mϕ = {m1, . . . , m|Mϕ|} of
monomials and a subset s of the set V = {x1, . . . , x|V |} of variables
Output: Yes, if s is a subimplicant of ϕ, and No, otherwise

1: for all mi ∈ Mϕ do
2: test ← 1
3: for all xj ∈ s do
4: if xj /∈ mi then
5: test ← 0
6: if test = 1 then
7: output Yes and stop

8: output No

We analyze the space requirement. All three for-loops know the current mono-
mial, variable or clause by using logarithmically space bounded counters. The
if-tests in lines 3, 4 and 7 are answered by three subprocedures.

In line 3 the algorithm gives the indices i and j to the procedure given in
Algorithm 12 that then implicitly knows mj−1

i ∪{xj+1}. A monotone monomial m
is a subimplicant of monotone formula α ifm is subset of a term of the irredundant,
monotone DNF of α.

Claim 4.2.11. Whether a subset s of the set V = {x1, . . . , x|V |} of variables of an
irredundant, monotone DNF ϕ is a subimplicant of ϕ can be decided in logarithmic
space.

Proof. Note that the DNF ϕ contains all prime implicants of ϕ. Let the input
size n be the number of variable occurrences in ϕ and s. An algorithm with the
desired properties is given as Algorithm 12. The correctness of Algorithm 12 is
straightforward. We have to analyze the space requirement.

Both for-loops can be managed using logarithmic counters to know the current
monomial or variable. The test-variable needs constant space.

In line 4, Algorithm 11 gives the indices i and j to the procedure given in

Algorithm 13 that then implicitly knows mj−1
i ∩ {x1, . . . , xj}. A monotone clause

c is a superclause of a monotone formula α if c contains a term of the irredundant,
monotone CNF of α.

Claim 4.2.12. Whether a subset s of the set V = {x1, . . . , x|V |} of variables of an
irredundant, monotone CNF ψ is a superclause of ψ can be decided in logarithmic
space.

Proof. Note that the CNF ψ contains all maxterms of ψ. Let the input size n be
the number of variable occurrences in ψ and s. An algorithm with the desired
properties is given as Algorithm 13. Note that Algorithm 13 is analogous to
Algorithm 12. Hence, an analogous argumentation gives the logarithmic space
bound.
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Algorithm 13 Superclause test

Input: irredundant, monotone CNF ψ with the set Cψ = {c1, . . . , c|Cψ |} of
clauses and a subset s of the set V = {x1, . . . , x|V |} of variables
Output: Yes, if s is a superclause of ψ, and No, otherwise

1: for all ci ∈ Cψ do
2: test ← 1
3: for all xj ∈ ci do
4: if xj /∈ s then
5: test ← 0
6: if test = 1 then
7: output Yes and stop

8: output No

Finally, Algorithm 11 gives the index i to the subprocedure given as Algorithm 2
that then implicitly knows ci and can manage the maxterm test in line 7 of Al-
gorithm 11. All three subprocedures are logarithmically space bounded and so is
Algorithm 11.

4.2.3 The DNF is 2-monotonic

Another generalization of regular formulas are 2-monotonic formulas.

Definition 4.2.13 (2-Monotonic). A monotone formula α is 2-monotonic if there
exists a permutation π of the variables such that π(α) is regular.

In this section, we consider the following version of Monet.

Monet2m: instance: irredundant, monotone formulas ϕ in DNF and
ψ in CNF with variable set V , where ϕ is 2-
monotonic

question: are ϕ and ψ equivalent?

It is known that Monet2m is decidable in polynomial time [BHIK97, MI97,
MI98, PB88], the best bound being cubic [MI98]. We show that already loga-
rithmic space suffices. Therefore, we use the following result about 2-monotonic
formulas.

Proposition 4.2.14 ([Mak02, Win62]). Let α be a 2-monotonic formula with
the set V = {x1, . . . , x|V |} of variables. For every xj ∈ V let position k of a
|V |-dimensional vector α(j) be

α
(j)
k = |{m is a prime implicant of α : xj ∈ m, |m| = k}|.

Let α(j1) ≥lex α
(j2) ≥lex · · · ≥lex α

(j|V |), where ≥lex denotes the lexicographic order
between |V |-dimensional vectors, and let π be a permutation of variables such that
π(xji

) = xi for all i. Then π(α) is regular.
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Algorithm 14 Writing the w-permuted DNF on an oracle tape

1: π(ϕ) ← “(“
2: for all mi ∈ Mϕ in ascending order do
3: c1 ← 0
4: if i = 1 then
5: π(ϕ) ← π(ϕ) ◦ “(“
6: else
7: π(ϕ) ← π(ϕ) ◦ “ ∨ (“

8: for all xj ∈ V do
9: if xj ∈ mi and c1 �= 0 then

10: π(ϕ) ← π(ϕ) ◦ “ ∧ “

11: if xj ∈ mi then
12: c1 ← c1 + 1
13: max ← getMax(ϕ)
14: c2 ← 1
15: while max �= i do
16: max ← getNext(ϕ,max )
17: c2 ← c2 + 1

18: π(ϕ) ← π(ϕ) ◦ “xc2“

19: π(ϕ) ← π(ϕ) ◦ “)“

20: π(ϕ) ← π(ϕ) ◦ “)“

We refer to the permutation π from Proposition 4.2.14 as the w-permutation
and show that it can be computed using logarithmic space.

Lemma 4.2.15. Let ϕ be an irredundant, monotone DNF with the variable set
V = {x1, . . . , x|V |} and the set Mϕ = {m1, . . . , m|Mϕ|} of monomials. The w-
permuted π(ϕ) can be written on an oracle tape using logarithmic space only.

Proof. Note that we view an oracle tape to be write-only and hence we do not
count space used on it as a machine is not able to reuse the information. By s1◦s2

we denote the operation of adding string s2 on the oracle tape at the end of string
s1.

We give an algorithm with the desired properties as Algorithm 14. It writes the
string π(ϕ) on an oracle tape, recomputing new variable indices each time they
are needed. The algorithm does not store already computed indices, since that
would need more than logarithmic space. For each variable occurrence xi in ϕ the
algorithm counts where in the lexicographic ordering of the α-vectors the vector
α(i) appears. A variable with the corresponding index is written on the oracle
tape instead of xi. To derive the new index of xi the algorithm computes the
lexicographically last α-vector (getMax in line 13). As long as α(i) is not found,
the algorithm computes the next element in the ordering of the α-vectors (getNext
in line 16) and adds one to the counter c2 that should contain the number of α(i) in
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Algorithm 15 getMax

Input: irredundant, monotone DNF ϕ with the set Mϕ = {m1, . . . , m|Mϕ|} of
monomials and the set V = {x1, . . . , x|V |} of variables
Output: index max of the variable with the lexicographically largest α-vector

1: max ← 1
2: for all xi ∈ V, i �= 1 do
3: k ← 0
4: while k ≤ |V | do
5: k ← k + 1
6: c3 ← |{m ∈Mϕ : xmax ∈ m, |m| = k}|
7: c4 ← |{m ∈Mϕ : xi ∈ m, |m| = k}|
8: if c4 > c3 then
9: max ← i

10: k ← |V | + 1
11: else if c4 < c3 then
12: k ← |V | + 1

13: return max

the lexicographic ordering of Proposition 4.2.14. When α(i) is found, the counter
c2 contains the number of α(i) in the ordering of Proposition 4.2.14. The formula
π(ϕ) is composed as a string on the oracle tape (lines 1, 5, 7, 10, 18, 19, and 20).

The counters c1 (largest value is the size of a largest monomial) and c2 (largest
value is |V |) stay logarithmic in n. Both for-loops can also be managed via loga-
rithmically space bounded counters that contain the number of the current mono-
mial or the index of the current variable. And last but not least, the variable max
is logarithmically space bounded, since it only contains variable indices.

We have to analyze the functions getMax and getNext to fully describe the
algorithm computing π(ϕ). The function getMax should return the index i of
the lexicographically largest of the α(i). An appropriate algorithm is given as
Algorithm 15. Each variable is a candidate for having the lexicographically largest
α-vector. Hence, all variables are tested systematically by Algorithm 15. In the
while-loop (line 4), the vector α(max ) which is so far the lexicographically largest
vector and the vector α(i) of the current variable are tested componentwise to
decide which one is lexicographically larger. If it is α(i), then i is the new maximum
so far (line 9). The correctness is straightforward.

As for the space requirement, both counters c3 and c4 remain logarithmic in n,
since their largest value is |Mϕ|. They can be computed by checking the monomials
systematically whether they contain the tested variable. If so, another counter is
used to get the size of the current monomial. This counter is compared to k. The
largest value stored in variable k is |V | + 1 which is logarithmic in n. Another
logarithmically space bounded counter is used for the for-loop. The variable max
contains variable indices. Hence, it is logarithmically space bounded. Altogether,
the function getMax can be computed using logarithmic space.
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The function getNext should return the index of the variable whose α-vector
is the successor, in the lexicographic ordering of Proposition 4.2.14, of the cur-
rent α(max ). An appropriate algorithm is given as Algorithm 16. In lines 1

Algorithm 16 getNext

Input: irredundant, monotone DNF ϕ with the set Mϕ = {m1, . . . , m|Mϕ|} of
monomials and the set V = {x1, . . . , x|V |} of variables, and a variable index
max
Output: index of the variable whose α-vector is the successor of α(max ) in the
lexicographic ordering of Proposition 4.2.14

1: next ← 0
2: for all xi ∈ V do
3: k ← 0
4: while k ≤ |V | do
5: k ← k + 1
6: c5 ← |{m ∈Mϕ : xmax ∈ m, |m| = k}|
7: c6 ← |{m ∈Mϕ : xi ∈ m, |m| = k}|
8: if c6 < c5 then
9: next ← i

10: k ← |V | + 1
11: else if c6 > c5 then
12: k ← |V | + 1

13: for all xi ∈ V do
14: k ← 0
15: while k ≤ |V | do
16: k ← k + 1
17: c5 ← |{m ∈Mϕ : xmax ∈ m, |m| = k}|
18: c6 ← |{m ∈Mϕ : xnext ∈ m, |m| = k}|
19: c7 ← |{m ∈Mϕ : xi ∈ m, |m| = k}|
20: if c6 < c7 and c7 < c5 then
21: next ← i
22: k ← |V | + 1
23: else if c6 > c7 or c7 > c5 then
24: k ← |V | + 1

25: return next

to 12, getNext searches a variable whose α-vector is lexicographically smaller
than α(max ). All variables whose α-vector is lexicographically smaller than α(max )

are candidates for the variable having the lexicographically next largest vector.
Our algorithm simply checks all candidates. In the while-loop of line 15 the al-
gorithm tries to find a variable whose α-vector is smaller than α(max ) but larger
than α(next), the successor so far of α(max ). If α(i) lies lexicographically in between
α(max ) and α(next), then i is a new candidate for the successor (lines 20 to 22). The
correctness of getNext is straightforward.
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The space needed for the three counters c5, c6, and c7 is logarithmically bounded
in n, since their largest value is |Mϕ|. The values of these counters are derived
analogously to the counters c3 and c4 in Algorithm 15. The for-loops in lines 2
and 13 manage two other logarithmic counters to know the current variable. The
variable k is also logarithmically space bounded, since the largest value to store is
|V | + 1. The variables next and max contain variable indices which are logarith-
mically space bounded in n. Hence, the function getNext can be computed using
logarithmic space.

Altogether, we can conclude that the w-permutation π(ϕ) of ϕ can be written
on an oracle tape using logarithmic space.

With the w-permutation at hand we can show the following.

Theorem 4.2.16. Monet2m is decidable in logarithmic space.

Proof. Let (ϕ, ψ) be a Monet-instance of size n and V = {x1, . . . , x|V |} be its
variable set.

Note that in order to test whether the DNF ϕ of a Monet-instance is 2-
monotonic, we can test whether π(ϕ) is regular, where π is the w-permutation
from Proposition 4.2.14. Since π(ϕ) can be written on an oracle tape using log-
arithmic space only (Lemma 4.2.15), we can test 2-monotonicity in logarithmic
space using the logarithmic space regularity test from Lemma 4.2.4 as an oracle.

As for the equivalence test, we again use the algorithm writing π(ϕ) on the oracle
tape and it is obvious that a slight adaption could afterwards also write π(ψ) on
the oracle tape. Then the logarithmic space algorithm for Monetreg is invoked as
an oracle. A conjunction of the answers of both oracle calls—the regularity test
and the equivalence check—yields the result. Since LL = L for conjunctive usage
of two oracles, the oracles do not increase the resource requirements.

4.2.4 Polynomial time structural restrictions

Besides the logspace solvable structural restrictions of Monet mentioned in the
last sections, there are many more structural restrictions that are known to be
polynomial time solvable and thus “easier” than arbitrary Monet instances. In
the following we give a brief survey.

α-acyclic Associate with a hypergraph H the graph GH whose vertex set is
the vertex set of H and in which vertices are adjacent if they appear together
in some edge of H. A hypergraph H is α-acyclic iff GH is chordal (every cycle
of length at least 4 has a chord) and each clique of GH is contained in some
edge of H. This definition can be shown to be equivalent to the case that the
repetition of the following two rules (known as GYO-reduction) yields the empty
hypergraph [BFMY83, GS83]:

1. if vertex v appears in only one edge, remove v from that edge,

63



Chapter 4 Easy Classes

2. if e ⊆ e′ for two distinct edges e, e′, remove e.

Whether a hypergraph is α-acyclic can be tested in polynomial [Fag83] and even
in linear [TY84] time. Monet restricted to instances where the DNF has an asso-
ciated α-acyclic hypergraph is polynomial time solvable [EGM03]. Note however,
that α-acyclicity is not immune against edge deletions as an α-acyclic hypergraph
may have subhypergraphs that are α-cyclic.

β-acyclic The non-immunity against edge deletions of α-acyclicity leads to the
notion of β-acyclicity. A hypergraph is β-acyclic iff each of its subhypergraphs
is α-acyclic. This property can be tested in polynomial time [Fag83]. Monet

restricted to instances where the DNF has an associated β-acyclic hypergraph can
be shown to be polynomial time solvable [EG95].

Bounded clause-monomial intersections A hypergraph H is r-exact iff any
minimal transversal of H intersects any edge in at most r vertices. Recently, it
was shown that Monet restricted to instances where the DNF has an associated
r-exact hypergraph—and thus the DNF’s monomials have bounded intersections
with clauses of the equivalent CNF—is polynomial time solvable [ER08].

Note that this class also includes μ-equivalent DNFs (see the corresponding
paragraph below) and DNFs whose associated binary matrix (each row is the
characteristic vector of a monomial) has the circular ones property [HM03]. The
μ-equivalent DNFs are clearly 1-exact and the DNFs having a circular ones matrix
are 2-exact.

Bounded conformality A hypergraph H is bounded conformal iff for every sub-
set X of H’s vertices, X is contained in an edge of H whenever all of X’s subsets
of size at most δ, for a constant δ, are contained in an edge. It is bounded dual
conformal if its transversal hypergraph is bounded conformal for some constant.
Monet restricted to instances where the DNF has an associated bounded confor-
mal or bounded dual conformal hypergraph can be shown to be polynomial time
solvable [KBEG07a, KBEG07b].

Bounded degree (read-k) A DNF has bounded degree (is read-k) iff every vari-
able appears in at most k monomials. Monet restricted to instances where the
DNF is read-k can be shown to be solvable in polynomial time O(nk+3) for con-
stant k and we even have polynomial time for logarithmic k [DMP99, Dom97,
EGM03, KBEG07a, KBE+05, MP97]. Note that in Chapter 7 we show Monet

to be fixed-parameter tractable with respect to the degree as a parameter and
that this result also implies polynomial time solvability for bounded degree.

Bounded monomial intersections Monet restricted to instances where the
DNF satisfies the property that any k monomials intersect in at most r vari-
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ables, k + r ≤ c, for some constant c, can be shown to be polynomial time solv-
able [KBEG07b].

Bounded treewidth A tree decomposition (of type 1) of an irredundant, mono-
tone DNF ϕ with variable set V is a tree T = (W,E), where each vertex w ∈ W
is labeled with a subset S(w) ⊆ V . The following properties have to hold:

• ⋃
w∈W S(w) = V ,

• for every monomial m ∈ ϕ there is a w ∈W with m ⊆ S(w),

• for each variable xi ∈ V the induced set {w ∈W : xi ∈ S(w)} is a connected
subtree of T .

The width of T is maxw∈W |S(w)|−1 and the type 1 treewidth of ϕ is the minimal
width of all tree decompositions of ϕ.

There is also a type 2 treewidth, which is the usual graph treewidth of the
incidence graph of ϕ. Thereby, the incidence graph G(ϕ) of ϕ is defined as follows.
It has a vertex for each monomial and each variable of ϕ and edges between
monomial and variable vertices if the variable appears in that monomial. Monet

restricted to instances where the DNF has constantly bounded treewidth of either
type 1 or 2 can be shown to be polynomial time solvable [EGM03]. The reason
is that for type 1 a bounded treewidth of k implies that ϕ is a k-DNF and, thus,
has bounded degree (see above), and for type 2 it can be shown that ϕ then is
2k-degenerated (see below) [EGM03].

Degenerated A monotone DNF is k-degenerated if there exists a variable or-
dering x1, . . . , xn such that, for i = 1, 2, . . . , n, the number of monomials which
contain xi and, apart from it, only variables from x1, . . . , xi−1 is at most k. Monet

restricted to instances where the DNF on variable set V is k-degenerated for some
constant k can be shown to be solvable in polynomial time O(nk+3); even if the
DNF is log |V |-degenerated a polynomial time algorithm can be given [EGM03].

Note that this class also includes DNFs whose associated binary matrix (each
row is the characteristic vector of a monomial) has the consecutive ones prop-
erty [McC04]. Such DNFs are 1-degenerated.

Δ-partial threshold A monotone function f is Δ-partial threshold iff it can be
represented as:

f(x) =

⎧⎪⎨
⎪⎩

1, if
∑

(wi · xi) ≥ t+ α,

0, if
∑

(wi · xi) < t− α,

0 or 1, otherwise,

for α = Δ·min{wi} and nonnegative real numbers wi, t, and Δ. Monet restricted
to instances where the DNF is Δ-partial threshold for some constant Δ can be
shown to be solvable in polynomial time O(nΔ+4) [MI97].
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Ideal Given a simple hypergraph H, a vertex vi is said to be last iff for each edge
e containing vi and each edge f not containing vi we have

{vk �∈ e : ∃e′ ∈ H : e′ ⊆ (e \ {vi}) ∪ {vk}} ∩ f �= ∅.

Given a simple hypergraph H and a vertex ordering σ = (v1, v2, . . . , vn) we say
that σ is ideal iff vi is last in Hi = H/{vi+1, . . . , vn} where H/{vi+1, . . . , vn} is
obtained from H by deleting the vertices vi+1, . . . , vn and simplifying the result. A
hypergraph is ideal iff there is an ideal ordering for its vertices. Ideal hypergraphs
have the property that the number of their minimal transversals is bounded poly-
nomially in the number of their edges and vertices. Monet restricted to instances
where the DNF has an associated ideal hypergraph can be shown to be polynomial
time solvable [BS88].

k-degree threshold A monotone function f is k-degree threshold iff it can be
represented as:

f(x) =

{
1, if

∑
(wi · xi) + · · ·+ ∑

i1<···<ik
(wi1...ik · xi1 · . . . · xik) ≥ t,

0, otherwise,

for nonnegative weights wi1...ik′
(1 ≤ k′ ≤ k) and threshold t. Monet restricted

to instances where the DNF is k-degree threshold for some constant k and that
furthermore satisfy

2 · Δ · wmin ≥
k∑

l=2

(
n

l

)
max

i1<i2<···<il
wi1,i2,...,il,

where wmin = miniwi, can be shown to be Δ-partial threshold (see above) [MI97].
Hence, for constant Δ, such instances are polynomial time solvable [MI97].

k-tight An irredundant, monotone DNF ϕ is k-tight if for a positive integer k
we have:

max{|m \ c| : m ∈ ϕ, c is maxterm of ϕ with m \ {x} ⊆ c for some x ∈ m} ≤ k.

Monet restricted to instances where the DNF is k-tight for some constant k can
be shown to be solvable in polynomial time O(nk+3) [MI97].

Note that almost all monotone functions can be shown to be 4-tight [SKA01].

Matroid An irredundant, monotone DNF ϕ is matroid iff for any two monomials
m,m′ of ϕ and any x ∈ m \m′ there is a x′ ∈ m′ \m such that m \ {x} ∪ {x′} is
in ϕ. Monet restricted to instances where the DNF is matroid can be shown to
be solvable in polynomial time O(n5) [MI97, PB88]
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μ-equivalent A DNF is μ-equivalent iff it has an equivalent read-1 formula (in
which each variable occurs only once). This property can be tested in polynomial
time [Mun89]. Monet restricted to instances where the DNF is μ-equivalent can
be shown to be polynomial time solvable [Eit94].

Shellable Let F be a family of subsets of V = {x1, . . . , xn}, π be a permutation
of the elements of F und fi ∈ F . Then the shadow of fi in F with respect
to π is ShaF ,π(fi) = {xj ∈ V : ∃fk ∈ F : π(fk) < π(fi) ∧ fk \ fi = {xj}}.
We say that a monotone DNF ϕ with monomial set Mϕ and variable set V =
{x1, . . . , xn} is shellable iff there is a permutation of the monomials such that for
all mi, mj ∈ Mϕ with π(mi) < π(mj) we can find a xk ∈ mi ∩ ShaMϕ,π(mj). An
equivalent formulation is that there has to be a monomial ml ∈ Mϕ, such that
xk ∈ mi and π(ml) < π(mj) and ml \mj = {xk}. Note that any aligned formula
also is shellable and note that the shellability property of a DNF might get lost
through irredundantization. Note that there is no known polynomial algorithm for
testing shellability yet. However, if the appropriate permutation is given, Monet

restricted to instances where the DNF is shellable, can be shown to be polynomial
time solvable [BCE+00].

Stable For a function f let minT(f) and maxT(f) denote the sets of its min- and
maxterms. For subsets min ⊆ minT(f) and max ⊆ maxT(f) we can approximate
f by two functions g, h with minT(g) = min and maxT(h) = max . A monotone
function f is stable iff for all pairs of functions g, h defined by subsets of f ’s min-
and maxterms as above we have

max{|maxT(g)|, |minT(h)|} ≤ |minT(f)| + |maxT(f)|.
Monet restricted to instances where the DNF is stable can be shown to be
polynomial time solvable [Bio98].

Threshold A monotone DNF ϕ with variable set V is threshold iff there are
|V | + 1 real numbers w1, . . . , w|V |, t, such that

A(ϕ) = 1 ⇔
∑
xi∈A

wi · xi ≥ t

holds for every assignment A. Note that this is a special case of 2-monotonic
formulas. Using the permutation in which i < j for variables xi, xj holds iff
wi > wj , yields a regular formula. Hence, Monet restricted to instances where
the DNF is threshold can be solved in polynomial time.

Uniformly δ-sparse A hypergraph H is uniformly δ-sparse iff for every nonempty
subset X of H’s vertices, the average degree of the subhypergraph of H induced by
X (the edges that only consist of vertices from X) is at most δ. Monet restricted
to instances where the DNF has an associated uniformly δ-sparse hypergraph can
be shown to be polynomial time solvable [BEGK04].
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4.2.5 A structural restriction that does not help

Hypertree-width 2 A restriction for Monet in its transversal hypergraph for-
mulation is to require one of the input hypergraphs to have bounded hypertree-
width, which is a generalization of treewidth. This is similar to require, in the
original Monet setting, that the DNF’s associated hypergraph has bounded
hypertree-width. Unfortunately, it can be shown that even restricting the in-
puts to hypertree-width 2 does not ease the problem [EG02]—note that in this
case not the test for hypertree-width 2 is difficult as it can be implemented in
polynomial time [GLS02].

4.3 Concluding remarks

“Easy” classes of Monet are restrictions of the DNF that admit a polynomial
time solution of the corresponding restricted version of Monet. Many such classes
are known but how easy are they? We showed that many easy classes actually are
solvable using logarithmic space only, improving the already known polynomial
time bounds. Among our results are Monetcnm, where the DNF is allowed to
contain only a constant number of monomials; Monetcupp, where the DNF is
allowed to contain only monomials of constant size; and Monetclow, where each
monomial of the DNF is only allowed not to contain a constant number of vari-
ables. As for the more structural restrictions, we have shown that Monet with a
regular, a 2-monotonic, or an aligned DNF is decidable in logarithmic space.

Nevertheless, it would be very interesting to find logarithmic space algorithms
for other easy classes of Monet. We conjecture that at least instances with β-
acyclic or μ-equivalent DNFs are solvable in logarithmic space. Both classes are
known to be polynomial time solvable [EG95, Eit94]. Especially the class of μ-
equivalent DNFs—that have an equivalent formula in which each variable appears
only once—is interesting, as in all known lower bound results [Hag07a, Tak07]
(cf. Section 5) for algorithms solving the general problem Monet the instances
used are μ-equivalent.

Another issue is to prove lower bounds for easy classes. Such lower bounds for
special classes could be useful when proving hardness of Monet. This should be
addressed in future research.

68



Chapter 5

Algorithms

In this chapter, we examine several algorithms for Monet or its computational
variant. But note that discussing decision or computation algorithms is no big
difference here. In fact, finding a polynomial algorithm for Monet is equivalent to
finding an output-polynomial algorithm for Monet

′ [BI95a]. This can be roughly
seen as follows.

A Monet
′ algorithm computes the equivalent irredundant, monotone CNF of

a given irredundant, monotone DNF. To serve as an algorithm for Monet it can
afterwards just compare its computed CNF and the given one.

The other direction is also not too involved. Note that a Monet algorithm can
be easily transformed to give a witness if it answers “Not equivalent.” This witness
then can be used for the computation as follows. To compute the irredundant,
monotone CNF of a given irredundant, monotone DNF, we start the decision
algorithm on input the given DNF and an empty CNF, ask for equivalence and
probably get a witness for non-equivalence. But this witness has to contain a
maxterm of the DNF that can be found straightforwardly by trying to exclude
variables. We include the computed maxterm in the CNF and again start the
decision algorithm on the input DNF and the so far computed CNF. If still non-
equivalent we use the witness again to find a new maxterm and so on.

As the computational variant of Monet and the hypergraph transversal gener-
ation problem are equivalent, we also have algorithms in this chapter solving the
transversal hypergraph formulation of Monet. We decided not to transform the
hypergraph algorithms to the Monet setting as often the hypergraph notation is
easier to understand.

The aim of this chapter is to give an overview of the major Monet solving tech-
niques implemented in the different algorithms and to give lower bounds for several
of them showing that they are not “fast” in the sense of (output-)polynomial time.

The chapter is organized as follows. In Section 5.1 we examine one of the
earliest approaches for the computational variant of Monet in its transversal hy-
pergraph formulation—the Berge-multiplication algorithm—and several improve-
ments thereof—the DL-, BMR-, and KS-algorithms—showing that not one of
them is output-polynomial. In Section 5.2 we discuss a levelwise approach—the
HBC-algorithm—similar to the well known Apriori technique and we again show
that it is not output-polynomial. Afterwards, in Section 5.3 we introduce the
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Chapter 5 Algorithms

Algorithm 17 Berge-multiplication

1: Tr(H1) ← {{v} : v ∈ e1}
2: for i← 2, . . . , m do
3: Tr(Hi) ← min(Tr(Hi−1) ∨ {{v} : v ∈ ei})
4: output Tr(Hm)

FK-algorithms to have the theoretical background for the experiments in Chap-
ter 6. The FK-algorithms are the Monet algorithms having the currently best
theoretical upper bound. Some concluding remarks follow in Section 5.4.

5.1 Berge-multiplication and its improvements

In this section we focus on a method to generate transversal hypergraphs known
as Berge-multiplication. We also include the discussion of several improvements
of Berge-multiplication. Namely, the DL-, the BMR-, and the KS-algorithm.

5.1.1 Berge-multiplication

The Berge-multiplication algorithm [Ber89] generates transversal hypergraphs us-
ing Proposition 2.3.11 as follows. For a hypergraph H = {e1, e2, . . . , em} let
Hi = {e1, e2, . . . , ei}, i = 1, 2, . . . , m. We then have

Tr(Hi) = min(Tr(Hi−1) ∨ Tr({ei})) = min(Tr(Hi−1) ∨ {{v} : v ∈ ei})
and Tr(H) = Tr(Hm). This implies a straightforward iterative computation
process—the Berge-multiplication algorithm. A pseudocode listing is given in
Algorithm 17. Despite the simplicity of Berge-multiplication, it took a couple of
years until Takata [Tak07] presented a nontrivial lower bound using the following
inductively defined family of hypergraphs.

Definition 5.1.1 (Takata’s Hypergraphs).

G0 = {{v1}} and

Gi = (A ∪ B) ∨ (C ∪ D), where A,B, C,D are vertex-disjoint copies of Gi−1.

Takata showed the Berge-multiplication algorithm not to be output-polynomial
based on the following observations.

Lemma 5.1.2 ([Tak07]). We have |VGi
| = 4i, |Gi| = 22(2i−1), |Tr(Gi)| = 22i−1.

For i ≥ 2 and any e ∈ Gi, it holds that |Tr(Gi \ {e}) \ Tr(Gi)| ≥ 2(i−2)·2i+2.

From Lemma 5.1.2 it follows that, independent of the edge ordering, the penul-
timate (intermediate) result computed by Berge-multiplication on input Gi is su-
perpolynomial in the size of the input and output (cf. the original paper [Tak07]
for more details).

Very recently, Boros et. al. [BEM08] proved a subexponential n
√

n upper bound
on the running time of Berge-multiplication.
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Algorithm 18 The DL-algorithm

1: Tr(H1) ← {{v} : v ∈ e1}
2: for i← 2, . . . , m do
3: Trguaranteed ← {t ∈ Tr(Hi−1) : t ∩ ei �= ∅}
4: ecoveredi ← {v ∈ ei : {v} ∈ Trguaranteed}
5: Tr(Hi−1)

′ ← Tr(Hi−1) \ Trguaranteed

6: e′i ← ei \ ecoveredi

7: for all t′ ∈ Tr(Hi−1)
′ in increasing cardinality order do

8: for all v ∈ e′i do
9: if t′ ∪ {v} is not superset of any t ∈ Trguaranteed then

10: Trguaranteed ← Trguaranteed ∪ {t′ ∪ {v}}
11: Tr(Hi) ← Trguaranteed

12: output Tr(Hm)

5.1.2 The algorithm of Dong and Li

The border-differential algorithm of Dong and Li [DL05] comes from the data
mining field and is intended for mining emerging patterns (cf. Section 3.8). The
analogy to the generation of hypergraph transversals was already pointed out by
Bailey, Manoukian, and Ramamohanarao [BMR03]. A pseudocode listing of the
DL-algorithm is given in Algorithm 18.

The algorithm was experimentally evaluated on many instances from data min-
ing settings [DL05] whereas a theoretical analysis of the running time was left
open. For this purpose the conversion of the algorithm to the hypergraph setting
is very fruitful. The only observable difference between Berge-multiplication and
the DL-algorithm is that the DL-algorithm takes special care on how to perform
the minimization of Tr(Hi−1) ∨ {{v} : v ∈ ei}. But as Takata’s analysis showed,
the minimization is not the bottleneck of Berge-multiplication. Thus, we can
extend Takata’s analysis of Berge-multiplication in a straightforward way to the
DL-algorithm and get the same lower bound.

Theorem 5.1.3. The DL-algorithm is not output-polynomial. Its running time
is at least nΩ(log log n), where n denotes the size of the input and output.

5.1.3 The algorithm of Bailey, Manoukian, and
Ramamohanarao

As we have seen in Theorem 5.1.3, the DL-algorithm is not output-polynomial.
Nevertheless, for hypergraphs with only a few edges of small size the DL-algorithm
has been shown experimentally to perform well [DL05]. This property is exploited
by the BMR-algorithm [BMR03] (cf. Algorithm 19 for the listing) as it uses the
DL-algorithm as a subroutine that computes all minimal transversals for small
hypergraphs (line 14 of the listing). The BMR-algorithm on input H is invoked
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Algorithm 19 The BMR-algorithm

Input: a simple hypergraph, given by the set E of its hyperedges, and a set
Vpartition of partitioning vertices

1: V ← set of all vertices in E
2: order vertices by increasing number of occurrences in E ⇒ [v1, . . . , vk]
3: for i← 1, . . . , k do
4: Epartition ← ∅
5: V ← V \ {vi}
6: for all e ∈ E do
7: if vi �∈ e then
8: Epartition ← min(Epartition ∪ {e \ V })
9: Vpartition ← Vpartition ∪ {vi}

10: a← average edge cardinality of Epartition multiplied by |Epartition|
11: if |Epartition| ≥ 2 and a ≥ 50 then
12: recursively call the BMR-algorithm on input Epartition, Vpartition

13: else
14: compute Tr(Epartition) via the DL-algorithm
15: Tr ′ ← Tr(Epartition) ∨ {Vpartition}
16: Tr ← min(Tr ∪ Tr ′)

17: Vpartition ← Vpartition \ {vi}
18: return Tr

by the top-level call with the set E of edges of H and an empty set Vpartition. The
global variable Tr is initially empty.

Before calling the DL-algorithm, the BMR-algorithm ensures that the hyper-
graph has only few edges of small size. If this is not yet the case, the BMR-
algorithm reduces the number of edges and their size by recursively deriving
smaller hypergraphs from H (line 12). This is achieved by partitioning the edge
set and masking out vertices that are more frequent than the actual partitioning
vertex vi (lines 5 to 8). If the hypergraph is small, the DL-algorithm computes
all minimal transversals (line 14). These transversals are expanded by the current
partitioning vertices Vpartition (line 15) since the result is a transversal of H. The
global variable Tr contains all the minimal transversals of the hypergraph H when
the algorithm stops.

A bottleneck for the running time of the BMR-algorithm is that possibly many of
the recursively computed transversals—the set Tr′ in the listing—actually are not
minimal for the input hypergraph H. We concentrate on this issue and construct
a family G ′

i of hypergraphs for which the BMR-algorithm computes too many such
non-minimal transversals to run in output-polynomial time. Let G′(i) = {ei, fi},
where ei = {vi2−i+1, . . . , vi2} and fi = {vi2+1, . . . , vi2+i}. We inductively define

G′
1 = {{v1}, {v2}}, and

G′
i = (G′

i−1 ∪ {{wi}}) ∨ G′(i), for i ≥ 2.
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Note that G ′
i−1, {{wi}}, and G′(i) are pairwise vertex-disjoint simple hypergraphs

for i ≥ 2. To calculate the size of G ′
i and of Tr(G′

i) we have to solve the recurrences
|G′

i| = 2·|G′
i−1|+2 and |Tr(G′

i)| = |Tr(G′
i−1)|+i2. With the initial conditions |G′

1| = 2
and |Tr(G ′

1)| = 1 we obtain

|G′
i| = 2i+1 − 2 and |Tr(G′

i)| =
2i3 + 3i2 + i

6

by iteration. For the number |VG′
i
| of vertices of G′

i we have |VG′
i
| = i2 + 2i− 1. As

we will especially need G ′
3 later on, we explicitly give G ′

2 and G′
3.

G′
2 = {{v1, v3, v4}, {v2, v3, v4}, {w2, v3, v4},

{v1, v5, v6}, {v2, v5, v6}, {w2, v5, v6}},
G′

3 = {{v1, v3, v4, v7, v8, v9}, {v2, v3, v4, v7, v8, v9}, {w2, v3, v4, v7, v8, v9},
{v1, v5, v6, v7, v8, v9}, {v2, v5, v6, v7, v8, v9}, {w2, v5, v6, v7, v8, v9},
{w3, v7, v8, v9},
{v1, v3, v4, v10, v11, v12}, {v2, v3, v4, v10, v11, v12},
{w2, v3, v4, v10, v11, v12}, {v1, v5, v6, v10, v11, v12},
{v2, v5, v6, v10, v11, v12}, {w2, v5, v6, v10, v11, v12},
{w3, v10, v11, v12}}.

The BMR-algorithm iteratively partitions the input hypergraph to obtain small-
er hypergraphs where the transversal generation is feasible. The partitioning
depends on the vertex frequencies. Hence, we first have to analyze the frequencies
of the vertices in G′

i.

Lemma 5.1.4. For i ≥ 2 let #v(i, j) and #w(i, j) respectively denote the number
of occurrences of vertices vj and wj in G′

i. Then

#w(i, j) = 0, for j > i,

#w(i, j) > #w(i, j + 1), for 2 ≤ j < i,

#w(i, 2) = #v(i, 1) = #v(i, 2),

#v(i, j) = 0, for j > i2 + i,

#v(i, j) = #v(i, k), for l2 − l + 1 ≤ j ≤ k ≤ l2 + l, 1 ≤ l ≤ i,

#v(i, j) < #v(i, k), for 1 ≤ j < l2 − l + 1 ≤ k ≤ l2 + l, 2 ≤ l ≤ i.

Proof. • We have the obvious equations

#w(i, j) = 0, for j > i, and (5.1)

#v(i, j) = 0, for j > i2 + i, (5.2)

as neither wj , for j > i, nor vj, for j > i2 + 1, are vertices of G ′
i.
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• Another easy case is

#w(i, 2) = #v(i, 1) = #v(i, 2), (5.3)

as it is not difficult to show that all three values are equal to 2i−1.

• The next inequality

#w(i, j) > #w(i, j + 1), where 2 ≤ j < i. (5.4)

is also straightforward as we have #w(i, j) = 2i−j+1 for 2 ≤ j ≤ i.

• We next consider

#v(i, j) = #v(i, k), for l2 − l + 1 ≤ j ≤ k ≤ l2 + l, 1 ≤ l ≤ i.(5.5)

The proof is by induction on i. Let i = 2. In this case, from the definition
of G′

2 we have 2 = #v(2, 1) = #v(2, 2), and 3 = #v(2, 3) = #v(2, 4) =
#v(2, 5) = #v(2, 6). So let the equation hold for i = m − 1. We will show
it for i = m. From the definition of G ′

m we have #v(m, j) = 2 ·#v(m− 1, j)
for every j < m2 −m + 1. Hence, for 2 ≤ l < m the equation follows from
our assumption.

From the definition of G ′
m we also have #v(m, j) = |G′

m−1|+1 form2−m+1 ≤
j ≤ m2 + l. Hence, the equation follows for l = m. Both cases together yield
Equation (5.5).

• The last inequality to prove is

#v(i, j) < #v(i, k), for 1 ≤ j < l2 − l + 1 ≤ k ≤ l2 + l, 2 ≤ l ≤ i. (5.6)

Again, the induction is on i. Let i = 2. From the definition of G ′
2 we have

#v(2, 1) = #v(2, 2) = 2 < 3 = #v(2, 3) = #v(2, 4) = #v(2, 5) = #v(2, 6).
Let us assume that the inequality holds for i = m− 1. We have to prove it
for i = m.

First, we consider the case l < m. From the definition of G ′
m we have

#v(m, j) = 2·#v(m−1, j) for all j < l2−l+1 and #v(m, k) = 2·#v(m−1, k)
for all l2 − l + 1 ≤ k ≤ l2 + l. Together with the assumption this yields the
inequality for the case l < m.

Secondly, we have to examine the case l = m. Let us consider the vertex
vm2−m, the vertex from G′

m−1 in G′
m with the largest index. From the case

l < m we know that vm2−m is one of the most frequent vertices of G ′
m−1 in G′

m.
To complete the proof it suffices to show #v(m,m

2−m) < #v(m,m
2−m+1)

as we know from Equation (5.5) and the already established “l < m”-case.
From the definition of G ′

m and G′
m−1 we have

#v(m,m
2 −m) = 2 · (|G′

m−2| + 1), and

#v(m,m
2 −m+ 1) = |G′

m−1| + 1.
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With |G′
i| = 2i+1 − 2 this gives

#v(m,m
2 −m) = 2m − 2, and

#v(m,m
2 −m+ 1) = 2m − 1.

Hence, we have #v(m,m
2 −m) < #v(m,m

2 −m+ 1), which completes the
proof of Equation (5.6).

Thus, the proof of Lemma 5.1.4 is completed.

From Lemma 5.1.4 it follows that the vertices from G ′(i) are the last vertices in
the vertex ordering computed by the BMR-algorithm on input G ′

i. This is crucial
for the next step of our analysis in which we examine the recursive calls produced
by the BMR-algorithm on input G ′

i.

Lemma 5.1.5. For i ≥ 4, the BMR-algorithm on input G ′
i recursively calls the

BMR-algorithm at least 2i times with a modified G ′
i−1 ∪ {{wi}} as input. Here,

modified means that all edges of G ′
i−1 ∪ {{wi}} may additionally include at most

half of the vertices of G ′(i).

Proof. We only examine the last 2i vertices processed by the BMR-algorithm.
From Lemma 5.1.4 we know that these are exactly the vertices from G ′(i)—
contained in the edges ei and fi. Let v′1, v

′
2, . . . , v

′
2i be any ordering of these vertices.

We consider the BMR-algorithm on that ordering.
Let the j-th vertex v′j , 1 ≤ j ≤ 2i, from the above ordering be the current

partitioning vertex (line 3 of the BMR-algorithm). After partitioning (lines 5
to 8), the remaining hypergraph has the form

(G ′
i−1 ∪ {{wi}}) ∨ {{v′1, . . . , v′j−1} ∩ xi},

where xi = fi if v′j ∈ ei, and xi = ei if v′j ∈ fi. Hence, the remaining hypergraph
always is a G′

i−1∪{{wi}} with at most half of the vertices from G ′(i) in every edge.
Altogether, for each of the last 2i vertices the minimal transversals of a modified

G ′
i−1 ∪ {{wi}} have to be computed. Note that a modified G ′

3 ∪ {{w4}} has 15
edges of average size at least 5.4 and, thus, a ≥ 81 (line 10). Hence, for i ≥ 4
the last 2i vertices invoke recursive calls of the BMR-algorithm with a modified
G ′

i−1 ∪ {{wi}} as input.

With Lemma 5.1.5 at hand we can analyze the number of non-minimal transver-
sals computed by the BMR-algorithm.

Lemma 5.1.6. Let i ≥ 4. For the number η(i) of non-minimal transversals
computed during a run of the BMR-algorithm on input G ′

i we have η(i) ≥ 2i−1 · i!.
Proof. From Lemma 5.1.5 it follows that there are 2i recursive calls with a modified
G ′

i−1 ∪ {{wi}} as input. Such a recursive call produces at least all of the minimal
and some non-minimal transversals of G′

i−1 ∪ {{wi}} augmented by the current
partitioning vertex as transversals for G ′

i. But since at least the partitioning vertex
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is dispensable in these transversals, not one of them is minimal for G ′
i and thus

will not be part of the final output. There are at least η(i− 1) + |Tr(G ′
i−1)| such

non-minimal transversals per recursive call. Hence, we have to solve the recurrence

η(i) ≥ 2i · (η(i− 1) + |Tr(G ′
i−1)|)

≥ 2i · η(i− 1).

As for the initial condition we have the following.

Claim 5.1.7. η(3) = 34.

Proof. We examine the BMR-algorithm on input G ′
3. Without loss of gener-

ality we assume that the BMR-algorithm processes the vertices in the order
w3, w2, v1, v2, . . . , v12. When using w3, w2, or v1 as partitioning vertex, nothing
happens since the resulting hypergraph is empty.

The next partitioning vertex is v2 and there remains the hypergraph with the
three edges {w3}, {w2}, and {v1}. The DL-algorithm is invoked and outputs
one minimal transversal, which is augmented by v2. The resulting transversal
{w3, w2, v1, v2} is minimal for G′

3.
When using v3 or v4 as partitioning vertex, there remains the hypergraph with

the four edges {w3}, {w2}, {v1}, and {v2}. The DL-algorithm computes the
minimal transversal of this hypergraph, which is augmented by v3 and respectively
v4. Obviously, the resulting transversals are not minimal since they contain the
minimal transversal {w3, w2, v1, v2}. Hence, the BMR-algorithm has computed
two non-minimal transversals of G′

3.
When using v5 or v6 as partitioning vertex, there remains the hypergraph with

the four edges {w3}, {w2, v3, v4}, {v1, v3, v4}, and {v2, v3, v4}. The DL-algorithm
computes the three minimal transversals {w3, v3}, {w3, v4}, and {w3, w2, v1, v2}
and augments them by v5 and respectively v6. This yields four minimal transver-
sals of G′

3 and another two non-minimal transversals of G ′
3.

When using v7, v8, or v9 as partitioning vertex, there remains a G ′
2 ∪ {{w3}}.

Each time, the DL-algorithm is invoked to compute all five minimal transversals of
G ′

2∪{{w3}}. Each such computed minimal transversal of G ′
2∪{{w3}} is augmented

by the current partitioning vertex. The resulting transversal is not minimal for G ′
3

since already the minimal transversals of G′
2 ∪ {{w3}} are minimal for G′

3. Hence,
the algorithm produces 15 non-minimal transversals for the vertices v7, v8, and v9.

As for the vertices v10, v11, and v12 there remains a (G ′
2 ∪ {{w3}}) ∨ {v7, v8, v9}

after partitioning. For each such modified G ′
2 ∪ {{w3}} the DL-algorithm as a

subroutine is invoked to compute the minimal transversals since a = 40 < 50
(line 10 of the BMR-algorithm) for a modified G ′

2 ∪ {{w3}}. For each such call
the DL-algorithm produces all five minimal transversals of G ′

2 ∪ {{w3}} plus the
three minimal transversals {v7}, {v8}, {v9}. Each such computed transversal is
augmented by the current partitioning vertex. This yields nine minimal transver-
sals of G′

3 and another 15 non-minimal transversals.
Altogether, the BMR-algorithm with input G ′

3 computes 34 non-minimal trans-
versals. This yields η(3) = 34 and completes the claim.
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Hence, η(3) ≥ 22 · 3! and we get η(i) ≥ 2i−1 · i! by iteration, which completes
the proof of Lemma 5.1.6.

Putting all the pieces together we are able to give a superpolynomial lower
bound on the running time of the BMR-algorithm.

Theorem 5.1.8. The BMR-algorithm is not output-polynomial. Its running time
is at least nΩ(log log n), where n denotes the size of the input and output.

Proof. We consider the BMR-algorithm on input G ′
i. Bymi = |VG′

i
|·(|G′

i|+|Tr(G′
i)|)

we denote an upper bound on the size of the input and output. For i ≥ 22 we
have

mi = (i2 + 2i− 1) ·
(

2i+1 − 2 +
2i3 + 3i2 + i

6

)
≤ 23i.

The running time of the BMR-algorithm on input G ′
i is at least η(i), the number

of generated non-minimal transversals. Thus, to analyze the running time we will
show that η(i) is superpolynomial in mi. It suffices to show that

2i−1 · i! > (23i)c, for any constant c.

This is equivalent to i − 1 + log(i!) > c · 3i, for any constant c. Using Stirling’s
formula we have log(i!) ≥ i · log i− i and thus it suffices to show i−1+ i · log i− i >
c · 3i, for any constant c. This is equivalent to

log i

3
− 1

3i
> c, for any constant c.

Since the last equation obviously holds for sufficiently large i, we have proven that
η(i) is superpolynomial in mi, namely η(i) = m

Ω(log log mi)
i .

5.1.4 The algorithm of Kavvadias and Stavropoulos

A first drawback of Berge-multiplication or the BMR-algorithm observed by Kav-
vadias and Stavropoulos [KS05] is the memory requirement. Since newly com-
puted transversals have to be checked for minimality against the previously com-
puted minimal transversals, all the previously generated minimal transversals have
to be stored. The KS-algorithm tries to overcome this potentially exponential
memory requirement by two techniques. The first is to combine vertices that
belong to exactly the same hyperedges.

Definition 5.1.9 (Generalized Vertex). Let H be a hypergraph with vertex set V .
The set X ⊆ V is a generalized vertex of H if all vertices in X belong to exactly
the same hyperedges of H.

A transversal possibly containing generalized vertices will be referred to as gen-
eralized transversal. While adding edge ei, and hence generating the minimal gen-
eralized transversals of Hi out of the minimal generalized transversals of Hi−1, the
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generalized vertices have to be updated according to ei. Kavvadias and Stavropou-
los characterize the following three types of generalized vertices X of a minimal
generalized transversal t of Hi−1.

• type α: X ∩ ei = ∅. Hence, X is a generalized vertex of Hi.

• type β: X ⊂ ei. Hence, X is a generalized vertex of Hi.

• type γ: X ∩ ei �= ∅ and X �⊂ ei. Here, X is divided into X1 = X \ (X ∩ ei)
and X2 = X ∩ ei. Both X1 and X2 are generalized vertices of Hi.

Let κα(t, i), κβ(t, i), and κγ(t, i) denote the number of generalized vertices of type
α, β, and γ in t according to ei. When edge ei is added, the minimal generalized
transversal t of Hi−1 has to be split into 2κγ(t,i) generalized transversals of Hi−1—
the so-called offsprings of t—since all combinations of newly generalized vertices
have to be generated. If κβ(t, i) �= 0, all these newly generated offsprings are
also minimal transversals of Hi. But if κβ(t, i) = 0, there is a special offspring t0
of t that contains all the X1-parts of the γ-type generalized nodes of t. Hence,
t0 ∩ ei = ∅ and t0 has to be augmented by a vertex from ei to be a transversal of
Hi. All the other offsprings of t already are minimal transversals of Hi since they
contain at least one X2-part of a generalized vertex from t.

The second technique to overcome the potentially exponential memory require-
ment is based on the observation that Berge-multiplication is a form of breadth-
first search through a “tree” of minimal transversals. At the ith-level of the “tree”
the nodes are the minimal transversals of the partial hypergraph Hi. The descen-
dants of a minimal transversal t at level i are the minimal transversals of Hi+1 that
include t. Note that, since a node at level i+1 may have several ancestors at level
i, the structure is not really a tree but very tree-like. The bottom level consists
of the minimal transversals of H. When cycling through this “tree” breadth-first,
one has to wait very long for the first minimal transversal to be output and some
nodes are visited several times because they have more than one ancestor. To
overcome the long time that may pass until the first minimal transversal is out-
put, the KS-algorithm uses a depth-first strategy. And to really cycle through a
tree and not a tree-like structure with some cycles, Kavvadias and Stavropoulos
introduce the notion of so-called appropriate vertices.

Definition 5.1.10 (Appropriate Vertex). Let H = {e1, . . . , em} be a hypergraph
with vertex set V and let t be a minimal transversal of the partial hypergraph Hi

of H. A generalized vertex v ⊆ V \ t at level i is an appropriate vertex for t if
no other vertex in t ∪ {v} except v can be removed and the remaining set still be
a transversal of Hi. The set appr(t, e) contains all appropriate vertices for t in
edge e.

Note that the special offspring t0 of a minimal generalized transversal t of Hi−1

has to be augmented by a vertex from appr(t, ei) only. All the other vertices from
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ei can be skipped. Expanding only with appropriate vertices ensures that no non-
minimal transversals are generated and avoids regenerations. Another advantage
is that the previously described transversal “tree” structure becomes a real tree
(cf. the original paper [KS05] for more details).

All the described techniques—generalized vertices, depth-first strategy, appro-
priate vertices—together with the main idea of Berge-multiplication—processing
the edges one after the other—are used in the KS-algorithm (cf. Algorithm 20 for
the listing).

Algorithm 20 The KS-algorithm

1: express e1 as a set of one generalized vertex
2: compute the transversal t = Tr(e1)
3: addNextHyperedge(t, e2)

4: procedure addNextHyperedge(t, ei)
5: update the set of generalized vertices
6: express t and ei as sets of generalized vertices of level i
7: l ← 1
8: while generateNextTransversal(t, l) do
9: if ei is the last hyperedge then

10: output t′ without using generalized vertices
11: else
12: addNextHyperedge(t′, ei+1)
13: l ← l + 1

14: function generateNextTransversal(t, l)
15: if κβ(t, i) �= 0 then
16: if l ≤ 2κγ(t,i) then
17: t′ ← the l-th offspring of t
18: return true

19: else
20: return false

21: else if κβ(t, i) = 0 then
22: if l ≤ 2κγ(t,i) − 1 then
23: t′ ← the l-th offspring of t except t0
24: return true

25: else if 2κγ(t,i) ≤ l ≤ 2κγ(t,i) − 1 + |appr(t, ei)| then
26: t′ = t0 augmented by the (l − 2κγ(t,i) + 1)-th vertex of appr(t, ei)
27: return true

28: else
29: return false

After computing a first transversal (only one since it consists of a generalized
vertex), the recursive addNextHyperedge procedure is called (note that t′ is a
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global variable). Due to the usage of generalized vertices, the expansion of t is
divided into two parts according to the presence (line 15 of the listing) or absence
(line 21) of a generalized vertex of type β in t. If the minimal transversal t of
Hi−1 contains a generalized vertex of type β, all its offsprings intersect ei and
hence are minimal transversals of Hi (lines 16 to 20). If t does not contain a
type β vertex, all its offsprings except t0 intersect ei and hence are minimal for
Hi (lines 22 to 24). The offspring t0 has to be augmented by every appropriate
vertex (line 26).

The effect as shown by Kavvadias and Stavropoulos is that a newly generated
transversal is minimal and that regenerations are avoided [KS05]. Since the KS-
algorithm uses a depth-first strategy, it does not have to store all the minimal
transversals of the subhypergraph Hi−1 to compute the minimal transversals of
Hi. This yields a space requirement of the KS-algorithm that is polynomial in the
input size |H| [KS05].

As for the running time, the KS-algorithm is experimentally shown [KS05] to be
competitive to Berge-multiplication, the BMR-algorithm, and an implementation
of Algorithm A of Fredman and Khachiyan [FK96, KBEG06] (cf. Section 5.3).
We will show that the KS-algorithm is not output-polynomial.

First, we note that there are situations in which the KS-algorithm cannot find
an appropriate vertex.

Example 5.1.11. Consider for example the hypergraph

H = {{v1, v5}, {v2, v5}, {v3, v6}, {v4, v6}, {v5, v6}}.
Having processed all but the last edge, there are no generalized vertices left. We
concentrate on the path down the transversal tree that corresponds to choosing
v1, v2, v3, and v4. The intermediate transversal is t = {v1, v2, v3, v4}. The only
edge left is {v5, v6}. But the KS-algorithm cannot find an appropriate vertex for
t in this edge.

Hence, there are dead ends in the recursion tree of the KS-algorithm, namely
leaves that do not contain a minimal transversal of the input H. The next step is
to find hypergraphs with too many such dead ends.

Lemma 5.1.12. For i ≥ 3, the number of dead ends the KS-algorithm has to visit
for any of Takata’s hypergraphs Gi as input is at least 2(i−2)·2i+1, independent of
the edge ordering.

Proof. Consider the hypergraph family Gi of Takata defined in Section 5.1.1. First
note that when the KS-algorithm adds the last edge of Gi, there are no proper
generalized vertices left (generalized vertices that are not singleton sets). We
want to argue that the same already holds for the penultimate step, hence, that
Gi \ {e} has no proper generalized vertex, for any edge e ∈ Gi. Assume otherwise
that after processing all of Gi \ {e}’s edges there remains a proper generalized
vertex X ⊆ V . As Gi has no proper generalized vertices, we have X ⊆ e. Let
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e be composed of the A and C component in Gi’s definition (the argumentation
is analogous for the other cases) and consider two different vertices v, u ∈ X. If
both v and u are vertices in the A component we have a contradiction as already
A contains an edge f that contains v but not u. This edge appears in |C| + |D|
edges of Gi \ {e}. Hence, not both v and u can be vertices in X as they would
have been split according to the f copies in prior steps of the KS-algorithm’s run
(an analogous argument shows that not both are in C).

The remaining possibility (minus symmetry) is that v is from A and u is from
C. But note that Gi \ {e} contains an edge f with v ∈ f but f is composed of the
A and D part of Gi. Again, this shows that v and u cannot both be vertices in X
as they would have been split in a prior step.

Altogether, we now know that before processing the last edge, there cannot
be proper generalized vertices in Gi \ {e}. From Lemma 5.1.2 it follows that,
whatever ordering of the edges is chosen, there are at least 2(i−2)·2i+2 nodes in the
penultimate level of the transversal tree described above Definition 5.1.10. The
bottom level of the tree obviously contains |Tr(Gi)| many nodes—one for each
minimal transversal. Since |Tr(Gi)| = 22i−1 (cf. Lemma 5.1.2), there is a decrease
in the number of nodes from the penultimate level to the bottom level for i ≥ 3.
This decrease can only be caused by dead ends in the penultimate level. Hence,
for i ≥ 3 there are at least 2(i−2)·2i+2 − 22i−1 ≥ 2(i−2)·2i+1 many dead ends in the
penultimate level.

Using Lemma 5.1.12 we can show that the KS-algorithm is not output-polyno-
mial.

Theorem 5.1.13. The KS-algorithm is not output-polynomial. Its running time
is at least nΩ(log log n), where n denotes the size of the input and output.

Proof. We consider the KS-algorithm on input Gi. By mi = |VGi
| · (|Gi|+ |Tr(Gi)|)

we denote an upper bound on the size of Gi and Tr(Gi). From Lemma 5.1.2 we
have mi = 4i · (22(2i−1) + 22i−1), which results in mi ≤ 22i+2

.

Let η̂(i) denote the number of dead end situations visited by the KS-algorithm
on input Gi. The time, the KS-algorithm needs to compute Tr(Gi), is at least
the number of dead end situations visited. Since the KS-algorithm visits the
transversal tree depth-first, it visits all the dead end situations in the penultimate
level of the tree. With Lemma 5.1.12 we have η̂(i) ≥ 2(i−2)·2i+1 for i ≥ 3. Thus,
to analyze the running time we will show that η̂(i) is superpolynomial in mi. It
suffices to show that 2(i−2)·2i

> (22i+2

)c, for any constant c. This is equivalent to
i − 2 > 4c, for any constant c. Since this obviously holds for large enough i, we
have proven that η̂(i) is superpolynomial in mi, namely η̂(i) = m

Ω(log log mi)
i .
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Algorithm 21 The HBC-algorithm

Input: a hypergraph H on vertex set V
1: Tr ← {{v} : v ∈ E for each E ∈ H}
2: C1 ← {{v} : v ∈ V } \ Tr
3: i← 1
4: while Ci �= ∅ do
5: for all a, b ∈ Ci, |a ∩ b| = i− 1 do
6: c← a ∪ b
7: if c \ {v} ∈ Ci for all v ∈ c then
8: if c \ {v} hits fewer edges of H than c for all v ∈ c then
9: if c is a transversal of H then

10: Tr ← Tr ∪ {c}
11: else
12: Ci+1 ← Ci+1 ∪ {c}
13: i← i+ 1

14: output Tr

5.2 The algorithm of Hébert, Bretto, and

Crémilleux

The HBC-algorithm [HBC07, Héb07] (cf. Algorithm 21 for the listing) is a level-
wise approach for computing all minimal transversals similar to the classic Apriori
algorithm [AS94, GKM+03, MT97] (cf. Section 7.4). Note that our presentation
of the algorithm slightly differs from the original paper [HBC07] as we avoid using
Galois connections and the like.

The HBC-algorithm generates transversal candidates in a level-wise manner. In
the first step, one element subsets of V are candidates for being minimal transver-
sals. Those that really are transversals are added to the set Tr (line 1 of the
listing) that finally will contain all minimal transversals of H. All other one el-
ement subsets of V are added (line 2) to the candidate set C1 of level 1. In
the (i+ 1)-th step, the HBC-algorithm combines candidates of the i-th step that
have a large enough intersection (lines 5 and 6). For each candidate c it is then
checked whether all its subsets are candidates at level i and whether c hits more
edges than all its subsets (lines 7 and 8). If so, a final check determines whether
c is a transversal or not and, hence, whether c has to be added to Tr or Ci+1,
respectively (lines 9 to 12).

In [HBC07] it is claimed that the HBC-algorithm on input H runs in O(2t(H) ·
|Tr(H)|) time, where t(H) denotes the size of a largest minimal transversal of H.
This bound seems to be intuitive as the HBC-algorithm checks all the subsets
of each minimal transversal. It would also solve a longstanding open question.
Namely, polynomial time decision of TransHyp when edges are logarithmically
size-bounded. Unfortunately, as we will show, the claimed upper bound is wrong.
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We shall give a lower bound that also shows the HBC-algorithm not to be output-
polynomial.

To obtain our lower bound we will observe the behavior of the HBC-algorithm
on the Takata hypergraphs (cf. Definition 5.1.1) that we also used in previous
sections. The idea we use in our analysis is probably best described by an example.

Example 5.2.1. Consider Takata’s hypergraph

G1 = {{v1, v3}, {v1, v4}, {v2, v3}, {v2, v4}}
as input and note that Tr(G1) = {{v1, v2}, {v3, v4}}. What may have led to the
running time claim in [HBC07] is the impression that only subsets of sets that are
finally part of the output (minimal transversals in our case) are processed by the
algorithm as this is true in other scenarios where the Apriori technique is used.
But consider the set {v1, v3} in our example. It is an element of the candidate
set C2 in the HBC-algorithm as it hits more edges of G1 than its one element
subsets which all are contained in C1. But {v1, v3} is not subset of any minimal
transversal. The same holds for {v1, v4}, {v2, v3}, and {v2, v4}. All are candidates
in C2 but not contained in any minimal transversal.

As for G1, the O-notation assures that the claimed bound of [HBC07] holds.
But for larger and larger i we show that the HBC-algorithm on input Gi generates
too many candidates to run in O(2t(Gi) · |Tr(Gi)|) time. Thereby, we also show the
HBC-algorithm not to be output-polynomial. A lower bound for the number of
candidates produced is given in the following lemma.

Lemma 5.2.2. The number of candidates generated by the HBC-algorithm on
input Gi is at least 2(i−2)·2i+2 for i ≥ 2.

Proof. Fix any edge e of Gi and note that each element of Tr(Gi \ {e}) \ Tr(Gi) is
generated as a candidate by the HBC-algorithm. This can be seen as follows. Each
element t of Tr(Gi \ {e}) \Tr(Gi) is a minimal transversal of Gi \ {e} and thus hits
more edges of Gi\{e} than all of t’s proper subsets. All of t’s subsets are candidates
in the course of the HBC-algorithm running on input Gi\{e} as t finally is produced
as output. But note that t then also hits more edges of Gi than all its proper
subsets and that all these subsets then also are candidates in the course of the
HBC-algorithm running on input Gi. Hence, each element of Tr(Gi \ {e}) \Tr(Gi)
hits more edges of Gi than all its subsets and all these subsets also are candidates
at a lower level. But not one of the elements of Tr(Gi \ {e}) \ Tr(Gi) is a minimal
transversal of Gi and, thus, on input Gi these elements are produced as candidates
only. From Lemma 5.1.2 we have |Tr(Gi \ {e}) \ Tr(Gi)| ≥ 2(i−2)·2i+2 independent
of the choice of e, which completes the proof of Lemma 5.2.2.

In order to show that the bound given in [HBC07] is wrong, we need the fol-
lowing observation on the size of a largest minimal transversal of Gi.

Lemma 5.2.3. The size t(Gi) of a largest minimal transversal of Gi is 2i.
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Proof. Note that by the definition of Gi we have t(Gi) = 2 · t(Gi−1) and with the
initial condition t(G0) = 1 we get t(Gi) = 2i by iteration.

We are now ready to give a lower bound on the running time of the HBC-
algorithm showing it not to be output-polynomial and proving the upper bound
claimed by Hébert et. al. [HBC07] to be wrong.

Theorem 5.2.4. The HBC-algorithm is not output-polynomial. Its running time
is at least nΩ(log log n), where n denotes the size of the input and output. Further-
more, the O(2t(H) · |Tr(H)|) upper time bound stated in [HBC07] is wrong.

Proof. We consider the HBC-algorithm on input Gi. By mi = |VGi
|·(|Gi|+|Tr(Gi)|)

we denote an upper bound on the size of Gi and Tr(Gi). From Lemma 5.1.2 we
have mi = 4i · (22(2i−1) + 22i−1), which results in mi ≤ 22i+2

.

Let γ(i) denote the number of candidates generated by the HBC-algorithm on
input Gi. The time, the HBC-algorithm needs to compute Tr(Gi), is at least the
number of candidates generated. With Lemma 5.2.2 we have γ(i) ≥ 2(i−2)·2i+1 for
i ≥ 2. Thus, to analyze the running time we will show that γ(i) is superpolynomial
in mi. It suffices to show that 2(i−2)·2i

> (22i+2

)c, for any constant c. This is
equivalent to i − 2 > 4c, for any constant c. Since this obviously holds for large
enough i, we have proven that γ(i) is superpolynomial in mi, namely γ(i) =

m
Ω(log log mi)
i which gives the stated lower bound.

To prove the second part, namely that O(2t(H) · |Tr(H)|) is not an upper time
bound for the HBC-algorithm we shall show thatγ(i) is superpolynomial in m′

i =
2t(Gi) · |Tr(Gi)| for large enough i. From Lemmata 5.1.2 and 5.2.3 we have m′

i =
22i · 22i−1 = 22·2i−1. Hence, it suffices to show that 2(i−2)·2i

> (22·2i

)c, for any
constant c. This is equivalent to i − 2 > 2c, for any constant c. Since this
obviously holds for large enough i, we have proven that γ(i) is superpolynomial
in m′

i and hence the O(2t(H) · |Tr(H)|) upper time bound claimed in [HBC07] is
wrong.

5.3 The algorithms of Fredman and Khachiyan

In 1996 Fredman and Khachiyan developed two Monet algorithms, FK-algo-
rithm A and the improved version FK-algorithm B [FK96]. There is a nice survey
on the FK-algorithms and follow up work [EMG08].

Both FK-algorithms exploit the self-reducibility of Monet. Namely, ϕ and ψ
are equivalent iff setting any variable x to false resp. true yields two respectively
equivalent DNF/CNF-pairs.

In case of non-equivalence, both FK-algorithms return an assignment A with
A(ϕ) �= A(ψ) as a witness for non-equivalence. Both algorithms work recursively,
but before exploiting the self-reducibility they check some basic conditions that
can easily guarantee non-equivalence in case of monotone normal forms.
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5.3.1 Preconditions

Let (ϕ, ψ) be a pair of an irredundant, monotone DNF ϕ and an irredundant,
monotone CNF ψ that are equivalent. Then the following three conditions hold.
Firstly,

m ∩ c �= ∅ for any monomial m ∈ ϕ and any clause c ∈ ψ. (5.7)

Assume there exists a monomial m ∈ ϕ and a clause c ∈ ψ with m ∩ c = ∅. Now
consider the assignment A = m and note that A(ϕ) = 1 and A(ψ) = 0.

Secondly,

ϕ and ψ must contain exactly the same variables. (5.8)

Assume that there is a variable x in ϕ that is not present in ψ (the argumentation
is similar if ψ contains a “new” variable). Let m be a monomial of ϕ containing
x and consider the assignment A = m \ {x}. We have A(ϕ) = 0 and A(ψ) = 1 as
A has a non-empty intersection with every clause of ψ due to condition (5.7).

Thirdly,
max{|m| : m ∈ ϕ} ≤ |ψ|, max{|c| : c ∈ ψ} ≤ |ϕ|. (5.9)

Assume that there is a monomial m ∈ ϕ that contains more variables than clauses
are contained in ψ (the argumentation is similar if ψ contains a clause that is
“too large”). Now let m′ ⊂ m be a proper subset of m satisfying m′ ∩ c �= ∅ for
any clause c of ψ. Consider the assignment A = m′ and note that A(ϕ) = 0 and
A(ψ) = 1.

Conditions (5.7)–(5.9) can be easily tested in linear respectively quadratic time,
which is done by both FK-algorithms as a preprocessing step. We now come to the
description of FK-algorithm A. In Section 5.3.3 we then discuss the improvements
of FK-algorithm B.

5.3.2 FK-algorithm A

FK-algorithm A uses an additional precondition that holds for any equivalent
(ϕ, ψ) pair. Namely,∑

m∈ϕ

2v−|m| +
∑
c∈ψ

2v−|c| ≥ 2v, where v is the number of variables. (5.10)

The left hand side of condition (5.10) sums up the assignments that satisfy ϕ
and the assignments that do not satisfy ψ. Hence, if the left hand side of con-
dition (5.10) is smaller than 2v, there must be an assignment A∗ that does not
satisfy ϕ but ψ. Such an assignment A∗ can then be iteratively found as fol-
lows. Start with the empty assignment and at step i include variable xi iff
(A∗

i−1∪{xi}) ≤ (A∗
i−1), where A∗

i−1 is the partial result from step i−1 and (A)
gives the number of monomials of ϕ satisfied by A plus the number of clauses of
ψ not satisfied by A. Hence, A∗

i is computed in a way as to minimize the value
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of  where  is similar to the left hand side of condition (5.10). Fredman and
Khachiyan [FK96] mainly include condition (5.10) in their algorithm A to ensure
the existence of a sufficiently frequent variable that then guarantees the validity
of estimations made in their worst-case analysis.

A pseudocode listing of FK-algorithm A is given as Algorithm 22. We give some
further brief remarks. As for the initial call of FK-algorithm A, the global variable
A is the empty set. Note that we already discussed how appropriate assignments
are found in case of violation of conditions (5.7)–(5.10).

In case of small inputs consisting of at most one term each (line 3 of the listing),
there are only very few possibilities. If there are no variables at all, ϕ is the empty
DNF (which is unsatisfiable) or contains the empty monomial (which is valid).
The equivalent CNF of the empty DNF contains the empty clause only, and the
equivalent CNF of the empty monomial is the empty CNF. Hence, if the inputs
are not equivalent but contain no variables, any assignment serves as a witness.
If the formulas contain variables but only one term each, the previous check of
condition (5.8) already ensures equivalence as then the formulas must be identical!

As for the recursive process, the FK-algorithm A decomposes the original input
instance (ϕ, ψ) as follows. It selects a “splitting” variable x that appears with
frequency at least 1/ log(|ϕ| + |ψ|) in either ϕ or ψ. The existence of such a
variable is ensured by condition (5.10) [FK96]. Then ϕ and ψ can be rewritten as

ϕ ≡ (x ∧ ϕ0) ∨ ϕ1,

ψ ≡ (x ∨ ψ0) ∧ ψ1,

where ϕ1 (resp. ψ1) contains the monomials (resp. clauses) of ϕ (resp. ψ) that
do not contain x and ϕ0 (resp. ψ0) are the other monomials (resp. clauses) from
which x was excluded. Now deciding equivalence of (ϕ, ψ) is equivalent to deciding
equivalence of the two smaller problems

(ϕ1, ψ0 ∧ ψ1), (5.11)

(ϕ0 ∨ ϕ1, ψ1). (5.12)

Note that (5.11) corresponds to setting x to false in the original instance (ϕ, ψ)
whereas (5.12) corresponds to setting x to true. Hence, if the call on subprob-
lem (5.11) returns an assignment showing non-equivalence, the original call can
return exactly this assignment (remember the set notion of assignments). In case
that the second subproblem (5.12) is not equivalent, the algorithm adds the split-
ting variable x to the assignment.

As for the worst-case analysis, Fredman and Khachiyan show the following.

Proposition 5.3.1 ([FK96]). FK-algorithm A runs in time nO(log2 n).

The main tool in their analysis of FK-algorithm A is to base the estimation
of the number of recursive calls on the fact that for equivalent normal forms
condition (5.10) holds and hence the splitting variable is sufficiently frequent.
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5.3 The algorithms of Fredman and Khachiyan

Algorithm 22 The FK-algorithm A (FK-A)

Input: irredundant, monotone DNF ϕ and CNF ψ
Output: ∅ in case of equivalence; otherwise, assignment A with A(ϕ) �= A(ψ)

1: make ϕ and ψ irredundant
2: if one of conditions (5.7)–(5.10) is violated then return appropriate assign-

ment
3: if |ϕ| · |ψ| ≤ 1 then return appropriate assignment found by a trivial check
4: else
5: find a variable x appearing with frequency ≥ 1/ log(|ϕ| + |ψ|) in either ϕ

or ψ
6: A ← FK-A(ϕ1, ψ0 ∧ ψ1)
7: if A = ∅ then
8: A ← FK-A(ϕ0 ∨ ϕ1, ψ1)
9: if A �= ∅ then return A ∪ {x}

10: return A

As for the practical performance, an experimental study of a randomized version
of FK-algorithm A showed it to be quite efficient [KBEG06]. There is also a version
by Tamaki designed to run with polynomial space [Tam00].

5.3.3 FK-algorithm B

FK-algorithm A does not exploit the fact that the second recursive call is only
performed if the first call did not yield a witness for non-equivalence, but so
does FK-algorithm B. Assume that the input (5.11) of the first recursive call is
equivalent. Now in the second call, we try to find an assignment A with A(ϕ0 ∨
ϕ1) �= A(ψ1) (a witness for the non-equivalence of the second pair (5.12)). As
ϕ1 is equivalent to ψ0 ∧ ψ1 this then gives A(ϕ0) ∨ A(ψ0 ∧ ψ1) �= A(ψ1). If
now A(ψ0) = 1, we have A(ϕ0) ∨ A(ψ1) �= A(ψ1), which implies A(ψ1) = 0 and
A(ϕ0) = 1. This is a contradiction to condition (5.7), which says that every clause
of ψ1 has a non-empty intersection with every monomial of ϕ0. Hence, actually,
for the second recursive call on (5.12) it suffices to find an assignment A with
A(ψ0) = 0 and A(ψ1) �= A(ϕ0). As for A(ψ0) = 0, note that we only have to
check the maximal assignments not satisfying ψ0, of which there are exactly |ψ0|
(for each clause c ∈ ψ0 the assignment that does not contain exactly the variables
of c). Hence, for each clause c of ψ0, FK-algorithm B is recursively called on an
adjusted pair (ϕc

0, ψ
c
1), where the superscript c denotes that all variables from c

are set to false in the respective formula.
Note that in case we started testing equivalence of ϕ and ψ by first examining

the second pair (5.12), an analogous argumentation yields that pair (5.11) then
is equivalent to finding an assignment A with A(ϕ0) = 1 and A(ϕ1) �= A(ψ0).
Hence, for each monomial m of ϕ0, FK-algorithm B is recursively called on an
adjusted pair (ϕm

1 , ψ
m
0 ), where the superscript m in this case denotes that all
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variables from m are set to true in the respective formula. Note that in case of
non-equivalence we now also have to include the corresponding monomial m in
the respective witness (remember our set notion of assignments).

A pseudocode listing of FK-algorithm B is given as Algorithm 23. The algorithm

Algorithm 23 The FK-algorithm B (FK-B)

Input: irredundant, monotone DNF ϕ and CNF ψ
Output: ∅ in case of equivalence; otherwise, assignment A with A(ϕ) �= A(ψ)

1: make ϕ and ψ irredundant
2: ν = |ϕ| · |ψ|;
3: if one of conditions (5.7)–(5.9) is violated then return appropriate assign-

ment
4: if min{|ϕ|, |ψ|} ≤ 2 then return appropriate assignment found by a trivial

check
5: else
6: choose some variable x from the formulas
7: ε(ν) ← 1/χ(ν)
8: εϕ

x ← |{m ∈ ϕ : x ∈ m}|/|ϕ|
9: εψ

x ← |{c ∈ ψ : x ∈ c}|/|ψ|;
10: if εϕ

x ≤ ε(ν) then
11: A ← FK-B(ϕ1, ψ0 ∧ ψ1)
12: if A �= ∅ then return A
13: for all clauses c ∈ ψ0 do
14: A ← FK-B(ϕc

0, ψ
c
1)

15: if A �= ∅ then return A ∪ {x}
16: else if εψ

x ≤ ε(ν) then
17: A ← FK-B(ϕ0 ∨ ϕ1, ψ1)
18: if A �= ∅ then return A∪ {x}
19: for all monomials m ∈ ϕ0 do
20: A ← FK-B(ϕm

1 , ψ
m
0 )

21: if A �= ∅ then return A ∪m
22: else
23: A ← FK-B(ϕ1, ψ0 ∧ ψ1)
24: if A = ∅ then
25: A ← FK-B(ϕ0 ∨ ϕ1, ψ1)
26: if A �= ∅ then return A ∪ {x}
27: return A

exploits the above described decomposition of the second recursive call whenever
useful. The decision, if it is useful and which of the two recursive calls is performed
first, is done according to the frequency of the “splitting” variable x (chosen in
line 5). Therefore, in line 6 the algorithm computes a “threshold” frequency
ε(ν) = 1/χ(ν), where ν = |ϕ| · |ψ| is the volume of ϕ and ψ and χ is the function
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defined by χ(n)χ(n) = n. Note that χ(n) ∼ logn/ log log n = o(log n).
If the frequency of the splitting variable in ϕ is less than ε(ν), the FK-algo-

rithm B uses (5.11) as input of the first recursive call and uses the more sophis-
ticated version of the second call to solve (5.12). If elsewise the frequency of the
splitting variable in ψ is less than ε(ν), the FK-algorithm B uses (5.12) as input
of the first recursive call and then solves (5.11) using the improved decomposition.
If otherwise the splitting variable is more frequent than ε(ν) in both, ϕ and ψ,
the FK-algorithm B just branches as FK-algorithm A. Note that condition (5.10)
is not necessary any more as we do not have to guarantee a sufficiently frequent
splitting variable.

As for the easy cases in line 3, note that if min{|ϕ|, |ψ|} ≤ 1 we have a similar
argumentation as for FK-algorithm A. If the formulas are not empty, one contains
just one term and the other then has to contain singleton terms for each variable.
Otherwise, it is easy to give a witness for non-equivalence according to the situa-
tion. Similarly, if the minimum is 2, a brute force multiplication of the two terms
and a following comparison to the other normal form is sufficiently efficient.

As for the worst-case analysis, Fredman and Khachiyan give a better upper
bound on the running time than for FK-algorithm A.

Proposition 5.3.2 ([FK96]). FK-algorithm B runs in time no(log n).

The main tool in the analysis is that the new branching guarantees better
bounds on the size of the inputs of recursive calls than in the analysis of FK-
algorithm A.

As for the practical performance, none of the so far published experimental
studies of Monet algorithms includes FK-algorithm B as the assumption is that,
despite the theoretically worse running time, FK-algorithm A will perform better
than FK-algorithm B in experiments [BMR03, KBEG06].

As we will show in Section 6.2, this assumption has to be adjusted, as in fact
FK-algorithm B turns out to be competitive even in practical experimentation.

5.4 Concluding remarks

We have proven superpolynomial lower bounds for the DL-, the BMR-, the KS-,
and the HBC-algorithm in terms of the size of the input and output. The bounds
show that, like the underlying Berge-multiplication algorithm, these algorithms
are not output-polynomial.

We are not aware of any other nontrivial lower bounds for algorithms generat-
ing the transversal hypergraph, although we conjecture that none of the known
algorithms is output-polynomial. Extending the existing lower bounds to other
algorithms does not seem to be so straightforward.

Consider for instance Takata-multiplication, an improvement of Berge-multipli-
cation suggested by Takata [Tak07]. Roughly speaking, the idea is not to process
the edges one after the other but to partition them and multiply them using some
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more sophisticated partitioning scheme. Very recently, Elbassioni proved a quasi-
polynomial upper bound on the running time of Takata-multiplication [Elb06b].
But giving a superpolynomial lower bound for Takata-multiplication requires the
construction of new hypergraphs. Takata’s hypergraphs Gi and our hypergraphs
G′

i are solved too fast by Takata-multiplication.
There are also no nontrivial lower bounds known for FK-algorithms A and B.

Though Gurvich and Khachiyan [GK97] note that it should be possible to give
a superpolynomial lower bound for FK-algorithm A using formulas associated to
hypergraphs very similar to the Gi, the proof is still open. Giving a lower bound for
FK-algorithm B—considered to be the fastest known Monet algorithm—seems
to be even more involved.
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Algorithm Engineering

As for evaluating the practical performance of Monet algorithms, there have been
several experimental studies [BMR03, DL05, KBEG06, KS05, LJ03, TT02, US03].
Unfortunately, all have some lack of coverage. None of the published studies
includes the FK-algorithm B by Fredman and Khachiyan [FK96], the Monet

algorithm with the best known worst-case performance (cf. Section 5.3). Actually,
the folklore assumption in the literature is that the operations performed by FK-
algorithm B to ensure recursion on smaller sub-problems compared to the less
involved FK-algorithm A just complicate the implementation and do only pay off
theoretically [BMR03, KBEG06]. Thus, unfortunately, the practical performance
of FK-algorithm B has not been systematically examined. Hence, it is not clear
at all, which of the currently known algorithms is the best choice on which kind
of instances.

In this chapter, we start working on closing this gap. In contrast with the
folklore assumption, we experimentally show FK-algorithm B to be competitive
and even superior to FK-algorithm A on many instances.

The chapter is organized as follows. In Section 6.1 we briefly discuss some
details of the implementation of the FK-algorithms. The experimental setting
and the corresponding results are stated in Section 6.2. Some concluding remarks
follow in Section 6.3.

6.1 A few implementation details

The FK-algorithms were implemented using Java. We decided to represent vari-
able sets—like terms and assignments—as bitmaps, which is just a sequence of
bits where bit i is set iff xi is contained in the corresponding term. This allows us
to process operations on formulas as logical operations on bitmaps, which can be
performed very fast if using some Java predefined data type. Hence, our choice
for internally representing bitmaps is the long data type—one of the primitive
Java data types. Note that we can use only 63 of the 64 bits of a long variable
(the remaining bit being the reserved sign bit). This restricts us to formulas with
at most 63 variables. Hence, we compared several other possibilities of represent-
ing bitmaps. Namely, we tried using BigInteger, BitSet, and an own structure
composed of an Array of sufficiently many long’s. Somehow surprisingly, the best
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overall performance for formulas with more than 63 variables was achieved by our
own array of long’s structure that beats the Java proprietary data types in our
pretests. For formulas with less than 63 variables, not that surprisingly, a single
long turns out to be the best choice.

Now that we know how to represent variable sets, we still have to internally
represent complete normal forms. In our pretests we compared implementations
of the FK-algorithms using the classes Array and Vector to store a set of bitmaps.
An advantage of Array is the faster access compared to Vector. In contrast,
Vector might have advantages in the process of making inputs irredundant as in
an Array implementation we have to manually close “gaps” in the array caused
by redundant terms. Our pretests favored the Array implementation.

Hence, in our implementations a formula is stored as an Array of bitmaps—that
itself are stored as long’s respectively Array’s of long’s according to the number
of variables.

Both FK-algorithms use an irredundantization procedure in line 1. But note
that, when making the DNF/CNF of a recursive call irredundant, not the whole
DNF/CNF has to be considered as the terms that included the splitting variable
cannot be redundant in the resulting formulas. Redundancy can only appear in
the formulas ϕ0 ∨ ϕ1 and ψ0 ∧ ψ1 and there only terms in ϕ1 and ψ1 have to be
checked for redundancy. Hence, in our implementations, irredundantization is al-
ways carried out before a recursive call. This significantly speeds up computation.
Note that in case of FK-algorithm B we can also save some processing time in
irredundantization of the many calls replacing the second call of FK-algorithm A.
If we set the variables of a monomial m of ϕ0 to true only monomials of ϕm

1 may
be redundant. Analogously, in case of setting the variables of a clause c of ψ0 to
false only clauses of ψc

1 may be redundant.

In our implementations we also slightly adopt the choice of the splitting variable
to speed up computation. As for FK-algorithm A we do not check which variables
are sufficiently frequent but choose a variable with the highest frequency in either
ϕ or ψ. As for FK-algorithm B we always choose a variable with the smallest
frequency in either ϕ or ψ to reach the improved branching whenever possible.
But we do not really compute the “threshold” frequency as there is no closed form
for the function χ. Instead of computing ε(ν) via χ, we compute the frequencies
of our splitting variable xi and set yϕ = 1/εϕ

i . When we now have to check
whether εϕ

i ≤ ε(ν) we instead perform the equivalent check y
yϕ
ϕ ≥ ν that can be

implemented more easily. An analogous check is performed for εψ
i .

6.2 Experimental results

To ensure comparability, we use test instances that were also used in previous
studies [KBEG06, KS05]. We only slightly changed the known test bed in the
sense that we added some additional instances not used before. Namely, we have
so-called DTH instances that we derive by a role exchange from the TH instances.
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Finally, we use a class of instances that are “hard” for several other Monet algo-
rithms in the sense of theoretical lower bound analysis [Tak07, Hag07a] (cf. Chap-
ter 5). The DNFs of our test instances are defined as follows (equivalent CNFs
were previously computed by a brute force multiplication using the DL-algo-
rithm [DL05] if necessary):

Matching (M(v)): v variables (v is even) x1, . . . , xv and monomials (xi−1 ∧ xi)
for 2 ≤ i ≤ v, i is even (in a graph this would form an induced matching).
Hence, the DNF has v/2 monomials and the CNF has 2v/2 clauses.

Dual Matching (DM(v)): roles of DNF and CNF of the respective M(v) instance
are exchanged. Hence, the CNF is very small.

Threshold (TH(v)): v variables (v is even) x1, . . . , xv and monomials (xi∧xj) for
1 ≤ i < j ≤ v, j is even. This yields v2/4 monomials and v/2 + 1 clauses.

Dual Threshold (DTH(v)): roles of DNF and CNF of the respective TH(v) in-
stance are exchanged.

Self-Dual Threshold (SDTH(v)): the monomials of SDTH(v) are obtained from
the TH and DTH instances as follows: {{xv−1, xv}} ∪ {{xv−1} ∪ m : m ∈
TH(v−2)}∪{{xv}∪m : m ∈ DTH(v−2)}. The effect is that the equivalent
CNF has the same set of terms. The number of terms is (v−2)2/4+v/2+1.

Self-Dual Fano-Plane (SDFP(v)): v variables and (k − 2)2/4 + k/2 + 1 mono-
mials, where k = (v − 2)/7. The construction starts with the DNF ϕ0 that
contains the monomials {x1, x2, x3}, {x1, x5, x6}, {x1, x7, x4}, {x2, x4, x5},
{x2, x6, x7}, {x3, x4, x6}, and {x3, x5, x7}, representing the set of lines in a
Fano plane. Now let ϕ = ϕ1∨· · ·∨ϕk, where ϕ1, . . . , ϕk are k disjoint copies
of ϕ0. Denote by ψ the equivalent CNF of ϕ; its 7k clauses are obtained by
taking one monomial from each of the k copies of ϕ0. We obtain the mono-
mial set of SDFP(v) as {{xv−1, xv}} ∪ {{xv−1} ∪m : m ∈ ϕ} ∪ {{xv} ∪ c :
c ∈ ψ}.

Takata: these DNFs are “hard” for several Monet algorithms and are used in
proving lower bounds [Tak07, Hag07a] (cf. Chapter 5). The starting point
is ϕ1 = x1. The DNF ϕi is then obtained by multiplying out ϕi = (α∨ β)∧
(γ ∨ δ), where α, β, γ, and δ are disjoint copies of ϕi−1. This gives 22(2i−1)

monomials in the DNF and 22i−1 clauses in the equivalent CNF.

The experimentation was done on an AMD Athlon 64 3700+ with 2.2 GHz
and 1GB of RAM running a Debian/GNU Linux 4.0 with kernel version 2.6.18.
As for compiling and interpreting the bytecode we used the JDK and JRE by Sun
in version 1.5.0.10 in the 64 bit variant. Table 6.1 summarizes our experimental
results on equivalent input instances. In the table, we show the total CPU time,
in seconds. Times are normalized over five runs for each instance. Figures 6.1
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v = 20 v = 24 v = 28 v = 30 v = 32 v = 34 v = 36 v = 38 v = 40

M FK-A 0.94 2.25 14.14 45.28 108.58 264.68 677.69 1888.78 5396.90

FK-B 0.54 1.36 6.25 19.94 68.43 245.36 944.16 3538.28 15107.78

v = 20 v = 24 v = 28 v = 30 v = 32 v = 34 v = 36 v = 38 v = 40

DM FK-A 0.88 3.78 19.36 45.10 107.20 267.32 684.25 1970.00 5962.20

FK-B 0.53 1.45 6.46 19.67 69.70 256.71 905.17 3575.83 14130.80

v = 40 v = 60 v = 80 v = 100 v = 120 v = 140 v = 160 v = 180 v = 200

TH FK-A 0.68 1.73 1.47 1.93 2.89 4.52 6.85 10.64 16.79

FK-B 0.04 0.30 0.51 0.61 0.94 0.90 1.19 1.71 2.00

v = 40 v = 60 v = 80 v = 100 v = 120 v = 140 v = 160 v = 180 v = 200

DTH FK-A 0.48 1.29 1.48 2.09 3.06 4.66 6.67 10.23 13.92

FK-B 0.04 0.30 0.48 0.65 0.96 0.93 1.47 1.56 2.04

v = 42 v = 62 v = 82 v = 102 v = 122 v = 142 v = 162 v = 182 v = 202

SDTH FK-A 1.28 1.39 1.72 3.06 5.13 9.24 16.84 27.08 41.33

FK-B 0.30 0.51 0.83 1.16 1.41 2.49 4.81 7.35 10.81

v = 16 v = 23 v = 30 v = 37

SDFP FK-A 0.47 2.42 15.40 801.17

FK-B 0.10 1.44 6.52 113.68

Table 6.1: Performance of the FK-algorithms. Running time in seconds.
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Figure 6.2: Running times on TH(v)

to 6.4 graphically show our results on several of the test instance classes. Note
that the time axes are scaled logarithmically.

In Table 6.1 there are no results for the Takata instances or for non-equivalent
inputs. As for the Takata instances, the reason is their exponential growing term
set. The Takata DNFs ϕ1 or ϕ2 and their equivalent CNFs are just too small
to give meaningful running times. Furthermore, storing ϕ4 would require more
than 40GB in a usual data format so that we decided to only test ϕ3 and its
equivalent CNF. This instance is solved by FK-algorithm B in 753.62 seconds
whereas FK-algorithm A did not finish within 5 hours (18,000 seconds).

As for non-equivalent inputs, we tested both FK-algorithms on non-equivalent
inputs that we consider to be “hardest”. Namely, leaving out just one term of the
DNF or CNF results in “nearly” equivalent instances. Consequently, the running
times of our implementations are then just a little faster than the ones we report
for the respective equivalent inputs. Not surprisingly, leaving out more terms
or using some completely different CNFs speeds up computation as then larger
and larger parts of recursion tree are not traversed. Hence, the running times in
Table 6.1 are somehow the “worst” for the respective instance classes with the
FK-algorithms traversing the whole recursion tree.
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6.3 Conclusion

Comparing our results for FK-algorithm A and FK-algorithm B, we can conclude
that FK-algorithm B is competitive on all classes, except for large Matching or
Dual Matching instances. What exactly happens on these instances is an inter-
esting issue to be addressed in future research. Utz-Uwe Haus mentioned that
one reason might be internal sorting of the terms [Hau08]. Anyway, in contrast to
the folklore assumption, our experiments show that FK-algorithm B should not
a priori be excluded from experimental studies of Monet algorithms any more.

As for the computational variants of the FK-algorithms—given the DNF, com-
pute the CNF—the relative behavior stays the same. But the running time in-
creases dramatically and, compared to a Java implementation of the DL-algorithm,
our implementations of the computational variants of the FK-algorithms are rather
slow.

A future task that should be addressed in algorithm engineering for Monet

is the creation of a comprehensive, systematic experimental evaluation of all the
known approaches for the computational variant of Monet on a broad range
of instances. We started working towards such a study, but it is still work in
progress—e. g., many algorithms pending to be implemented on our platform.
Hence, only the results for the FK-algorithms, that are of interest independently
of other results, have been included in this thesis.

Other interesting future tasks for the FK-algorithms include the improvement
of our implementations of the computational variants and a practical examination
of the application of some more sophisticated recursion stopping rules that may
cause an earlier interruption of the branching process.
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Chapter 7

Fixed-Parameter Tractability

In this chapter we analyze the parameterized complexity of Monet. This means
that we analyze versions of Monet that have some parameters as input in addition
to the DNF ϕ and the CNF ψ. Briefly, a parameterized problem with parameter
k is fixed-parameter tractable if it can be solved by some algorithm running in
time O(f(k) · poly(n)), where f is a function depending on k only, n is the size of
the input, and poly(n) is any polynomial in n. The class FPT contains all fixed-
parameter tractable problems. For a more general survey on fixed-parameter
tractability and parameterized complexity we refer to the monographs of Downey
and Fellows [DF99], and Niedermeier [Nie06].

We show that Monet is in FPT for the parameters number v of variables in
ϕ and ψ, number m of monomials in ϕ, a parameter q describing the variable
frequencies in ϕ, and a parameter bounding the unions of transversals or edges of
ϕ’s associated hypergraph. Note that some of the results of [EGM03, Mak03] can
be also interpreted as parameterized results, e. g., for the number of monomials as
parameter. Below we shall improve these running times.

The chapter is organized as follows. In Sections 7.1 to 7.3 we give the FPT

results for the parameters v, m, and q. Section 7.4 then is devoted to results
based on using the Apriori technique (similar to the HBC-algorithm discussed
in Section 5.2) whose outcome is an FPT result for the computational variant
of Monet in its transversal hypergraph formulation, where parameters bound
unions of edges or transversals. Some concluding remarks follow in Section 7.5.

7.1 Number of variables as parameter

A first super-näıve fixed-parameter tractability result for the number v of variables
is at hand by simply checking all of the possible 2v assignments for an instance
(ϕ, ψ) of size n. This yields an O(2v · n) time algorithm for Monet. To con-
siderably improve this time bound, we use the notion of the maximum latency
introduced by Makino and Ibaraki [MI97].

For a monotone formula α we denote by T (α) (resp. F (α)) the set of assign-
ments that satisfy α (do not satisfy α). We say that a Monet-instance (ϕ, ψ)
is well-formed if ϕ and ψ are not empty but T (ϕ) ∩ F (ψ) is. Testing whether
a given Monet-instance is well-formed can be accomplished in polynomial time.
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The first condition is obviously trivial and the second is equivalent to testing the
validity of ϕ→ ψ, which is an easy quadratic time procedure [DG96].

Definition 7.1.1 (maximum latency). Let (ϕ, ψ) be a well-formed Monet-in-
stance. By U we denote the set of assignments that are neither in T (ϕ) nor in
F (ψ), i.e., U = F (ϕ) ∩ T (ψ). The latency of (ϕ, ψ) is defined as

λ(ϕ, ψ) = min{|AU � t| : AU ∈ U, t is a term of ϕ or ψ},

where � denotes the symmetric difference. For well-formed Monet-instances with
v variables the maximum latency is defined as

Λ(v) = max { λ(ϕ, ψ) : ϕ and ψ have v variables}.

Makino and Ibaraki proved the following tight bound on the maximum latency.

Proposition 7.1.2 ([MI97]). Λ(v) = �v/4� + 1.

Finding an assignment AU ∈ U that does not satisfy ϕ but satisfies ψ is equiv-
alent to prove (ϕ, ψ) �∈ Monet. Hence, with Proposition 7.1.2 a well-formed
Monet-instance (ϕ, ψ) can be tested for equivalence by checking all the assign-
ments that differ in at most �v/4� + 1 variables from any term of ϕ and ψ. We
will use this idea in an algorithm that has a better running time than the first
super-näıve approach. For the analysis we will need the following combinatorial
observation.

Lemma 7.1.3. Let 0 < ε < 1
2
. Then we have

�εk�∑
i=1

(
k

i

)
∈ O

⎛
⎝

[(
1

ε

)ε

·
(

1

1 − ε

)1−ε
]k

· 1√
k

⎞
⎠ .

Proof. It is well-known (see, e. g., [GKP94]) that asymptotically

�εk�∑
i=0

(
k

i

)
= 2k·h(ε)− 1

2
log k+O(1),

where h(ε) = −ε log ε− (1− ε) log(1 − ε) is the entropy function. Expanding the
asymptotic equation yields the lemma.

Theorem 7.1.4. Let (ϕ, ψ) be a Monet-instance of size n having v variables.
Then (ϕ, ψ) ∈ Monet can be decided in time

O

([(
1

1
4

+ 1
v

) 1
4
+ 1

v
(

1
3
4
− 1

v

) 3
4
− 1

v

]v

· 1√
v
· n2

)
.
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7.2 Number of monomials as parameter

v running time
≥ 5 O(1.991v · 1√

v
· n2)

≥ 10 O(1.911v · 1√
v
· n2)

≥ 20 O(1.843v · 1√
v
· n2)

≥ 50 O(1.792v · 1√
v
· n2)

≥ 100 O(1.774v · 1√
v
· n2)

≥ 1000 O(1.757v · 1√
v
· n2)

Table 7.1: Running time from Theorem 7.1.4 for special values of v

Proof. If the instance is not well-formed, it is rejected in quadratic time. Other-
wise, for v ≤ 4, we check all the at most 16 assignments in a brute-force manner
in constant time.

For v ≥ 5, we check all assignments that differ from any term of ϕ or ψ in at
most Λ(v) variables. This means that we check the (�v/4� + 1)-neighborhoods
of the terms of ϕ and ψ, which suffices as follows from Proposition 7.1.2. For
each such assignment A we test in O(n) time whether ϕ and ψ get the same
value. There are at most n terms in ϕ and ψ. Hence, the running time of an
algorithm checking all the necessary assignments can be bounded by O(s · n2),
where s denotes the number of assignments in a Λ(v)-neighborhood. We have

s =
∑�εv�

i=1

(
v
i

)
, where ε = 1

4
+ 1

v
. For v ≥ 5 we have ε < 1

2
. Hence, the estimation

of Lemma 7.1.3 can be applied and the theorem follows.

Table 7.1 contains the running time stated in Theorem 7.1.4 for special v in a
more readable format. Note that an estimation for v → ∞ yields a lower bound
of

Ω(1.7547v · 1√
v
· n2).

7.2 Number of monomials as parameter

We show that Monet is fixed-parameter tractable with the number m of mono-
mials in ϕ as parameter.

Theorem 7.2.1. Let (ϕ, ψ) be a Monet-instance of size n with m monomials in
ϕ. Then (ϕ, ψ) ∈ Monet can be decided in time O(2m·(m−log m+4) ·m3 + n2).

Proof. Note thatmmonomials can split the set of variables into at most 2m classes
of variables that appear in exactly the same monomials (actually there are at most
2m − 1 classes but this would only complicate the below estimations). Choosing
representatives for each class and replacing variables with these representatives
yields a modified DNF ϕ′ with m monomials and at most 2m variables. Hence,
the irredundant, equivalent CNF ψ′ of ϕ′ cannot have clauses that contain more
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than m variables. We compute ψ′ by adapting the KS-algorithm of Kavvadias
and Stavropoulos [KS05] (cf. Section 5.1.4) for hypergraph transversal generation.
The main idea of the KS-algorithm is to process a depth-first search in a search
tree that is built as follows. The root of the tree corresponds to a monomial
of ϕ′. If the subset of variables on the path from the root to the current node
(this subset forms a clause candidate) does not intersect all monomials of ϕ′, the
KS-algorithm expands it by picking a monomial that is not yet intersected and
generating edges for each so-called appropriate variable in this monomial. Briefly,
a variable is appropriate if adding it to the current candidate set does not result
in a set where another variable could be left out and still all monomials except
the last one are intersected. Checking a monomial for appropriate vertices can be
done in time O((2m · m)2) since a monomial contains at most 2m variables, the
current clause candidate set has size at most m, and the size of ϕ′ is bounded by
2m ·m. Expanding only by appropriate variables ensures that generated clauses
are minimal and that no repetitions occur [KS05].

If all monomials are covered, the KS-algorithm outputs the clause and starts
backtracking. In the worst case, the search tree that is traversed by the KS-
algorithm contains a node corresponding to each variable subset of size at most m
(written on the paths from the root to the nodes). There are

∑m
i=0

(
2m

i

) ≤ m ·(2m

m

)
such subsets. Using Stirling’s formula and the fact that for the Eulerian constant
we have e ≈ 2.718 < 4 we get

(
2m

m

) ≤ 2m·(m−log m+2). Since in the worst case
for each node the appropriate variables have to be determined, the KS-algorithm
needs O(2m·(m−log m+4) ·m3) time to compute the CNF ψ′.

From ψ′ we compute a CNF ψ′′ without representatives. This is done by system-
atically processing the representatives one after the other. Let y be the currently
processed representative that stands for the variables xi1 , . . . , xik . For each occur-
rence of y the respective clause is copied k times and in the j-th copy we replace
y by xij . Since ψ′ is irredundant, all the intermediate results of the computation
and ψ′′ are irredundant. Thus, we can immediately reject whenever an interme-
diate result gets larger than ψ. Hence, the time needed to compute ψ′′ is O(n)
as n is an upper bound on the size of ψ. When there is no representative left we
have to check whether ψ′′ and ψ are identical. This can be accomplished in time
O(n2).

Note that we have the same result with the number of clauses of ψ as parameter
since we could simply exchange the roles of DNF and CNF.

The running time has been subsequently improved in the transversal hyper-
graph formulation of Monet. The essential part of the improvement is a fixed-
parameter sub-transversal check. A subset S of vertices of a hypergraph H is a
sub-transversal of H iff there is a minimal transversal T ∈ Tr(H) such that T ⊇ S.
In general, testing if S is a sub-transversal is an NP-hard problem even if H is a
graph [BEGK00]. But in the case that |S| is bounded by a constant such a check
can be done in polynomial time. Note that we just cite the following results as
the main work was done by Khaled Elbassioni and Imran Rauf.
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Lemma 7.2.2 ([EHR08b]). Given a hypergraph H with m edges and a vertex
subset S of size |S| = s, checking whether S is a sub-transversal of H can be done
in time O((m/s)s · nm).

Using Lemma 7.2.2 in a backtracking algorithm that computes all the minimal
transversals starting from the empty set (that clearly is a sub-transversal) yields
the following.

Theorem 7.2.3 ([EHR08b]). Let G,H be two hypergraphs with |G| = m, |H| = m′,
and |V | = n. Then Tr(H) = G can be decided in time O(e(m/e) · n2m2m′).

Note that e(m/e) ≈ 1.45m and, thus, this improves the running time of Theo-
rem 7.2.1. An implication of Theorem 7.2.3, which we will need in Section 7.4, is
the following.

Corollary 7.2.4. For a hypergraph H, we can generate the first k minimal trans-
versals in time O(e(k/e) · k3n2m), where n = |V | and m = |H|.
Proof. The idea is to keep a partial list G of minimal transversals, initially empty.
If |G| < k, we use the backtracking method from Theorem 7.2.3 on G to generate
at most m + 1 elements of Tr(G). If it terminates with Tr(G) = H, then all
elements of Tr(H) have been generated. Otherwise, X ∈ Tr(G)\H is a witness for
(G,H) �∈ TransHyp, and so by symmetry X̄ contains a new minimal transversal
of H that extends G.

7.3 Variable degrees as parameter

For a Monet instance (ϕ, ψ) we denote by q the largest number of monomials
over all variables x that do not include x, i.e.,

q = max
x∈V

|{μ : x �∈ μ, where μ is a monomial of ϕ}|.

We show that Monet is fixed-parameter tractable with q as parameter.

Theorem 7.3.1. Let (ϕ, ψ) be a Monet-instance of size n and q as defined above.
Then (ϕ, ψ) ∈ Monet can be decided in time O(2q·(q−log q+4) · q3n+ n3).

Proof. For an irredundant, monotone normal form α we denote by αx=0 (resp.
αx=1) the normal form that is obtained by setting x to false (true) and removing
redundant terms. These irredundant forms αx=0 and αx=1 can be easily computed
in quadratic time.

Note that testing (ϕ, ψ) ∈ Monet is equivalent to testing (ϕx=0, ψx=0) ∈
Monet and (ϕx=1, ψx=1) ∈ Monet for any variable x from ϕ. Our fixed-
parameter algorithm exactly processes these tests. Note that setting x = 0 yields
a DNF ϕx=0 with at most q monomials. Hence, we can apply Theorem 7.2.1 and
decide (ϕx=0, ψx=0) ∈ Monet in time O(2q·(q−log q+4) · q3 + n2).
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For the second test we recursively call the algorithm with (ϕx=1, ψx=1) as input.
Note that ϕx=1 contains at most n − 1 variables. If ϕx=1 does not contain any
variable, the equivalence test is trivial. Hence, there are at most n − 1 recursive
calls which results in an overall running time of O(2q·(q−log q+4) · q3n+ n3).

Note that again the roles of DNF and CNF may be exchanged to get the state-
ment for variable frequencies in ψ as well. The algorithm runs in polynomial time
if q is a constant. This yields a new polynomial time special case of Monet.

Using the running time of Theorem 7.2.3, Theorem 7.3.1 has also been subse-
quently improved in the transversal hypergraph formulation of Monet (we just
cite the following results as the main work was done by Khaled Elbassioni and
Imran Rauf).

Theorem 7.3.2 ([EHR08b]). Let G,H be two hypergraphs with |G| = m, |H| = m′,
q = maxv |{H ∈ H : v �∈ H}|, and |V | = n. Then Tr(H) = G can be decided in
time O(e(q/e) · q2n3m′).

Again, note that e(q/e) ≈ 1.45q. Moreover, note that q can be seen as the
complementary degree of a vertex in a hypergraph. Applying Theorem 7.2.3,
there is also an FPT result for the maximum degree of a hypergraph. Let p be the
maximum degree of a vertex in hypergraph H, i. e., p = maxv |{H ∈ H : v ∈ H}|.
Theorem 7.3.3 ([EHR08b]). Let H be a hypergraph on |V | = n vertices in which
the degree of each vertex v is bounded by p. Then all minimal transversals of H
can be found in time O

((
min{2p, m′} · ep/e · p2n+m′) · n2mm′), where m = |H|

and m′ = |Tr(H)|.
The key idea in the proof of Theorem 7.3.3 is to order the vertices and at step i

only compute transversals of the edges containing vi and, apart from it, only
vertices with smaller index. The number of such edges clearly is bounded by p
and, thus, Theorem 7.2.3 can be applied.

7.4 Results based on the Apriori technique

Gunopulos et al. [GKM+03] showed that generating transversals of hypergraphs
H with edges of size at least n−c can be done in time O(2c ·poly(n,m,m′)), where
n = |V |, m = |H| and m′ = |Tr(H)|. This is a fixed-parameter algorithm for c
as parameter, which shows that the transversals can be generated in polynomial
time for c ∈ O(logn). The computation is done by an Apriori (level-wise) algo-
rithm [AS94]. Using the same approach, we generalize the result and show below
that we can compute all the minimal transversals in time O(2c · (m′)k ·poly(n,m))
or in time O(ek/e·nc+1·poly(m,m′)) if the union of any k distinct minimal transver-
sals has size at least n−c. Equivalently, if any k distinct maximal independent sets
of a hypergraph H intersect in at most c vertices, then all maximal independent
sets can be computed within the same time bound. Recall that an independent set
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of a hypergraph H is a subset of its vertices which does not contain any hyperedge
of H.

And again using the same idea, we show that the maximal frequent sets of an
m× n database can be computed in O(2c · (nm′)2k−1+1 · poly(n,m)) time if any k
rows of it intersect in at most c items, where m′ is the number of such maximal
frequent sets.

Note that for c ∈ O(logn) we have output-polynomial algorithms for all four
problems.

7.4.1 The generalized Apriori algorithm

Let f : V → {0, 1} be a monotone Boolean function, that is, for which f(X) ≥
f(Y ) whenever X ⊇ Y . We assume that f is given by a polynomial-time evalua-
tion oracle requiring maximum time Tf , given the input. The Apriori approach for
finding all maximal subsets X such that f(X) = 0 (maximal false sets of f), works
by traversing all subsets X of V , for which f(X) = 0, in increasing size, until all
maximal such sets have been identified. The procedure is given as Algorithm 24.

Lemma 7.4.1. If any maximal false set of f contains at most c vertices, then
Apriori given as Algorithm 24 finds all such sets in O(2c ·m′n · Tf) time, where
n = |V | and m′ is the number of maximal false sets.

Proof. The correctness of this Apriori style method can be shown straightfor-
wardly (cf. , e. g., [AS94, GKM+03]). To see the time bound, note that for each
maximal false set we check at most 2c candidates (all the subsets) before adding
it to C. For each such candidate we check whether it is a false set and whether it
cannot be extended by adding more vertices.

7.4.2 Intersections of maximal independent sets

Our results in this section are based on using an Apriori approach as described in
the previous section. We start with an easy result very similar to the algorithm
described in [GKM+03] for generating minimal transversals. The following lemma
can be seen as a proof of concept in using the Apriori technique.

Lemma 7.4.2. If any maximal independent set of a hypergraph H with n vertices
contains at most k vertices, all the m′ maximal independent sets can be computed
in time O(2k · poly(n,m,m′)), where |H| = m.

Proof. An appropriate procedure is given as Algorithm 25. Correctness is straight-
forward as is for the generalized Apriori.

The time needed by Algorithm 25 can be bound as follows. Note that for
each maximal independent set we check at most 2k candidates (all the subsets)
before adding it to I. For each such candidate we check whether it is independent
(clearly polynomial in m) and whether we cannot add another vertex and still
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Algorithm 24 The generalized Apriori algorithm

Input: a monotone Boolean function f : V → {0, 1}
Output: the maximal sets X ⊆ V such that f(X) = 0

1: C1 ← V
2: i← 1
3: while Ci �= ∅ do
4: for all X, Y ∈ Ci, |X ∩ Y | = i− 1 do
5: Z ← X ∪ Y
6: if f(Z) = 0 then
7: if f(Z ∪ {v}) = 1, for all v ∈ V \ Z then
8: C ← C ∪ {Z}
9: else

10: Ci+1 ← Ci+1 ∪ {Z}
11: i← i+ 1

12: output C

have independence (also polynomial, as there are at most n vertices that can be
added). Thus, the overall-running time is O(2k · poly(n,m,m′)).

We now want to get rid of the size bound on the independent sets and replace
it by a bound on the size of their intersections.

Let k and c be two positive integers. We consider hypergraphs H satisfying the
following condition:

(C1) Any k distinct maximal independent sets I1, . . . , Ik of H intersect in at most
c vertices, i. e., |I1 ∩ · · · ∩ Ik| ≤ c.

We shall derive below fixed-parameter algorithms with respect to either c or k.
We note that condition (C1) can be checked in polynomial time for c = O(1) and
k = O(logn). Indeed, (C1) holds if and only if every set X ⊆ V of size |X| = c+1
is contained in at most k−1 maximal independent sets of H. The latter condition
can be checked in time O(ek/e · nc+1 · poly(n,m, k)) as follows from the following
lemma.

Lemma 7.4.3. Given a hypergraph H with vertex set V and a subset S ⊆ V of
vertices, we can check in polynomial time whether S is contained in k different
maximal independent sets. Furthermore, k such sets can be generated in time
O(ek/e · poly(n,m, k)).

Proof. Clearly, this check is equivalent to checking if S does not contain an edge of
H and if the truncated hypergraph HS̄ = min

({H ∩ S̄ : H ∈ H}), has k maximal
independent sets, or equivalently k minimal transversals. By Corollary 7.2.4, this
can be done in O(ek/e · poly(n,m, k)) time.
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Algorithm 25 Apriori for finding maximal independent sets of size at most k

Input: a hypergraph H on vertex set V
1: C1 ← V \ {v : {v} ∈ H}
2: i← 1
3: while Ci �= ∅ and i ≤ k do
4: for all a, b ∈ Ci, |a ∩ b| = i− 1 do
5: c← a ∪ b
6: if c is an independent set then
7: if no c ∪ {v}, v ∈ V \ c is an independent set then
8: I ← I ∪ {c}
9: else

10: Ci+1 ← Ci+1 ∪ {c}
11: i← i+ 1

12: output I

Algorithm 26 Algorithm generating intersecting maximal independent sets

Input: a hypergraph H on vertex set V
Output: the set of maximal independent sets of H

1: I ← ∅
2: use Apriori to find set of maximal k-independent set intersections X
3: for all X ∈ X do
4: for all Y ⊆ X do
5: for all v ∈ V \ Y do
6: if |Ind(H)[Y ∪ {v}]| ≤ k − 1 then
7: I ← I ∪ Ind(H)[Y ∪ {v}] (obtained using Corollary 7.2.4)

8: output I

Denote by Ind(H) the set of maximal independent sets of a hypergraph H and
for a subset S of H’s vertices, denote by Ind(H)[S] the maximal independent sets
containing S.

Theorem 7.4.4. If any k distinct maximal independent sets of a hypergraph H
intersect in at most c vertices, then all maximal independent sets can be computed
in time O(2c · (m′)k · poly(n,m)) or in time O(ek/e · nc+1 · poly(m,m′)), where
n = |V |, m = |H| and m′ = |Ind(H)|.

Proof. (i) c as a parameter: we first use Apriori to find the set X of all maximal
subsets contained in at least k distinct maximal independent sets of H. By (C1)
the size of each such subset is at most c. To do this we use Apriori with the
monotone Boolean function defined by f(X) = 0 if and only if X ⊆ I1 ∩ · · · ∩ Ik,
for k distinct maximal independent sets I1, . . . , Ik. The procedure is given as
Algorithm 26. By Lemmas 7.4.1 and 7.4.3, all the intersections in X can be found
in time 2c · ek/e · |X | · poly(n,m, k). Thus the total running time can be bounded
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by 2c · ek/e · (m′)k · poly(n,m, k) since |X | ≤ (m′)k. It remains to argue that any
maximal independent set I ∈ Ind(H) is generated by the procedure. To see this,
let Y be a maximal subset such that Y = I ∩ I1 ∩ · · · ∩ Ir, where I, I1, . . . , Ir, are
distinct maximal independent sets of H with r ≥ k−1, and let v ∈ I\(I1∩· · ·∩Ir).
Note that such v exists since I �⊆ I1 ∩ · · · ∩ Ir as I, I1, . . . , Ir are distinct maximal
independent sets. Then by maximality of Y , Y ∪{v} is contained in at most k−1
maximal independent sets, one of which is I, and hence will be considered by the
procedure in Step 7.

(ii) k as a parameter: Let I1 = {I ∈ Ind(H) : |I| ≤ c} and I2 = Ind(H) \ I1.
Elements of I1 can be found using our proof of concept Apriori procedure given as
Algorithm 25 (or by testing all subsets of size at most c for maximal independence).
Elements of I2 can be found by noting that each of them contains a set of size
c+1, and that each such set is contained in at most k− 1 elements of I2 by (C1).
Thus, for each set X of size c + 1, we can use Lemma 7.4.3 to find all maximal
independent sets containing X.

7.4.3 Unions of minimal transversals or edges

We now use the results on independent sets to generate all minimal transversals.

Theorem 7.4.5. Let H be a hypergraph on n = |V | vertices, and k, c be positive
integers.

(i) If any k distinct minimal transversals of H have a union of at least n − c
vertices, we can compute all minimal transversals in O(2c · (m′)k · poly(n,m)) or
O(ek/e · nc+1 · poly(m,m′)) time, where m = H and m′ = |Tr(H)|.

(ii) If any k distinct hyperedges of H have a union of at least n− c vertices, we
can compute all minimal transversals in time O(2c ·mk · poly(n,m′)) or in time
O(ek/e · nc+1 · poly(m,m′)), where m = H and m′ = |Tr(H)|.
Proof. Both results are immediate from Theorem 7.4.4. The first part (i) follows
by noting that each minimal transversal is the complement of a maximal indepen-
dent set, and hence any k maximal independent sets are guaranteed to intersect
in at most c vertices. The second part (ii) follows by maintaining a partial list
G ⊆ Tr(H), and switching the roles of H and G in (i) to compute the minimal
transversals of G using Theorem 7.4.5. Since condition (i) is satisfied with respect
to G, we can either verify H = Tr(G), or extend G by finding a witness for the
non-transversality (in a way similar to Corollary 7.2.4).

7.4.4 Intersections of maximal frequent sets or transactions

Consider the problem of finding the maximal frequent item sets in a collection of
m transactions on n items, mentioned in Section 3.8. Here, a transaction simply
is a set of items. An item set is maximal frequent for a frequency t if it occurs
in at least t of the transactions and none of its supersets does. Some basic FPT

results for this problem can be found in [HCW06].
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As another application of the approach used in Theorem 7.4.4 to compute in-
tersecting maximal independent sets we obtain the following results.

Theorem 7.4.6. If any k distinct maximal frequent sets intersect in at most c
items, we can compute all maximal frequent sets in O(2c ·(nm′)k ·poly(n,m)) time,
where m′ is the number of maximal frequent sets.

Proof. The proof is analogous to that of Theorem 7.4.4. Just note that the set
of transactions forms a hypergraph and replace “independent” by “frequent.” To
complete the proof, we need the following procedure to find k maximal frequent
sets containing a given set. For 1 ≤ i ≤ k and frequent set X, let F1, . . . , Fi−1 be
the maximal frequent sets containing X and let Y be the set with the property
that X ∪ Y is frequent and ∀j < i, ∃y ∈ Y : y /∈ Fj . Then any maximal frequent
set containing X∪Y is different from F1, . . . , Fi−1 by construction and thus giving
us a new maximal frequent set. The running time of the above procedure can be
bounded by O(nk ·poly(n,m)). Combining it with Lemma 7.4.1 gives us the stated
running time.

Corollary 7.4.7. If any k distinct transactions intersect in at most c items, then
all maximal frequent sets can be computed in time O(2c · (nm′)2k−1+1 · poly(n,m)),
where m′ is the number of maximal frequent sets.

Proof. Note that if t ≥ k then every maximal frequent set has size at most c which
in turn implies O(2c ·poly(n,m) ·m′) time algorithm using straightforward Apriori
approach, so we may assume otherwise. Consider the intersection X of l distinct
maximal frequent sets and let |X| > c, we bound the maximum such l. Since the
intersection size is more then c, at most k − 1 transactions define these l distinct
maximal frequent sets and so l ≤ ∑k−1

j=t

(
k−1

j

) ≤ 2k−1.

7.5 Concluding remarks

There is at least one important open question besides improving the running times
of our FPT algorithms. Giving an FPT algorithm for Monet with respect to the
parameter size l of a largest monomial remains open. Note that there is an easy
search tree FPT algorithm for the two parameters size l of a largest monomial and
size k of a largest clause similar to a result in [GSS02].

However, assume Monet can be shown to be M[1]- or W[1]-hard for l. We have
FPT ⊆ M[1] ⊆ W[1], and FPT = M[1] iff the exponential time hypothesis fails,
i. e., n variable 3Sat can be solved in time 2o(n). Hence, M[1]- or W[1]-hardness
of Monet corresponds to Monet not being FPT under a reasonable assumption.
Thus, a f(l) · poly(n) running time for Monet would be quite unlikely, which
would be the very first argument against polynomiality of Monet. Hence, we
expect showing M[1]- or W[1]-hardness for parameter l to be a tough problem.

Finally, our conjecture is that Monet is FPT for l but this might turn out to
be equivalent to showing Monet ∈ P.
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Conclusion

In this thesis, we have examined the problem Monet—the Mo(notone) n(ormal
form) e(quivalence) t(est)—that asks to decide equivalence of a monotone dis-
junctive normal form ϕ and a monotone conjunctive normal form ψ. Monet can
be seen as a covering problem that asks to enumerate all (in some sense) minimal
solutions of some system. Hence, there is a huge number of similar questions
in problems from diverse applications. In this thesis we examined several issues
related to the problem Monet.

We first started by focussing on identification of restrictions of the inputs that
sufficiently simplify the problem in the sense of polynomial time solutions. Such
restrictions are the “easy” classes of Monet. For several of these easy classes we
have shown that they actually are solvable using only logarithmic space, which
improves the previously known polynomial time bounds. Among our results are
Monetcnm, where the DNF is allowed to contain only a constant number of mono-
mials; Monetcupp, where the DNF is allowed to contain only monomials of con-
stant size; and Monetclow, where each monomial of the DNF is only allowed not
to contain a constant number of variables. As for the more structural restrictions,
we have shown that Monet with a regular, a 2-monotonic, or an aligned DNF is
decidable in logarithmic space.

An open issue is to show more easy classes to be solvable with logarithmic
space algorithms. Our conjecture is that at least instances with β-acyclic or μ-
equivalent DNFs are also solvable in logarithmic space. Another issue is to prove
lower bounds for easy classes. Such lower bounds for special classes could be useful
when proving hardness of Monet. Note that we do not have any nontrivial lower
bound or hardness result for Monet yet.

In a second step, we have also analyzed algorithms for the general problem
Monet without any restrictions. Thereby, we have proven superpolynomial lower
bounds for the DL-, the BMR-, the KS-, and the HBC-algorithm in terms of the
size of the input and output. This means that none of these algorithms is fast in
the sense of output-polynomial running time.

An important open issue is to prove lower bounds for other Monet algorithms
as well. Our conjecture is that none of the known algorithms is fast in the sense
of (output-)polynomial time. However, transforming our results to other algo-
rithms seems not to be that straightforward. For instance, Takata’s multiplication
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method, which is an improvement of the Berge-multiplication, seems to require
the construction of new hard instances, as the instances we used for establishing
lower bounds—Takata’s hypergraphs Gi and our hypergraphs G ′

i—are solved too
fast. There are also no nontrivial lower bounds known for the FK-algorithms A
and B, of which variant B is considered to be the (theoretically) fastest known
Monet algorithm.

However, in practical settings the usual assumption was that FK-algorithm B
is far more involved to implement than FK-algorithm A and that this effort will
not pay off in practically better running times. Contrarywise, our experimental
results with the FK-algorithms show FK-algorithm B to be competitive on almost
all instances. Nevertheless, as for algorithm engineering of Monet algorithms,
the big open question is a comprehensive, systematic experimental evaluation of
all the known algorithms. We have just started working on this issue, so it is
still work in progress—e. g., many algorithms pending to be implemented on our
platform.

Finally, we have shown Monet to be fixed-parameter tractable with respect to
various parameters. Namely, Monet is fixed-parameter tractable for the param-
eters number v of variables in ϕ and ψ, number m of monomials in ϕ, a parameter
q describing the variable frequencies in ϕ, and a parameter bounding the unions of
transversals or edges of ϕ’s associated hypergraph. The important open problem
for the parameterized complexity of Monet is giving an FPT algorithm with re-
spect to the parameter size l of a largest monomial. Our conjecture is that Monet

is FPT for l but this might turn out to be equivalent to showing Monet ∈ P.
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