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Optimization Methods for the Mixture Formation

and Combustion Process in Diesel Engines

Zusammenfassung

Die vorliegende Arbeit beschäftigt sich mit der Fragestellung, inwieweit heutige Sim-

ulationswerkzeuge in der Lage sind, die komplexen Vorgänge der Gemischbildung und

Verbrennung im Dieselmotor zu berechnen. Als Simulationswerkzeug wird die nu-

merische, dreidimensionale Strömungssimulation verwendet. Die Simulation des Ver-

brennungsprozesses stellt jedoch besondere Herausforderungen an die Numerik und

die Ressourcen, so daß hier das Representativ Interactive Flamelet (RIF) Modell An-

wendung findet. In diesem wird ein detaillierten Reaktionsmechanismus für einen

Modellbrennstoff für Dieselkraftstoff verwendet. Die Simulation der Kraftstoffein-

spritzung verwendet den weitverbreitete Lagrang’sche Ansatz des Discrete Droplet

Models (DDM). Es zeigt sich jedoch, daß insbesondere die Berechnung des Kraft-

stoffsprays eine Anpassung von bis zu sechs Parametern erfordert. Diese Anpas-

sung erfolgt in dem hier vorgestellten Ansatz mittels eines Optimierungswerkzeuges,

einem Genetischen Algorithmus. Das Gütekriterium ist der Vergleich der berechneten

und der gemessenen Eindringtiefen des Sprays unter motorähnlichen Bedingungen

in einer Hochdruckkammer. Es wird ein Diesel- und ein Ethanolspray untersucht.

Nach Anpassung der Modellkonstanten zeigt sich, daß nicht nur die globalen Ein-

dringtiefen, sondern auch lokale Größen übereinstimmen. Neben den Konstanten

des Spraymodells sind bei der Simulation eines Dieselmotors weitere Anpassungen

erforderlich. Beginnend von der Kompressionsphase unterliegen die Anfangs- und

Randbedingungen bereits einem Optimierungsalgorithmus, um eine möglichst gute

Übereinstimmung hinsichtlich der gemessenen und berechneten Zylinderdruckverläufe

zu erhalten. Desweiteren muß gerade im Hinblick auf neuere Verbrennungsmoden

die Reaktionskinetik für den Bereich der Niedertemperaturzündkinetik verifiziert und

angepaßt werden. Nach Anpassung dieser Parameter steht ein Modell zur Verfügung,

das an zwei Motorfällen Anwendung findet. Es zeigt sich, daß der Brennverlauf und

die Schadstoffemissionen der Simulation gut mit den experimentellen Untersuchungen

übereinstimmen.
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1 Introduction

All over the world, Diesel engines are in use for power generation and transport with

great success. One of the major benefits of the Diesel engine is its efficient energy

conversion and high volumetric energy density. High torque at low speed was always a

benefit of the Diesel engine for heavy duty applications. For passenger car applications

the introduction of the turbo-charger and the direct injection system has released an

increase of market shares more than 50% in Europe.

A major disadvantage are nevertheless the emissions formation. Particularly the par-

ticulates matter (PM) which consists mostly of soot, and NOx emissions are subject of

the emissions legislations. The emission regulations in the United States of America,

Tier 2 / Bin 5 in 2007 and 2010, and in Europe, EURO 5 in 2010 and EURO 6 in

2014, request high challenges for all automotive companies and suppliers. The Diesel

engine combustion has to become cleaner everbefore. Solutions for a clean combustion

in the Diesel engine foresee a combination of lowered compression ratios, higher boost

pressures, cooled EGR on the low- and high pressure side and new combustion con-

cepts, e.g. the use of an early fuel injection strategy for a concept denoted as Premixed

Charge Compression Ignition (PCCI).

Conventional combustion and advanced combustion modes are to be evaluated at dif-

ferent loads and speeds to find an optimal point with low engine-out emissions. This

calibration work is usually a quite time consuming and cost intensive process. Com-

putational Aided Engineering (CAE) offers here a solution to reduce these costs and

shorten the development time. A virtual engine design can evaluate different bowl

designs for a wide range of operating points and find optimal parameters much faster.

However, this approach assumes that the underlying models for mixture formation,

combustion and pollutant formation are physically well based and predictive.

It is therefore the objective of this thesis to study the spray and mixture formation
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1 Introduction

in Diesel sprays and the ongoing combustion process in Diesel engines by means of

computational fluid dynamics (CFD). An optimization procedure is carried out to

adjust unknown spray model parameters, denoted as spray model calibration. The

same adjustment of spray model parameters can be achieved by applying a Genetic

Algorithm if spray data is available. However for most engines, spray data is not

available and only pressure trace and engine-out emissions are provided. In that case,

a methodology has been developed by which the model is calibrated. Furthermore,

validation is required to quote if the model can predict combustion and emissions in

Diesel engines.

The thesis will first present the models that are applied in the engine simulation. The

flow simulation is based on the numerical solution of the Favre-averaged Navier-Stokes

equations for an incompressible fluid. The used spray model with sub-models account-

ing for droplet-breakup, droplet collision and coalescence, and droplet evaporation is

reviewed in detail in chapter 3. The flamelet model approach is used as combustion

model in this work. This approach includes models for pollutant formation as well.

Both models are presented in chapter 4. Two different studies of the mixture for-

mation in diesel fuel and ethanol spray are presented in chapter 5. The simulation

results are compared with measured spray penetration data and results from PDA

and Raman measurements. The spray model parameters are optimized by a Genetic

Algorithm. This algorithm is suitable to find an agreement between simulation and

experiment. Furthermore a simulation of two different engines is presented in chapter

6. In these engine cases, no spray data is available and an a-priori spray calibration

cannot be conducted. Instead, a methodology to adjust the spray parameters is intro-

duced. Conventional and PCCI combustion modes are investigated and the prediction

of the model is validated. Finally, the results of the thesis are summarized in chapter

7.
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2 Fluid Dynamics

It was Claude Louis Marie Henri Navier in 1821 and 1822 in France and George Gabriel

Stokes in 1842 and 1843 in England who independently derived equations to describe

the motion of fluids for an inviscous fluid similar to an elastic solid. Later this model

was extended to a viscous fluid.

Today, the Navier-Stokes equations are widely applied in engineering. An analytical

solution is obtained only in a limited number of problems. For practical applications,

the Navier-Stokes equations are usually solved numerically. This approach has become

very attractive with the on-going development of computer ressources although even

today, the mathematical fundamentals of the Navier-Stokes equations are unclear as

Feffermann claims [52] and included in a collection of unsolved mathematical problems

[89].

2.1 Conservation Equations in Fluid Dynamics

In classical mechanics, conservation laws are familiar and derived for a control mass

ΩCM. In fluids, no fixed control mass exist since the fluid is streaming. Instead of a

control mass, a control volume ΩCV is introduced as a fixed spatial region in which the

fluid flows. Within a discrete time between t1 and t2, the fluid is entering and leaving

that control volume over its control surface SCV. As in classical mechanics, mass m,

momentum I = m · u and energy E have to be conserved. Similar as in thermo-

dynamics, intensive properties are introduced, namely the density ρ, momentum per

unit mass, namely the velocity u, and energy per unit mass e. The fluid is assumed

to be a continuous medium. Macroscopic intensive properties are obtained from the

statistical average state of the molecules’ microscopic properties. It is required that
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2 Fluid Dynamics

the smallest dimension of the problem and the appropriate control volume are larger

than the molecules’ mean free path. Thus, the mean density of a fluid is defined as

ρ = lim
δV →δV ′

δm

δV
(2.1)

where δm is an infinitesimal mass of an infinitesimal volume δV which cannot be

smaller than the smallest volume δV ′ which is the lowest limit of a continuous fluid.

Then, any extensive property Φ is related to its intensive property φ by the following

integral over the volume ΩCM that includes the control mass

Φ =

∫
ΩCM

ρφdΩ ,Φ =

⎛⎜⎜⎝
m

I

E

⎞⎟⎟⎠ , φ =

⎛⎜⎜⎝
1

u

e

⎞⎟⎟⎠ . (2.2)

The specific energy e is here the sum of inner energy u, potential and kinetic energy.

The density ρ as well as the extensive and intensive properties Φ and φ, respectively,

are field functions and depend on the point x in space and time t:

φ = φ(x, t) (2.3)

By applying a time-derivative operator on Eq. (2.2), one yields the control volume

equation also denoted as Reynolds’ transport theorem [149]

d

dt

∫
ΩCM

ρφdΩ =
d

dt

∫
ΩCV

ρφdΩ +

∫
SCV

ρφ (u − ub) · ndS , (2.4)

where n the normal unit vector that points outwards, u is the velocity vector and ub

is the velocity of a moving control surface. For short, Ω = ΩCV and S = SCV will be

used further on. Most applications have a fixed control volume so that ub becomes

zero but in engine cases, the motion of the piston and valves has to be addressed.

The Reynolds’ transport theorem Eq. (2.4) is a balance equation. The rate of change

of a property Φ of the control mass is equal to the rate of change of the property in

the control volume plus the net rate flux over the surface. That flux is caused by the

motion of the fluid relative to the boundary and is denoted as convective flux. From

Eq. (2.4), the integral form of mass conservation which is the continuity equation,
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2.1 Conservation Equations in Fluid Dynamics

momentum conservation equation and energy conservation equation are derived:

continuity :
∂

∂t

∫
Ω

ρdΩ +

∫
S

ρu · ndS = ρṠ (2.5)

momentum :
∂

∂t

∫
Ω

ρudΩ +

∫
S

ρuu · ndS =
∑

F (2.6)

energy :
∂

∂t

∫
Ω

ρedΩ +

∫
S

ρeu · ndS =
∑

Q̇ (2.7)

In Eq. (2.6) and Eq. (2.7), the source term on the right hand side
∑

F and
∑

Q̇

are the forces and energy sources whereas source terms Ṡ in the continuity equation

Eq. (2.5) are only due to the phase-transition from liquid to gas phase.

The main forces that act on a fluid are surface and body forces. Surface forces are

due to pressure gradients, normal and shear stresses. Body forces include gravity,

centrifugal and Coriolis forces. Here, only gravity force is considered as body force.

The gravity forces addresses buoyancy effects but is neglected. Surface forces are

induced by pressure forces and by stresses on a micro-molecular level. These have to

be correlated to macro-molecular properties such as pressure and velocity by making

assumptions. A very popular approach is to assume a Newtonian fluid in which the

stress is proportional to the velocity gradient. The molecular rate of momentum

transport is expressed by the viscous stress tensor T

T = −
(

p +
2

3
μ∇ · u

)
I + 2μS (2.8)

where I is the unit tensor and S the strain-rate tensor

S =
1

2

[
∇u + (∇u)T

]
. (2.9)

In Einstein notation, these equations are rewritten as

Tij = −
(

p +
2

3
μ

∂uj

∂xj

)
δij + 2μSij (2.10)

and

Sij =
1

2

(
∂ui

∂xj

+
∂uj

∂xi

)
. (2.11)
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2 Fluid Dynamics

The stress tensor Tij is splitted into a viscous part τij

τij = 2μ

[
Sij − 1

3

(
∂uk

∂xk

)
δij

]
(2.12)

and a remaining normal part p δij that acts normal on the control surface, using the

Kronecker symbol δij

δij =

{
1 : i = j

0 : i �= j
. (2.13)

Finally, the integral form of the momentum conservation equation reads as

∂

∂t

∫
Ω

ρudΩ +

∫
S

ρuu · ndS =

∫
S

T · ndS +

∫
Ω

ρgdΩ + ḟ s . (2.14)

Forces that are exchanged between the liquid and the gaseous phase of the spray are

denoted as ḟ s. In the energy conservation equation, sink and source terms are due

to work from viscous forces, body forces f per unit volume, energy transfer over the

boundaries of the control volume, sources from chemical reactions Q̇c, heat radiation

Q̇r and exchange of energy between the liquid and gaseous phase of the spray Q̇s:∑
Q̇ = −

∫
S

u · T · ndS +

∫
V

u · ρfdV −
∫
S

qndS + Q̇c + Q̇r + Q̇s (2.15)

Instead of the energy e the specific enthalpy

h = e +
p

ρ
(2.16)

is used as conserved variable in Eq. (2.7) instead. That is sometimes of advantage, es-

pecially when chemical reactions are included because the enthalpy already comprises

implicitly the heat of formation of each species in a multi-component flows:

h =
N∑

i=1

Yihi (2.17)

The specific enthalpy hi of each species i is given as

hi = Δ0
f,i +

T∫
T 0

cpi
dT . (2.18)
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2.1 Conservation Equations in Fluid Dynamics

The heat of formation Δ0
f,i is defined at the reference temperature T 0 chosen as 298 K.

The presented integral form of the conservation equations does not depend on a local

or global coordinate. Automatically, global momentum and energy conservation is

insured. From the integral form, Gauss’ theorem is applied to transform the surface

integrals into volume integrals. At the limit, the control volume becomes infinitesi-

mally small and the differential form is obtained for the mass, momentum and energy

conservation equation:
∂ρ

∂t
+

∂ρui

∂xi

= ρṠ (2.19)

∂ρui

∂t
+

∂ρujui

∂xj

= − ∂p

∂xi

∂τij

∂xj

+ ρgi + ḟ s
i (2.20)

∂ρh

∂t
+

∂ρujh

∂xj

=
∂p

∂t
+ uj

∂p

∂xj

− ∂jj,q

∂xj

+ q̇r + q̇s + Φ (2.21)

In these equations the dissipation function Φ is defined as

Φ =
∂(uiτij)

∂xj
− ui

∂τij

∂xj
= τij

∂ui

∂xj

= μ ∂ui

∂xj

(
∂ui

∂xj
+

∂uj

∂xi

)
− 2

3
μ∂ui

∂xi

∂ui

∂xi
. (2.22)

This function accounts for the irreversible energy transfer rate due to viscous forces.

The dissipation function is usually neglected and is not considered furthermore.

The heat flux jq due to thermal diffusion is expressed by the temperature gradient,

denoted as Fourier’s law, and the enthalpy transport by the species diffusion, the

diffusion flux ji:

jq = −λ∇T +
N∑

i=1

hiji (2.23)

The last term on the r.h.s is the enthalpy of the molecular flux. In the case of a

chemical reacting flow the species conservation equation

∂ρYi

∂t
+

∂ρujYi

∂xj

= −∂jj,i

∂xj

+ ω̇i (2.24)

for the species mass concentration Yi

Yi =
mi

m
(2.25)
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2 Fluid Dynamics

has to be added. The molecular transport in a mixture by diffusion is denoted as the

molecular or diffusive flux ji

ji = ρYiviα . (2.26)

viα defines the diffusive velocity of species i

viα = (ui − u) (2.27)

as the relative velocity between each species and the mass center velocity u

u =
N∑

i=1

Yiui . (2.28)

Simplifications are made to calculate the diffusive flux where the Duffour and Sorret

effect are neglected and a binary flux is assumed

viα = − 1

Yi

Di
∂Yi

∂xα

. (2.29)

Di is the binary diffusion coefficient between each species with respect to an abundant

species, e.q. N2. Similar to the heat flux, the molecular flux is related to the species

concentration gradient that is also denoted as Fick’s law

ji = −ρDi∇Yi . (2.30)

Introducing these definitions into Eq. (2.24), the conservation equation for the species

mass fraction is re-written

∂ρYi

∂t
+

∂ρujYi

∂xj

=
∂

∂xj

(
ρDi

∂Yi

∂xj

)
+ ω̇i . (2.31)

With the definition of the enthalpy from Eq. (2.17) the total differential dh is obtained

dh =
∂h

∂T
dT +

N∑
i=1

∂h

∂Yi

dYi = cpdT +
N∑

i=1

∂h

∂Yi

dYi . (2.32)

The heat flux is rewritten from Eq. (2.23) as

jq = − λ

cp

∇h +
N∑

i=1

hi

(
ji +

λ

cp

∇Yi

)
. (2.33)
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These definitions are used to obtain an equation for the temperature

ρ
∂T

∂t
+ ρuj

∂T

∂xj

=
∂

∂xj

(
λ

cp

∂T

∂xj

)
+ ρ

λ

cp
2

(
N∑

i=1

cpi

Lei

∂Yi

∂xj

+
∂cp

∂xj

)
∂T

∂xj

− 1

cp

(
N∑

i=1

ωihi − ∂p

∂t
− uj

∂p

∂xj

− q̇r − q̇s

)
. (2.34)

Here, the Lewis number Lei is introduced as the ratio of the thermal diffusivity D

D =
λ

ρcp

(2.35)

and the species diffusion coefficient Di

Lei =
D

Di

=
λ

ρcpDi

. (2.36)

The source term due to chemical reactions in Eq. (2.21) and Eq. (2.24) is denoted

as ω̇i. Typically for combustion phenomena, chemical reactions are expressions of

Arrhenius type

k = AT ne(−
E

RT ) . (2.37)

The frequency factor A, the temperature exponent n and the activation energy E are

denoted as Arrhenius parameters. The net reaction rate for every reaction is obtained

from the forward and backward reaction rate

ω̇k = kfk

N∏
j=1

(
ρYj

Wj

ν′
jk

)
− kbk

N∏
j=1

(
ρYj

Wj

ν′′
jk

)
(2.38)

where kfi
and kbi

are the forward and backward reaction rate coefficients. ν ′
jk

and ν ′′
jk

denote the stoichiometric reaction coefficients of every reaction k. The source term ω̇i

is obtained by summing over all reactions r of a chemical reaction mechanism

ω̇i = Wi

r∑
k=1

νik ω̇k . (2.39)

The last source term in Eq. (2.21) and Eq. (2.34) is the heat loss q̇r due to radiation.

The radiative heat flux is given from the law of Stefan-Boltzmann [72] as

q̇r = 4αP σST 4 (2.40)
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where αP denotes the absorption coefficient and σS the Stefan-Boltzmann constant

σS =
2π5k4

15c2h3
= 5.670 × 10−8 W/m2K4 . (2.41)

αP is given in [137, 86] as

αP = ρRmT

(
αP,sootfv +

N∑
i=1

αP,i
Yi

Wi

)
. (2.42)

Typically only the absorption bands of H2O and CO2 are contributing [182] whereas

the absorption coefficient for soot αP,soot is given by Howard [86].

Additionally to the above equations, the equation of state for an ideal gas is included

to derive the density:

p = ρRT = ρR
N∑

i=1

Yi

Wi

T (2.43)

R and R is the specific and the universal gas constant, respectively.

2.2 Mathematical Description of Turbulent Flows

The presented equations are derived for a laminar flow but in most applications, the

flow is turbulent. Turbulent flows are characterized by an irregular, chaotic fluid mo-

tion whereas laminar flows have no stochastic irregularities, are highly ordered and

resistant against extrinsic perturbations. Turbulent flows are always three dimen-

sional, instationary and rotational. The rotational motion in a fluid is often denoted

as an eddy. In turbulent flows, the size of these eddies and the velocity they turn

is ranging from very small to very large scales. At the smallest scale, the energy of

the fluid motion is dissipating into heat because viscous forces are dominating. Thus,

turbulent flows are always dissipative. The mixing process by diffusive transport of

mass, momentum, and energy is enhanced in comparison to laminar flows.

In order to describe quantitatively a turbulent flow, one has to account for the nature

of turbulence that is characterized by a stochastic process on all scales. The stochas-

tic fluctuations in a turbulent flow are induced by instabilities. If viscous forces are

large, these instabilities are damped. Therefore, the ratio of inertia and viscous forces,
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expressed by the Reynolds number s the criteria for the transition from a laminar to

a turbulent flow:

Re =
ρuL

μ
(2.44)

u and L are a characteristic velocity and length scale of the flow, e.g. for a pipe-flow,

the transition occurs at Recrit ≈ 2, 300. At higher Reynolds numbers Re > Recrit, the

flow is fully turbulent.

2.2.1 Statistical Description

A common approach to describe turbulence is the use of stochastic methods. The

velocity u is characterized by its statistical distribution Fu(U ) which express the

probability p to find a value u < U

Fu(U ) = p(u < U ) . (2.45)

The probability density function (pdf) is given as

fu(U ) =
dFu(U )

dU
. (2.46)

fu is positive (fu ≥ 0) and monotonous. All possible realizations U ≤ u ≤ U + dU

from −∞ to +∞ lead to a probability of unity that serves as a normalization condition

for fu:

p =

+∞∫
−∞

+∞∫
−∞

+∞∫
−∞

fu(U )dU = 1 (2.47)

From this probability function statistical moments are derived. The marginal pdf is

given by

f1(u1; x, t) =

+∞∫
−∞

+∞∫
−∞

f(u; x, t)du1du2 . (2.48)

Using this marginal pdf, the moments for every component ui of u are given as

un
i (x, t) =

+∞∫
−∞

un
i (x, t)fi(ui; x, t)dui . (2.49)
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Beside the moments, central moments for the fluctuation u′
i = ui − ūi are introduced

u′n
i (x, t) =

+∞∫
−∞

u′n
i (x, t)fi(ui; x, t)dui . (2.50)

The first moment for n = 1 is equal to the mean value, also denoted as expectation

value

ui(x, t) =

+∞∫
−∞

un
i (x, t)fi(ui; x, t)dui . (2.51)

The second central moment for n = 2 is the variance. Moments are quite usefull since

they can be measured much better than the distribution function itself. Even moments

show the width of the pdf whereas symmetry properties of the pdf are obtained from

odd moments. If all moments are known, fi(ui; x, t) can be reconstructed.

The Fourier transformation of fi(ui; x, t) yields a characteristic function

ψ(k, x, t) =

+∞∫
−∞

eikuifi(ui; x, t)dui . (2.52)

The characteristic function is re-written by using a series-expansion of the exponential

function

ψ(k, x, t) =
∞∑

n=0

(ik)n

n!

+∞∫
−∞

un
i fi(ui; x, t)dui =

∞∑
n=0

(ik)n

n!
un

i (x, t) . (2.53)

Since the characteristic function is expressed by the sum over all moments the pdf is

derived from the Fourier transformation

fi(ui; x, t) =
1

2π

+∞∫
−∞

e−ikuiψ(k, x, t)dk . (2.54)

The natural logarithm of ψ(k, x, t) is developed in a series introducing the cumulants

Kn

ln ψ(k, x, t) =
∞∑

n=0

Kn(x, t)(ik)n . (2.55)

Cumulants, also denoted as semi-invariants, of first order are equal to moments of first

order while second and third order cumulants are equal to the central moments of the
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same order:

K1 = ui (2.56)

K2 = u′
i
2 (2.57)

K3 = u′
i
3 (2.58)

K4 = u′
i
4 − 3

(
u′

i
2
)2

(2.59)

K5 = u′
i
5 − 10u′

i
3u′

i
2 (2.60)

One property of cumulants is that they describe the shape of the pdf. If all cumulants

of order greater than two are zero, the pdf is a Gaussian normal distribution function

fi(ui; x, t) =
1√
2πσi

e
− (ui−ūi)

2

2σ2
i (2.61)

where σi =

√
u′2

i is the variance.

2.2.2 Reynolds Averaging

The presented Navier-Stokes equations are used to calculate a turbulent flow. It is

desirable to resolve the entire scale range from large scales of order L to small scales

of order η. Thus the Reynolds number is related to the spread of L
η
∼ Re9/4 in three

dimensions [214]. This type of simulation, denoted as Direct Numerical Simulation

(DNS) is a valuable method to understand the fundamentals of turbulence but limited

to flows of small Reynolds numbers. An alternative approach is the introduction of

averages, the so-called Reynolds-averaging. The instantaneous property φ(x, t) from

Eq. (2.2) is expressed by a mean φ(x, t) and a fluctuation φ′(x, t)

φ(x, t) = φ(x, t) + φ′(x, t) . (2.62)

The mean flow is slowly varying in time, not due to turbulence but due to slowly

varying pressure gradients. The averaged mean φ(x, t) is given as

φ(x, t) =
1

ΔT

t+ΔT∫
t

φ(x, t)dt . (2.63)
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From these definitions, the averaged fluctuation part φ′(x, t) becomes zero

φ′(x, t) = 0 . (2.64)

2.2.3 Favre Averaging

In flows that include combustion, density changes are large and Favre-averaging is a

better choice than Reynolds-Averaging. The Navier-Stokes equations will be simpli-

fied in high Reynolds number flows since convective terms are dominant. A density-

weighted average φ̃(x, t), denoted as Favre-average, is introduced as

φ(x, t) = φ̃(x, t) + φ′′(x, t) . (2.65)

The average of the product of density and fluctuation becomes zero

ρφ′′(x, t) = 0 . (2.66)

The average itself and its fluctuation are related to the Reynolds-averages as

φ̃(x, t) =
ρφ(x, t)

ρ̄
(2.67)

and

φ̃′′(x, t) =
(ρφ(x, t))′′

ρ̄
. (2.68)

2.2.4 Length- and Time Scales in a Turbulent Flow

The structure in a turbulent flow includes various scales. On the one hand, the flow

is bounded by the dimensions of the entire geometry of the flow domain. On the

other hand, momentum transport on a molecular level has much smaller scales. One

concept to illustrate that momentum transport is the energy cascade that is based

on a similarity analysis by Kolmogorov in 1941 [107]. Turbulence can be viewed as

the sum of fluctuations of a very few large eddies and a large number of very small

eddies. Large eddies of the flow dimensions l turn with a velocity fluctuation u′ where

its kinetic energy is given as

k =
1

2
u′2

i . (2.69)
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The turn-over time l/u′ is proportional to the integral time which is expressed due to

dimension analysis to k and the eddy dissipation rate ε

τ =
k

ε
. (2.70)

The eddy dissipation rate can also be viewed as an energy transfer rate since energy

is transferred from large to small scales. From dimension analysis ε is related to the

turn-over velocity and the integral length scale

ε ∼ u′3

l
. (2.71)

By hydrodynamical instabilities, large eddies are becoming smaller eddies in a cas-

cading process. In this process energy is transfered from large to small scales. On

the smaller scales, viscous forces are dominating and energy dissipates on the smallest

scale

η =

(
ν3

ε

)1/4

, (2.72)

denoted as Kolmogorov scale, at which the energy cascade ends. On that Kolmogorov

scale, the corresponding time and velocity scale are obtained

tη =
(ν

ε

)1/2

(2.73)

vη = (νε)1/4 . (2.74)

In order to estimate the ratio of smallest eddies to the very large ones,

η

l
∼ Re

−3/4
t (2.75)

a turbulence Reynolds number Ret is introduced:

Ret =
lk1/2

ν
(2.76)

The idea of energy transfer from large to small scales leads to an identification of four

different regimes in the kinetic energy spectrum as sketched in Fig. 2.1. Here, the

kinetic energy spectrum

E(k) ∼ ε2/3k−5/3 (2.77)
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Figure 2.1: Energy spectrum

is plotted as function of the wavenumber k that is the inverse of the eddy length size

l. For small wavenumbers, a very few eddies exist because the length scales of the

flow-dimensions limits the maximum size of the eddies. On the integral length scale

lt, only a few but large eddies exists containing the most energy. From here, energy

is transfered to smaller eddies at a constant rate that is proportional to k−5/3 in a

cascading process. This energy transfer is dominated by inertial forces and denoted as

inertial subrange. At very small scales, the energy is dissipating due to viscous forces.

Eddies become smaller upto the smallest scale which is the Kolmogorov-length lη.

2.3 Reynolds Averaged Equations of a Turbulent Flow

Inserting the definitions of the Favre-average definitions Eq. (2.62), Eq. (2.63) and

Eq. (2.64) into the Navier-Stokes equation Eq. (2.19) - Eq. (2.24), the so-called

Reynolds averaged Navier-Stokes (RANS) equations are derived:

∂ρ̄

∂t
+

∂ρ̄ūj

∂xi

= ρ̄ ¯̇S (2.78)
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∂ρ̄ūi

∂t
+

∂ρ̄ūjūi

∂xj

= − ∂p̄

∂xi

+
∂τ̄ij

∂xj

+
∂

∂xi

(
ρ̄u′

ju
′
i

)
+ ρ̄gi + ¯̇f s

i (2.79)

∂ρ̄h̄

∂t
+

∂ρ̄ūjh̄

∂xj

=
Dp̄

Dt
− ∂j̄j,q

∂xj

− ∂

∂xi

(
ρ̄u′

ih
′)+ ¯̇qr + ¯̇qs (2.80)

∂ρ̄Yi

∂t
+

∂ρ̄ūjYi

∂xj

= −∂j̄j,i

∂xj

− ∂

∂xi

(
ρ̄u′

iY
′
i

)
+ ¯̇ωi (2.81)

The continuity equation remains unchanged but for the momentum and enthalpy

equation, the averaging of the non-linear convective terms ∂
∂xj

(ρujui) yields new cor-

relations of higher order

∂

∂xj

(ρujui) =
∂

∂xj

(ρūjūi) +
∂

∂xj

(ρ̄u′
ju

′
i) . (2.82)

The last term of Eq. (2.82) is usually denoted as the Reynolds stress tensor τij t

τij t = −ρu′
ju

′
i . (2.83)

The Reynolds stresses are leading to an unclosed system of equations which is denoted

as the closure problem in turbulence. One possible way to close the system would be

to introduce an additional transport equation for τij t:

∂τij t

∂t
+ ūk

∂τij t

∂xk

= −τikt

∂ūk

∂xk

− τjkt

∂ūi

∂xk

+ εij − Πij +
∂

∂xk

[
ν
∂τij t

∂xk

+ Cijk

]
(2.84)

Πij is the pressure-rate-of-strain correlation term

Πij = p′
(

∂u′
i

∂xj

∂u′
j

∂xi

)
, (2.85)

εij denotes the dissipation term

εij = 2μ
∂u′

i

∂xk

∂u′
j

∂xk

(2.86)

and Cijk comprises all remaining terms that are written as a gradient

Cijk = ρ̄u′
iu

′
ju

′
k + p′u′

iδjk + p′u′
jδik . (2.87)

The last equation contains triple correlations that are again not closed. Due to the

non-linearities of the Navier-Stokes equation, every new transport equation leads to the

next level of unclosed velocity fluctuation correlations. As a solution, the correlations

are expressed by known mean variables and making assumptions to close the system.
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2 Fluid Dynamics

2.3.1 Boussinesq Approximation

One solution to find a closure for the velocity fluctuation correlation was proposed by

Boussinesq [25] in 1877. The Reynolds stress tensor τij t is approximated by the mean

stress tensor τij

τij t = −ρu′
iu

′
j = ρνt

∂ūi

∂xj

. (2.88)

This approximation depends only on the mean velocity gradient and a momentum ex-

change constant νt, also denoted as turbulent viscosity. Therefore this approximation

is denoted as a first order moment closure method. Further approximations are to be

made to find an appropriate expression for νt.

2.3.2 Closure of Momentum Conservation Equation

2.3.2.1 Algebraic Models

It was Prandtl in 1925 [169] who firstly found an approximation for the turbulent

kinematic viscosity for turbulent, two-dimensional shear flows based on an analogy

between turbulent and molecular transport.

From the kinetic gas theory, the molecular shear stress is expressed by

τxy = μ
dū

dy
≈ 1

2
ρvmollmfp

dū

dy
. (2.89)

vmol is the average molecular velocity along the mean free path length lmfp of the

molecules. The molecular viscosity follows as

μ =
1

2
ρvmollmfp . (2.90)

Prandtl introduced the concept of a mixing length lmix which is the distance that an

eddy travels due to the velocity fluctuations normal in a turbulent boundary layer

without loosing its momentum in flow direction. The turbulent eddies are assigned a

mixing velocity

vmix ∝ lmix

∣∣∣∣dū

dy

∣∣∣∣ . (2.91)
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2.3 Reynolds Averaged Equations of a Turbulent Flow

After that movement, the momentum excess is exchanged with the surrounding. That

additional momentum flux results in an additional turbulent shear

τt = μt
dū

dy
. (2.92)

Similar to the molecular viscosity, the turbulent viscosity reads as

μt =
1

2
ρvmixlmix

dū

dy
. (2.93)

Assuming that

vmix ∝ lmix

∣∣∣∣dū

dy

∣∣∣∣ (2.94)

it follows that the turbulent viscosity is expressed by the mixing length and the gra-

dient of the mean velocity

μt = ρl2mix

∣∣∣∣∂ūi

∂xj

∣∣∣∣ . (2.95)

The mixing length is modeled by the local velocity gradient. Therefore, algebraic

models assume that the flow is in a local equilibrium, meaning that the production

and dissipation of fluctuations are of the same order and therefore balancing each

order. For this reason algebraic models are classified as zero-dimensional models.

2.3.2.2 Turbulent Energy Equation

Beyond the algebraic models, one- and two equation models have been developed to

account for the energy transport of turbulence and its transfer between the various

length scales to address for non-local and flow history effects. An estimate for the

mixing velocity in Eq. (2.91) is obtained by introducing the kinetic energy k of the

velocity fluctuations. From the trace of the Reynolds stress tensor Eq. (2.83), k is

obtained as

k =
1

2
u′

iu
′
i . (2.96)

Giving a turbulent length scale l, the turbulent viscosity follows due to dimensionality

μt ∝ ρk1/2l . (2.97)
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In order to determine k, a transport equation is derived by contraction of the transport

equation of the Reynolds stress Eq. (2.84). Since the Reynolds stress is given as

τii = −2ρk , (2.98)

Eq. (2.84) is re-written as

∂ρk

∂t
+ ρūj

∂k

∂xj

= τij
∂ūi

∂xj

− ρε +
∂

∂xj

[
μ

∂k

∂xj

− 1

2
ρu′

iu
′
iu

′
j − p′u′

j

]
. (2.99)

The dissipation term ρε is here given by

ε = ν
∂u′

i

∂xj

(
∂u′

i

∂xj

+
∂u′

j

∂xi

)
. (2.100)

The pressure-rate-of-strain tensor Πij vanishes for an incompressible flow. Every term

on the r.h.s of the turbulent kinetic energy equation has to be modeled.

First, it is assumed that the assumptions of the Boussinesq approximation are valid.

Thus, the Reynolds stress tensor is given as

τij t = ρνt

(
2Sij − 2

3

∂uk

∂xk

δij

)
− 2

3
ρkδij . (2.101)

Second, the unclosed term for the turbulent transport −1
2
ρu′

iu
′
iu

′
j = −ρu′

jk is related

to the gradient of k. It is very difficult to find an appropriate correlation for the

pressure velocity correlation - p′u′
j. That term is assumed to be small and therefore

included in the following expression

−1

2
ρu′

iu
′
iu

′
j − p′u′

j = −μt

σk

∂k

∂xj

(2.102)

where σk is a closure coefficient. For the dissipation ε, a correlation with the kinetic

energy and a turbulent length scale is derived by dimension analysis:

ε ∝ k3/2

l
(2.103)

With these correlations, Eq. (2.99) is re-written:

∂ρk

∂t
+ ρūj

∂k

∂xj

= τij
∂ūi

∂xj

− ρε +
∂

∂xj

[(
μ +

μt

σk

)
∂k

∂xj

]
(2.104)

The only remaining unknown is the turbulent length scale l to close the system finally.

Further modeling approaches are either one- or two-equation models that introduce

assumptions and closure coefficients.
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2.3 Reynolds Averaged Equations of a Turbulent Flow

One-Equation Models In order to solve the transport equation for the turbulent

kinetic energy, a closure coefficient c has been introduced in Eq. (2.103)

ε = c k3/2l , c = 0.1643 . (2.105)

Furthermore, μt and σk have to be specified. In equilibrium flows, when dissipation

and production of turbulence are balancing, μt can be assumed as

μt = c1 ρk1/2l , c1 = 0.548 . (2.106)

Two-Equation Models Two-equation models are an extension of the one-equation

models but they inherit both, the turbulence time- and length scale. Beside the con-

servation equation for the turbulent kinetic energy k, an additional equation for the

dissipation rate ε is introduced by Chou [31]. Other authors considered the specific

dissipation rate ω Kolmogorov [108] or the turbulence length scale l itself Rotta [179]

or a turbulence dissipation time τ Zeiermann et al.[220], Speziale et al.[195], as an

additional property. The choice of the dissipation rate as second turbulence prop-

erty results in the very popular k − ε model of Jones and Launder [95] with some

modifications in the model’s closure coefficients done by Launder and Sharman [114].

Additionally to the turbulent kinetic energy equation Eq. (2.104), a transport equa-

tion for the dissipation rate is derived from the momentum conservation equation and

reads as

∂ρε

∂t
+ ρūj

∂ε

∂xj

= Cε1
ε

k
τij

∂ūi

∂xj

− Cε2ρ
ε2

k
+

∂

∂xj

[(
μ +

μt

σε

)
∂ε

∂xj

]
. (2.107)

The turbulent eddy viscosity μt is due to dimensionality analysis given by

μt = Cμρ
k2

ε
. (2.108)

Finally, five closure coefficients remain which are determined either experimentally or

from analytical or numerical solutions:

Cε1 = 1.44 , Cε2 = 1.92 , Cμ = 0.09 , σk = 1.0 , σε = 1.3 (2.109)
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2.3.3 Closure of Enthalpy Conservation Equation

The correlation ρ̄u′
jh

′ in the enthalpy conservation equation Eq. (2.80) is closed if the

turbulent heat transfer is approximated by the mean temperature gradient

jj,q = ρ̄u′
jh

′ = − μt

Prt

∂h̄

∂xj

. (2.110)

In analogy to the Prandtl number

Pr =
μcp

λ
(2.111)

in laminar flows, the turbulent Prandtl number Prt is defined as

Prt =
ντt

νjt

. (2.112)

In most shock-free flows up to low supersonic speeds, a constant value of Prt ≈ 0.9 is

chosen whereas in free shear layers a value of order Prt = O(0.5) is more appropriate

[214]. Here, a value of Prt = 0.5 . . . 1.0 is applied.

2.3.4 Closure of Species Conservation Equation

For the remaining species conservation equation Eq. (2.81), the gradient transport

assumption is made for the correlation ρ̄u′
jY

′
i :

jj,i = ρ̄u′
jY

′
i = − μt

Sct

∂Y i

∂xj

(2.113)

where Sct is the turbulent Schmidt number. For a laminar flow, the Schmidt number

Sc =
μ

ρD
(2.114)

describes the ratio of viscous to diffusive transport. Then the turbulent Schmidt

number is given as

Scit =
ντt

νit

. (2.115)

The ratio μt

Scit
has the units of a diffusivity thus denoted as turbulent diffusivity Dit

Dit =
μt

Scit

. (2.116)
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2.4 Favre-Averaged Equations of a Turbulent Flow

Assuming analogy between heat and species transport, the mean heat and species

gradients are equally, thus the values for turbulent Schmidt number and the turbulent

Prandtl number are identical, Scit = Prt=0.7, yielding a Lewis number of unity

Leit =
Scit

Prt

= 1 . (2.117)

2.4 Favre-Averaged Equations of a Turbulent Flow

Similar as for the Reynolds-averaged Navier-Stokes equations, Favre-averaged proper-

ties are introduced in Eq. (2.19)-Eq. (2.21) and Eq. (2.24):

∂ρ̄

∂t
+

∂ρ̄ũj

∂xi

= ρ̄ ˜̇S (2.118)

∂ρ̄ũi

∂t
+

∂ρ̄ũjũi

∂xj

= − ∂p̃

∂xi

+
∂τ̃ij

∂xj

+
∂

∂xi

(
ρ̄ũ′′

j u
′′
i

)
+ ˜̇f s

i (2.119)

∂ρ̄h̃

∂t
+

∂ρ̄ũjh̃

∂xj

=
Dp̃

Dt
− ∂j̃j,q

∂xj

− ∂

∂xi

(
ρ̄ũ′′

j h
′′
)

+ ˜̇qr + ˜̇qs (2.120)

∂ρ̄Ỹi

∂t
+

∂ρ̄ũjỸi

∂xj

= −∂j̃j,i

∂xj

− ∂

∂xi

(
ρ̄ũ′′

i Y
′′
i

)
+ ˜̇ωi (2.121)

Favre-averaging is similar introduced to the k−ε model. The equations for the kinetic

energy k from Eq. (2.104) and for the energy dissipation ε from Eq. (2.107) are finally

obtained:

∂ρ̄k̃

∂t
+

∂ρ̄ũj k̃

∂xj

= τ̃ij
∂ũi

∂xj

− ρ̄ε̃ +
∂

∂xj

[(
μ +

μt

σk

)
∂k̃

∂xj

]
+ ˜̇W s

k (2.122)

∂ρ̄ε̃

∂t
+ ρ̄ūj

∂ε̃

∂xj

= Cε1
ε̃

k̃
τij

∂ūi

∂xj

− Cε2ρ̄
ε̃2

k̃
+

∂

∂xj

[(
μ +

μt

σε

)
∂ε̃

∂xj

]
+ Cs

˜̇W s
k (2.123)

Turbulent energy exchange between the liquid fuel droplets and the gas phase is

accounted by the additionally term ˜̇W s
k in both equations with a model constant

Cs = 1.5[4].

It is not feasible to solve these equations analytically. A numerical integration by the

volume of fluid method as described in [54, 92] is followed here which is implemented

in the AC-FluX code. This code originates from the GMTec code [104] which is very
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well suitable for engine simulations as demonstrated in [76]. In the low Mach number

regime (Ma < 0.3), pressure waves are propagating by the velocity of sound and are

much faster than the flow field velocities. Therefore the pressure is constant and does

only change due to the bulk compression in the compression or expansion stroke.
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3 Combustion Model

3.1 Physics of Non-Premixed Combustion

During the combustion in technical applications, as combustors in gas-turbines, con-

ventional power-plants or reciprocal engines, chemically bounded energy is converted

in an exothermal reaction into heat. For safety reasons, fuel and oxidizer are mostly

not premixed to prevent an uncontrolled auto-ignition and combustion. By diffusive

transport, fuel and oxidizer enters the reaction zone of the diffusion flame where the

chemical reaction takes place which is denoted as non-premixed combustion. The de-

sign of the combustion process needs therefore an understanding about the molecular

and turbulent transport in the reaction zone. For the simulation of a flow that includes

chemical reactions, Eq. (2.24) was introduced as species conservation equation and the

chemical source terms were given in Eq. (2.39) and Eq. (2.38) where typically Arrhe-

nius type reaction rates are used for the oxidation of hydro-carbon fuels as presented

by Eq. (2.37). It is desirable to include a detailed reaction mechanism to address the

effects of auto-ignition and pollutant formation. Using elementary reaction mechanism

within the species conservation equations increases the stiffness of the system of partial

differential equations. Different models have been proposed to address that problem.

One proposed way is to reduce the number of species by introducing quasi steady state

assumption for intermediate species as shown by Peters in [154, 157]. The result is

a skeletal mechanism which incorporates less stiffness but which can still reproduce

the desired features for low- and high-temperature auto-ignition as demonstrated in

[165]. The extension of these studies from one-dimensional flame configurations to a

three-dimensional turbulent flow is complicated due to the computation of the chem-

ical source term ˜̇ωi. Small fluctuations T ′′ around the mean temperature T̃ are due
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to the Arrhenius type reaction rate Eq. (2.37) enhanced. A large number of higher

moments would be required to achieve a convergent solution.

Alternatively, a new variable is introduced which is a conserved, non-reactive scalar

called the mixture fraction variable as the only dependend variable. The flamelet

model that is used in this work is based on the mixture fraction variable approach and

will be presented here next.

3.2 Flamelet Model

A first understanding of combustion in diffusion flames was given by the work of Burke

et al. [27] in 1928 under the assumption of an infinitely fast chemistry. However, if

the time-scale of the turbulent diffusion is locally of the same order as the time-scales

of the chemical reactions the species cannot relax to the equilibrium state.

Williams [216] proposed that a turbulent flame can be viewed as an ensemble of

stretched laminar flamelets. A flamelet is a thin reaction layer that is embedded in

a non-reacting flow field. Excluding the process of auto-ignition, the heat release in

a steady flame leads to temperatures close to the chemical equilibrium. The chemi-

cal reactions are very fast and the corresponding chemical time-scale is much shorter

than all the turbulent time-scales. Therefore, the reaction zone appears as a thin layer

which is much smaller than the Kolmogorov length scale. The combustion in this thin

reaction zone cannot impose any feed-back on the flow except for density changes. The

inertial range scaling is not influenced by the combustion and vice versa, the reaction

zone is invariant on the Reynolds number because shear forces and viscosity are not

of leading order in these thin layers. That phenomena is denoted as scale separation

between the time and length scale of combustion and turbulence in the inertial sub-

range. The turbulent flow field only imposes strain and stretch on the reaction zone

while the reaction zone maintains its laminar characteristic.

The structure of this thin reaction zone was analyzed by Liñán in 1974 [118] who

derived an asymptotic solution in the limit of a one-step irreversible reaction. Phe-

nomena like ignition and extinction are related to the Damköhler number Da which

is the ratio of the residence time of chemical species in the reaction zone and a time
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scale of the chemical reaction:

Da =
tres

tchem

(3.1)

In order to study the thin reaction zone further on in detail, the analysis will be

carried out with respect to the mixture fraction as the new independent variable.

First, the mixture fraction variable is introduced as a conserved scalar. Second, the

transition from physical space to phase space is presented and the flamelet equations

that describe the transport in the thin reaction layer will be derived.

3.2.1 Mixture Fraction Variable

The mixing process between fuel and oxidizer is similar to that of a two-feed system

in a shear layer behind a splitter plate as shown in Fig. 3.1. The oxidizer stream in

Feed 1:
Z = 0

Feed 2:
Z = 1

ṁ1

ṁ2

Figure 3.1: Mixing process in a two-feed shear layer behind a splitter plate

feed 1 with a mass flow rate ṁ1 and fuel stream in feed 2 with a mass flow rate ṁ2

are related by the mixture fraction variable

Z =
ṁ1

ṁ1 + ṁ2

. (3.2)

Z = 0 denotes the oxidizer whereas Z = 1 indicates the fuel. A general one-step global

reaction for the complete oxidation of a hydrocarbon fuel is given as

ν ′
FCmHn + ν ′

O2
O2 −→ ν ′′

CO2
CO2 + ν ′′

H2OH2O . (3.3)
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The stoichiometric coefficients of oxidizer, carbondioxid and water can be determined

as

ν ′
O2

= (m +
n

4
)ν ′

F (3.4)

ν ′′
CO2

= mν ′
F (3.5)

ν ′′
H2O =

n

2
ν ′

F . (3.6)

Beside the global reaction, chemical elements have to be conserved and Eq. (3.3) is

rewritten yielding the element balance equation

νCC + νHH + νOO −→ P . (3.7)

The number of atoms νj of element j are obtained by comparison with Eq. (3.3):

νC = m (3.8)

νH = n (3.9)

νO = m +
n

4
(3.10)

A main interest are the conditions when the oxidizer is fully consumed. These con-

ditions are denoted as stoichiometric mixture and are obtained from the given global

reaction Eq. (3.3) in terms of mole fractions

XO2

XF

∣∣∣∣
st

=
ν ′

O2

ν ′
F

(3.11)

as well as in terms of mass fractions

ν =
YO2

YF

∣∣∣∣
st

=
ν ′

O2
WO2

ν ′
FWF

. (3.12)

The stoichiometric mixture fraction is given by

Zst =

[
1 + ν

YF,1

YO2,2

]−1

. (3.13)

Another definition is the equivalence ratio φ that relates the fuel/air ratio of unburnt

and stoichiometric conditions

φ =
YF,u/YO2,u

(YF,u/YO2,u)st

= ν
YF,u

YO2,u

. (3.14)
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The equivalence ratio is a normalized mixture fraction

φ =
Z

1 − Z

1 − Zst

Zst

. (3.15)

As already mentioned, the combustion process is controlled by the ratio of timescales

of turbulence and diffusion for that local mixing effects have to be taken into account.

In a more general way, the mixture fraction is expressed by the element mass fraction

Zj which relates the mass mj of atom j to the overall mass

Zj =
mj

m
=

N∑
i=1

aijWj

Wi

Yi , j = 1 · · ·ne , (3.16)

where aij are the number of atoms j in species i, Wi and Wj is the molar weight of

atom j and species i, respectively, N denotes the number of species and ne the number

of elements. That definition is used to re-write Eq. (2.24) as a conservation equation

for Zj

∂ρZj

∂t
+

∂ρuiZj

∂xi

=
∂

∂xi

(
ρD

∂Zj

∂xi

)
. (3.17)

The chemical source term ω̇i in Eq. (2.24) vanishes because in chemical reactions,

elements are always conserved. It is assumed here that the diffusion coefficients Di are

all equal. The made assumptions of equal diffusion coefficients is limiting but realistic

for most species. Differential diffusion effects can be seen as a small perturbation

that is neglectable [21]. Non-unity Lewis numbers effects are only relevant in low

Reynolds numbers and appears only close to the exit-nozzle as discussed by Pitsch in

[163]. Hence, the influence of differential diffusion will not considered here. Under the

assumption of equal diffusion coefficients, the Lewis number Lei in Eq. (2.36) becomes

unity for all species.

Williams [217] introduced a coupling function of Schvab-Zel’dovich type given as

β =
ZC

νCWC

+
ZH

νHWH

− ZO

1
2
νOWO2

. (3.18)

The coupling function β is normalized in the limits between 0 and 1, yielding a defi-

nition for the mixture fraction variable based on element mass fractions

Z =
β − β2

β1 − β2

. (3.19)
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Again, index 1 and 2 denotes here the fuel and oxidizer stream, respectively. From

the definition of the coupling function an alternative definition of the mixture fraction

on the basis of element mass fractions is derived by Bilger [20]

Z =
ZC/(νCWC) + ZH/(νHWH) + 2(ZO,2 − ZO)/(νOWO)

ZC,1/(νCWC) + ZH,1/(νHWH) + 2ZO,2/(νOWO)
. (3.20)

From the definition of the normalized coupling function Eq. (3.19), the balance equa-

tion for the element mass fraction Zj in Eq. (3.17) is rewritten as

∂ρZ

∂t
+

∂ρuiZ

∂xi

=
∂

∂xi

(
ρDZ

∂Z

∂xi

)
. (3.21)

DZ is set here equally to the thermal diffusivity D assuming that the mixture fraction

has a Lewis number of unity.

3.2.2 Burke-Schumann’s Equilibrium Solution

Burke et al. [27] assumed a one-step global reaction of an irreversible reaction to be

infinite fast for which Da → ∞. Diffusive mixing is the rate-controlling process and

the mass fractions for oxidizer and fuel can hence be expressed by piecewise linear

functions of the previously introduced mixture fraction variable Z:

YO2 =

⎧⎨⎩ YO2,1

(
1 − Z

Zst

)
: Z ≤ Zst

0 : Z > Zst

. (3.22)

YF =

{
0 : Z ≤ Zst

YF,2
Z−Zst

1−Zst
: Z > Zst

. (3.23)

In the unburnt mixture, the temperature is derived from a linear mixing between fuel

and oxidizer:

Tu = T1 + Z(T2 − T1) (3.24)

For the burning diffusion flame, the temperature is related to the massfraction of oxi-

dizer and fuel as well and the mixture fraction variable as a piecewise-linear function.

Additionally, the temperature of the unburnt mixture has to be supposed:

T (Z) = Tu(Z) +

⎧⎨⎩
QYF,2

cpν′
FWF

Z : Z ≤ Zst

QYO1,2

cpν′
O2

WO2
: Z > Zst

. (3.25)
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The resulting profiles of oxidizer and fuel mass fraction and resulting temperature

are shown in Fig. 3.2. The reaction zone is located at stoichiometric mixture Zst.

However, the assumption of an irreversible reaction is not justified. If the reaction

Figure 3.2: Burke-Schumann solution in phase space

rate is to be assumed infinitely fast but reversible reactions are considered, species can

reach the chemical equilibrium at the limit. The temperature and species composition

of the equilibrium state are calculated by iterative methods, e.g. Newton’s method.

The calculated temperature at equilibrium state is denoted as adiabatic flame tem-

perature. As mentioned, the equilibrium state represents a limit, e.g. combustion

in hydrogen flames are in equilibrium state. In hydrocarbon flames, species are only

close to an equilibrium and the reaction rates are finite. Finite-rate chemistry and

near-equilibrium chemistry are therefore to be considered for alkane fuel types.

3.2.3 Flamelet Equations

A first attempt to analyse the structure of the thin reaction zone was made by Peters

[152] and Kuznetsov [113] for steady state conditions and later extended to instation-

ary conditions [153] and reviewed in [155]. The previously introduced mixture fraction

variable is used as a coupling function between the physical space and mixture frac-

tion space. The mixing process between a fuel-jet into its surrounding is shown in

Fig. 3.3. The surface of the flame and its reaction zone is attached to the iso-surface

of stoichiometric mixture. In the following, two different approaches are presented,
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3 Combustion Model

Figure 3.3: Structure of a diffusion flame

leading to the same form of the flamelet equations.

3.2.3.1 Crocco Transformation

The original approach applies the Crocco type transformation [38]

(t, x1, x2, x3)
T → (τ, Z1, Z2, Z3)

T (3.26)

to the laminar species- and temperature conservation equations. The time- and space

derivatives are obtained as:

∂

∂t
=

∂

∂τ
+

∂Z1

∂t

∂

∂Z1

(3.27)

∂

∂x1

=
∂Z1

∂x1

∂

∂Z1

(3.28)

∂

∂xj

=
∂

∂Zj

+
∂Z1

∂xj

∂

∂Z1

, j = 1, 2 (3.29)

By this transformation, a local coordinate system is defined with its origin located in

the reaction layer. Z1 represents a normal coordinate on the iso-surface of the flame

whereas the other two components, Z2 and Z3, are ortho- and bi-normal. Applying the

new operators from Eq. (3.29) to the species- and temperature conservation equation
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3.2 Flamelet Model

Eq. (2.24) and Eq. (2.34), one can argue that only gradients in Z1 normal on the flame

surface are of leading order whereas gradients in Z2 and Z3 which are tangential on

the flame surface are of first order in analogy to the boundary layer theory. The final

form of the flamelet equations for the species and temperature are obtained as

ρ
∂Yi

∂t
− ρ

χ

2Lei

∂2Yi

∂Z2
= ω̇i (3.30)

and

ρ
∂T

∂t
− ρ

χ

2

∂2T

∂Z2
− ρ

χ

2cp

[
N∑

i=1

cpi

Lei

∂Yi

∂Z
+

∂cp

∂Z

]
∂T

∂Z
=

1

cp

(
∂p

∂t
− q̇R −

N∑
i=1

ω̇ihi

)
. (3.31)

In [152] and recently in [156], the same flamelet equations are derived by a two scale

asymptotic analysis which is a more general approach.

3.2.3.2 The Scalar Dissipation Rate

In both flamelet equations, Eq. (3.30) and Eq. (3.31), a new parameter χ appears

which is formally related to the gradient of the mixture fraction field

χ = 2D

(
∂Z

∂xj

)2

. (3.32)

This parameter is denoted as the instantaneous scalar dissipation rate. It acts as a

diffusivity in mixture fraction space and has the dimensions of an inverse time-scale.

Because it does not rely on other flow variables, the scalar dissipation rate is invariant

in the inertial range and does not depend on the Reynolds number. That means that

the diffusive transport is controlled by χ and depends on the mixture fraction gradients

that are only influenced by the turbulent eddies but not by the reaction zone itself.

The changes in the turbulent flow field are stretching or compressing the iso-lines of

stoichiometric mixture, hence, increasing or decreasing the scalar dissipation rate.

If the scalar dissipation rate is increasing and exceeding a critical value χq, the diffusive

transport in mixture fraction space is larger than the chemical source-terms and the

flame extinguishes. On the other limit the scalar dissipation rate can become very

small and in the limit χ → 0 because the mixture fraction field gradient’s are zero in

the limit ∇Z → 0. In this case the flamelet equations are describing an homogenous
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reactor as shown in [32, 40]. For simple flame configurations, the scalar dissipation

rate is derived from the analytical solution of the mixture fraction field. In a one-

dimensional unsteady laminar mixing layer, the scalar dissipation rate is derived as

χ(Z) =
1

t
2Z2

[
erfc−1(2Z)

]
. (3.33)

To eliminate the time-scale, the scalar dissipation rate is normalized on its conditional

value χst at stoichiometric mixture Zst:

χ(Z) = χst
f(Z)

f(Zst)
, f(Z) = 2Z2

[
erfc−1 (2Z)

]
(3.34)

3.3 Modeling of Turbulent Transport

3.3.1 Turbulent Transport of Reactive Scalars

The transport of a reactive scalar in a turbulent flow imposes difficulties because a

closure between the velocity fluctuations and fluctuations of the reactive scalars ρ̄ũ′′
i ψ

′′
i

has to be found. Usually the counter gradient assumption is applied. However, this

assumption is not justified in the case of a reactive scalar. Any turbulent reactive

scalar can be decomposed in a Favre average and a fluctuation value

ψi(x, t) = ψ̃i(x, t) + ψ′′
i (x, t) . (3.35)

With that definition, Eq. (2.31) is re-written, yielding a transport equation for the

mean value of the reactive scalar

ρ̄
∂ψ̃i

∂t
+ ρ̄ũj

∂ψ̃i

∂xj

=
∂

∂xj

(
ρDi

∂ψi

∂xj

)
− ∂

∂xj

(
ρ̄ũ′′

j ψ
′′
i

)
+ ρ̄ ˜̇ωi (3.36)

and its variance as

ρ̄
∂ψ̃′′2

i

∂t
+ ρ̄ũj

∂ψ̃′′2
i

∂xj

= − ∂

∂xj

(
ρ̄˜̃u′′

j ψ
′′2
i

)
︸ ︷︷ ︸

turbulent transport

+ 2ρ̄
(
−ũ′′

j ψ
′′
i

) ∂ψ̃i

∂xj︸ ︷︷ ︸
production

− ρ̄χ̃i︸︷︷︸
dissipation

+ 2ρ̄ψ̃′′
i ω

′′
i︸ ︷︷ ︸

chem. source term

. (3.37)
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The Favre-averaged scalar dissipation rate is similar defined as in Eq. (3.32).

ψ̃i = 2Di

(
∂̃ψ′′

i

∂xj

)2

(3.38)

The integral time-scale of the flow as given in Eq. (2.70) can also be derived from the

Favre-averaged scalar dissipation rate χ̃i and the fluctuations of the Favre-averaged

scalar ψ̃i:

τi =
ψ̃′′2

i

χ̃i

(3.39)

Both time-scales are of the same order and the proportionality constant is denoted as

cχ:

τ = cχτi (3.40)

A value of cχ = 2.0 is applied usually. From Eq. (3.40), Eq. (3.39) and Eq. (2.70), an

equation is found to model the scalar dissipation rate

χ̃i = cχ
ε̃

k̃
ψ̃′′2

i . (3.41)

3.3.2 Modeling of Non-Premixed Turbulent Combustion

3.3.2.1 Turbulent Mixture Fraction Field

Solving the species conservation equations Eq. (2.81) directly is not possible. Instead,

a transport equation for the mixture fraction Z(x, t) is applied. Hence, the gradi-

ent assumption remains valid since it is a non-reactive scalar. The mixture fraction

variable Z is decomposed into a Favre averaged mean value and its fluctuation

Z(x, t) = Z̃(x, t) + Z ′′(x, t) . (3.42)

Introducing that decomposition into Eq. (3.21) yields a transport equation for the

mean value and its variance:

∂(ρZ̃)

∂t
+

∂

∂xj

(
ρ̄ũjZ̃

)
= − ∂

∂xj

(
ρ̄ũ′′

j Z
′′
)

(3.43)
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∂(ρ̄Z̃ ′′2)
∂t

+
∂

∂xj

(
ρ̄ũjZ̃ ′′2

)
= − ∂

∂xj

(
ρ̄ũ′′

j Z
′′2
)

+ 2
(
−ρ̄ũ′′

j Z
′′
)( ∂Z̃

∂xj

)2

− ρ̄χ̃ (3.44)

The gradient assumption is made for the unclosed corelations (ρ̄ũ′′
j Z

′′) and (ρ̄ũ′′
j Z

′′2):

(
ρ̄ũ′′

j Z
′′
)

= −Dt
∂Z̃

∂xj

(3.45)

(
ρ̄ũ′′

j Z
′′2
)

= −Dt
∂Z̃ ′′2

∂xj

(3.46)

Closure of the corelations yields the conservation equation of the mean mixture fraction

∂(ρZ̃)

∂t
+

∂

∂xj

(
ρ̄ũjZ̃

)
=

∂

∂xj

(
μt

Sc
eZ

∂Z̃

∂xj

)
(3.47)

and its mean variance

∂(ρ̄Z̃ ′′2)
∂t

+
∂

∂xj

(
ρ̄ũjZ̃ ′′2

)
=

∂

∂xj

(
μt

Sc
gZ′′2

∂Z̃ ′′2

∂xj

)
+

2μt

Sc
gZ′′2

(
∂Z̃

∂xj

)2

− ρ̄χ̃ . (3.48)

The turbulent diffusivity coefficient is expressed by the turbulent Schmidt numbers

Sc
eZ and Sc

gZ′′2 , equally 0.7, and the turbulent viscosity μt. The influence of molecular

diffusivity is assumed to be small compared to the turbulent transport and therefore

neglected here.

The mean scalar dissipation rate χ̃ is defined similar to Eq. (3.41) as

χ̃ = cχ
ε̃

k̃
Z̃ ′′2 . (3.49)

The proportionality constant is proposed as 2.0 [91] which is also found in [37] for

Da → 0 but other authors suggested a value of 1.0 [94] or even higher values between

2.0 and 3.0 from results of DNS-simulations in [148] and [99]. Here, a constant value

of χ̃ = 2.0 will be used.

3.3.2.2 PDF-Approach for Non-Premixed Turbulent Combustion

In the flamelet equations Eq. (3.30) and Eq. (3.31) the only dependent variables are

the mixture fraction Z and the scalar dissipation rate χ(Z). However, in a turbulent
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flows, their statistical distribution must be known if statistical moments are calculated.

The probability distribution function (PDF) is the joint PDF in Z and χ, denoted as

P (Z, χ; x, t). Its Favre-average is given by

P̃ (Z, χ; x, t) =
ρ(x, t)P (Z, χ; x, t)

ρ̄(x, t)
. (3.50)

The first moment Eq. (2.51) of the species mass fraction Yi is given as

Ỹi(x, t) =

1∫
0

∞∫
0

Yi(Z, χ)P̃ (Z, χ; x, t)dχdZ . (3.51)

The use of a joint PDF that depends on two variables is not very practical. The joint

PDF is decomposed by applying Baye’s theorem into a marginal PDF P̃ (Z; x, t) and

a conditional PDF P̃ (χ|Z; x, t):

1∫
0

∞∫
0

P̃ (Z, χ; x, t)dχdZ =

1∫
0

∞∫
0

P̃ (Z; x, t)P̃ (χ|Z; x, t)dχdZ

Under the assumption of statistical independence of χ on Z, it follows that

1∫
0

∞∫
0

P̃ (Z; x, t)P̃ (χ|Z; x, t)dχdZ =

1∫
0

P̃ (Z; x, t)dZ ·
∞∫

0

P̃ (χ; x, t)dχ . (3.52)

By assuming that the PDF P̃ (χ) is a Dirac delta function

P̃ (χ) = δ(χ − χ̃) , (3.53)

the last term on the r.h.s of Eq. (3.52) reads as

∞∫
0

P̃ (χ; x, t)dχ = χ̃(x, t) . (3.54)

The made assumption of statistical independence between χ on Z has been investigated

theoretically in [19] but following the arguments in [130, 131], that assumption is only

valid for high Reynolds number flows.

If Eq. (3.34) is combined with Eq. (3.49) a conditional value at stoichiometric mixture

is obtained to determine χ̃

χ̃ = χ̃st

1∫
0

P̃ (Z; x, t)
f(Z)

f(Zst)
dZ = cχ

ε̃

k̃
Z̃ ′′2 . (3.55)
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It follows that the conditional mean scalar dissipation rate χ̃st is given as

χ̃st =
cχ

ε̃
k̃
Z̃ ′′2∫ 1

0
P̃ (Z; x, t) f(Z)

f(Zst)
dZ

. (3.56)

Alternatively, Pope [167] and Jones in [96] proposed a scalar transport equation for the

mean scalar dissipation rate whereas [91] uses a transport equation for P̃ (Z; x, t) where

the conditional mean scalar dissipation rate appears in the diffusive operator. Another

attempt to account for the conditional PDF P̃ (χ|Z; x, t) was proposed by Barths [11] in

the Eulerian Particle Flamelet Model (EPFM). Imaginary marker particles are used to

track domains that have a different evolution of the scalar dissipation rate and therefore

represents different trajectories in a 3-dimensional manifold that is spanned by the

mixture fraction, the scalar dissipation rate and the time as coordinates. However,

this trajectory depends on the start-point as initial condition and the step-width that

is pre-scribed by the turbulent flow as boundary conditions.

From Eq. (3.51), the first moment for the species mass fraction is obtained by

Ỹi(x, t) =

1∫
0

Yi(Z, χ̃)P̃ (Z; x, t)dZ . (3.57)

Still the marginal PDF of Z, P̃ (Z; x, t), needs to be determined. Here, P̃ (Z; x, t) is

taken as a presumed β-PDF as shown by Girimaji [64] and Liew[117]. The shape is

defined by the cumulants K1 = Z̃ and K2 = Z̃ ′′2, as introduced in analogy for the

PDF of u in Eq. (2.56) and Eq. (2.57), respectively:

P̃ (Z; x, t) = Zα−1(1 − Z)β−1 Γ(γ)

Γ(α)Γ(β)
(3.58)

γ, α and β are related to Z̃ and Z̃ ′′2:

γ =
Z̃(1 − Z̃)

Z̃ ′′2
− 1 , α = Z̃γ , β = (1 − Z̃)γ (3.59)

For small variances, the β-PDF becomes similar to a Gaussian distribution. However,

the β-PDF is unable to describe mixture where only fuel or only oxidizer occurs. These

singularities at Z = 0 or Z = 1, expressed as a Dirac delta function, can be included

in a clipped Gaussian distribution as proposed by Effelsberg [46] based on the work

of Lockwood [119]. For turbulent, gaseous jets, the β-PDF is a good assumption [97].
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3.4 The RIF-Model

The separation between the turbulent integral time-scales and the time-scale of chem-

istry is a major benefit of the flamelet approach. The diffusive transport in the flamelet

space is independent of the Reynolds-number and only controlled by the scalar dissi-

pation rate. Furthermore, the one-dimensional nature of the thin reaction zone allows

to use a detailed reaction mechanism. The complete flow domain is assigned by a

single flamelet solution denoted as Representative Interactive Flamelet (RIF) - model.

The coupling between the solution of the gas phase equations on behalf of the CFD

code and the solution of the flamelet equations on behalf of the flamelet code is shown

in Fig. 3.4. In order to solve the flamelet equations, the initial conditions and the

CFD
Code

Flamelet
Code

χ̃st, p

Yi(Z)

T̃ (�x) H̃t(�x) =
∑

hiỸi(�x)

Z̃(�x) (�x),Z̃′′2

H̃t(�x)

Ỹi(�x, t) =

∫
f̃Z(η; �x, t)Yi(η; t)dη

Zl

˜ ZlZr, ,

Zr

Figure 3.4: Interaction between CFD- and RIF-code

scalar dissipation rate are evaluated in the computational domain. An initial value of

the pressure is obtained by volume-averaging

p̂ =

∫
V

p̃ dV∫
V

dV
. (3.60)

The local conditional scalar dissipation rate in Eq. (3.56) is evaluated in every com-

putational and averaged as shown in [162] to yield a representative value

χ̂st =

∫
V

χ
3/2
st ρ̄P̃ (Zst)dV ′∫

V
χ

1/2
st ρ̄P̃ (Zst)dV ′

. (3.61)

Both, the domain averaged pressure and conditional scalar dissipation rate are often

denoted as ”flamelet parameters”. Mean species mass fractions can be computed if
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the β-PDF is obtained from the solution of the turbulent mixture fraction field. The

turbulent enthalpy and the enthalpy of the flamelet are used to compute the local

mean temperature field T̃ (x, t) iteratively from Eq. (2.17).

3.5 Chemical Reaction Mechanism

The one-dimensional flamelet equations allow to include a chemical source term based

on a detailed reaction mechanism with finite-rate chemistry. Typical technical fuels as

Diesel fuel consists of several hundreds and more different hydrocarbon species. The

composition is varying and depending on the crude oil origin as well as on the refining

process. Therefore, it is impossible to develop a chemical mechanism that represents

the exact composition. In the framework of the IDEA-EFFECT program [36] a surro-

gate fuel of 70% n-decane and 30% α-methylnaphthalene , by liquid volume (denoted

as IDEA-fuel), has been proposed as a model fuel for Diesel. Properties of IDEA-fuel

are similar to that of Diesel. Engine experiments on a 1.9 l transparent Volkswagen DI

engine have been conducted by Antoni [6] to compare Diesel with IDEA fuel. Pressure

trace and emissions of IDEA fuel are in good agreement with the Diesel fuel. In [211],

a comparison between IDEA-fuel, n-decane, n-heptane and Diesel with high amounts

of EGR was investigated. Only IDEA-fuel shows the same ignition delay and heat

release as Diesel fuel.

For the IDEA fuel, a detailed kinetic reaction mechanism has been compiled. The

mechanism accounts for low- and high temperature auto-ignition, correct chemical

heat release and formation of NOx and soot precursors. The original n-decane part

of the mechanism was taken from Pitsch[164]. The main reaction channels of the n-

decane depletion are shown in Fig. 3.5. Two main reaction channel exist: one reaction

channel is dominating at high temperatures that lead directly from n-decane to C6,

C5 and C3 species, the other is the low temperature chain branching channel that de-

pletes n-decane via the ketohydroperoxide ORO2H or hepthyl radical. Both reaction

channels are competing and cause the negative temperature gradient of the ignition

delay in Fig. 3.7.

The chemistry for C1 - C2 and O/H is mainly taken from data by Baulch [15]. Data for
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Figure 3.5: Fuel depletion of n-decane

low temperature chemistry is given in Benson [17] and Chevalier [30]. The NOx sub-

mechanism from Hewson [80] accounts for thermal, prompt, and nitrous oxide contri-

butions to NOx formation whereas NOx reburn by hydrocarbon radicals and amines

(NHx) is included. The mechanism accounts for the chemistry of soot precursors up

to benzene following Mauss [123] based on Frenklach et al. [56] and Miller et al.

[134]. Soot particles are formed during the combustion process in fuel-rich regions

by nucleation from polycyclic aromatic hydrocarbons (PAHs). C2 and C3 molecules

form phenyl and benzene, the first cyclic molecule. Further reactions of acetylene

are leading to higher cyclic compounds in a polymerization process. The mechanism

includes the formation and growth up to four aromatic rings. The main reaction

channels of the α-methylnaphthalene depletion are shown in Fig. 3.6. Here, different

reaction channels are competing for oxidation of α-methylnaphthalene and reducing

the numbers of aromatic rings. From phenyl and benzene C6,C5,C4 and C3 species are

formed. On the other side, naphthyl is formed from benzene or by the depletion of
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Figure 3.6: Fuel depletion of α-methylnaphthalene

α-methylnaphthalene by addition of carbon and hydrogen. Naphthyl is either oxidized

to naphthoxy or form acenaphthylene from where ring growth lead to PAH in the gas

phase.

3.5.1 Validation of Ignition Delay

Three different mechanisms are currently in use for the IDEA model fuel: nDaMV1,

nDaMV3.1 and nDaMV3.5. nDaMV1 is a reduced mechanism, which comprises 118

chemical species and 506 elementary reactions. The included sub-mechanism of n-
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decane has been reviewed in [18] and firstly applied to the Diesel engine simulation

in [75, 12]. From that basis, the mechanism has been recompiled yielding version

nDaMV3.1. It comprises 116 chemical species and 999 elementary reactions. Both

mechanisms are tested in the engine simulation and in homogenous reactor calcula-

tions. It is found in section 6.3 that in the low temperature combustion regime neither

nDaMV1 nor nDaMV3.1 is able to show a good ignition delay and a correct heat re-

lease.

Two reactions are identified to be very sensitive on the ignition delay:

C2H4 + OH � C2H3 + H2O (R 3.5.1)

3-2-RO2H + O � 32O2RO2H (R 3.5.2)

The Arrhenius parameters are modified and compiled in a new version, denoted as

nDaMV3.5. The changes of the Arrhenius parameters for these reactions are sum-

marized in Tab. 3.1. The mechanisms are compared with experimental data of ig-

Reaction Mechanism A n E

nDaMV3.1 2.048E13 0.0 24.9[14, 15]

rR140 nDaMV3.5 3.0E13 0.0 12.6

nDaMV3.1 4.5E11 0.0 0.0 [140]

rR352 nDaMV3.5 2.5E11 0.0 0.0

Table 3.1: Arrhenius rate coefficients

nition delay from shock-tube experiments [159] as shown in Fig. 3.7. Two different

pressures of 13 and 50 bar, and two different equivalence ratios, φ = 1 and 2, are in-

vestigated. Clearly to see is the negative temperature gradient between the low- and

high-temperature reaction regime at 1000/T=1.1 . . . 1.3 where the ignition delay

increases with increasing temperature.
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(a) p=13bar and φ=1

(b) p=50 bar and φ=1 (c) p=50 bar and φ=2

Figure 3.7: Ignition delay of IDEA fuel. Comparison of [159] with model fuel.
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3.5 Chemical Reaction Mechanism

3.5.2 Pollutant Formation

The injection of Diesel into the combustion chambers generates a non-uniform fuel

distribution. In fuel-rich regions, soot-particles are formed. Pollutants as unburnt hy-

drocarbons (HC) are resulting from a locally, incomplete combustion due to quenching

at cold walls. Another major pollutant is NOx that is formed in the reaction zone at

high temperatures. The NOx formation reactions are much slower than the time-scales

of the flow field and are not relaxing to the equilibrium state. Therefore, NOx reactions

are frozen during the expansion stroke and cannot follow the change in temperature.

The objective is to minimize both, NOx and soot-emissions to meet the emission reg-

ulations. However, NOx occurs at high temperatures where soot is burned. At low

temperatures, NOx -emissions are minimized but soot particles are not fully oxidized.

This phenomena is denoted as soot-NOx trade-off. In the φ-T space [2], soot and

NOx regions are indicated. Between both islands only a small band exists that poten-

tially could be used to establish a combustion mode for a clean Diesel engine as seen

in Fig. 3.8.

3.5.2.1 NOx Formation

A sub-mechanism for NOx -formation is included in the reaction mechanism for IDEA

fuel that was compiled in [23, 80]. The included chemical reactions are shown in

Fig. 3.9 [23]. NOx is considered as the sum of NO2 and NO. The reaction channels that

lead to NO-formation are denoted as thermal-NO, prompt-NO, nitrous-NO whereas

the oxidation channel is denoted as NO-reburn.

The most significant contribution to the formation of NO is the thermal-NO reaction

channel. Oxidation of N2 occurs at locally high temperatures greater than 1800 K

[133] for which Zel’dovich [221] has proposed the following reactions:

O + N2 � NO + N (R 3.5.3)

N + O2 � NO + O. (R 3.5.4)
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Figure 3.8: Combustion design in φ-T phase space with regions of soot, NOx and the

desirable path [2]

Both reactions are chain-branching, producing one NO molecule and either one atom

N or O that is again oxidizing O2 and N2, respectively. A third reaction was added

by Lavoie [115] that establishes the extended Zel’dovich mechanism:

N + OH � NO + H. (R 3.5.5)

Since one oxygen atom is required in the initial step Eq. (R 3.5.3), NO can only be

formed under locally stoichiometric or lean conditions. The Zel’dovich mechanism

is the dominating path under Diesel engine conditions and its source terms are one

magnitude larger than the other reaction channels, even under high rates of EGR [11].

Prompt-NO is a reaction path were the hydrocarbyl radical and N2 forms HCN :

CH + N2 � HCN + N. (R 3.5.6)

The reaction path given by [53] has a lower activation energy than Eq. (R 3.5.3).

It is therefore less dependend on the temperature and faster at lower temperatures.

Because of the fact that the hydrocarbyl radical is formed in fuel-rich conditions,
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3.5 Chemical Reaction Mechanism

Figure 3.9: Reaction path analysis of NOx formation [23]

occurring at Z > Zst in a diffusion flame, prompt-NO becomes more important under

fuel-rich conditions than thermal-NO. From HCN, additional reactions by adding OH

and O radicals follows to CN and NCO from where atomic nitrogen N is formed.

By reactions Eq. (R 3.5.4) and Eq. (R 3.5.6), NO is formed again via the extended

Zel’dovich mechanism.

Nitrous-NO is given by the oxidation via OH and O of nitrogene to form N2O

N2 + OH � N2O + H (R3.5.7)

N2 + O + M � N2O + M (R3.5.8)

Under fuel-lean conditions, NO is formed by a further oxidation-step with O:

N2O + O � 2NO. (R 3.5.9)

Eq. (R 3.5.8) is a trimolecular recombination reaction that is only important at high

pressure conditions as it is in the case of a Diesel engine.

All three reaction channels, thermal-, prompt-, and nitrous-NO are forming NO. The
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reburn-NO mechanism is initiated by the reaction

NO + HCCO � HNCO + CO . (R 3.5.10)

Further reactions via NH2 and NH lead to N2O and N2H by consumming an additional

NO molecule from where finally N2 is formed.

The nitrooxide NO2 is formed by oxidation of NO:

NO + OH � NO2+H (R 3.5.11)

3.5.2.2 Soot-Model

Beside NOx , particulate matter (PM) that consists mostly of soot has to be avoided

during the combustion in a Diesel engine. Soot is an ensemble of particles of different

size and numbers. These particles are formed from polcyclic aromatic hydrocarbons

(PAH). By Van-der-Waals forces, PAHs are bounded and forming a spheriodical par-

ticle as sketched in Fig. 3.10. The smallest particles are of a weight of 2000 amu with a

diameter of about 1.5 nm. These primary particles are formed in the nucleation process

and are growing due to coagulation with other particles, condensation of carbon from

the gaseous phase and by surface growth up to a size of 50 nm. The shape of the soot

particles is changing from spherically particles to agglomerates. The soot growth and

oxidation process depend on the local temperature, pressure and mixture conditions.

In a non-premixed flame, soot is formed in fuel-rich regions. The temperature must be

in a range between 1250 and 1800 K. The lower temperature limits the formation of

soot precursors whereas soot particles are oxidized at higher temperatures. The soot

volume fraction depends up to 10 bar quadratically on the pressure due to the effect

of gas compression. At higher pressures, the soot volume fraction is a linear function

of the pressure only [44, 199].

Oxidation occurs close to the iso-surface of stoichiometric mixture by OH- and O radi-

cals. Local flame quenching at cold walls prevents the soot oxidation process and soot

emissions are found in the exhaust gas of a Diesel engine.

The overall soot emissions are described by the number density Nsoot, that is the total

number of soot particles per unit volume, and the soot volume fraction

fV =
Vsoot

V
=

π

6
Nsootd

3 . (3.62)
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Figure 3.10: Formation of a spheriodical soot particle

Different approaches have been proposed to find an adequate model for the temporal

evolution of the soot volume fraction and number density. Phenomenologically, the

number density depends only on the nucleation, coagulation and oxidation process:

dNsoot

dt
= nucleation − coagulation − oxidation (3.63)

The soot volume fraction depends beside the nucleation, condensation and oxidation

not on the coagulation but instead on the surface growth process:

dfv

dt
= nucleation + condensation + surface growth − oxidation (3.64)

Simple models only account for phenomenological effects. The widely used two-step

model of Hiroyasu [83] express the temporal change of the soot volume fraction by

a formation- and oxidation reaction of first order. Both are coupled to the fuel- and

oxygen mass, respectively. The reaction rate constants have to be fitted to empirical
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data. Patterson [150] extended the two-step model by the Nagle and Strickland-

Constable oxidation model [139]. Further improvement was obtained by Fusco [62]

who proposed an eight-step model by introducing two additional intermediate species.

The additional reaction steps include already particle inception, particle coagulation,

surface growth and surface oxidation and species formation from the fuel as well as

oxidation of soot-particles.

A higher-level of modeling is achieved by a statistical approach that was proposed

by Frenklach et al. [59, 60, 102] and Mauss [124, 125, 123]. The soot formation

process is considered in three steps. First, the reaction mechanism includes paths

that lead to the formation of the first aromatic molecules, phenyl and benzol, in the

gas-phase. Second, reactions are included for the growth of PAHs up to four aromatic

rings. Third, soot particles are formed by the nucleation process. Other processes

as coagulation, surface growth and oxidation have to be included. The interaction

between the different processes of the PAH and soot formation is depicted in Fig. 3.11.

Figure 3.11: Modeled processes in the soot-model of Frenklach and Mauss
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3.5.2.3 Formation of Benzene

The smallest PAH is a single aromatic ring, C6H6, denoted as A1. Two reaction paths

are indicated to form benzene (A1) and its radical phenyl (A−
1 ).

The first path describes the addition of ethylene to C4 molecules [60, 213, 56, 59]:

C2H3 + C2H2 � u-C4H5 (R 3.5.12)

u-C4H5 + C2H2 � u-C6H7 (R 3.5.13)

u-C6H7 � A1+H (R 3.5.14)

and

C2H + C2H2 � u-C4H3 (R 3.5.15)

u-C4H3 + C2H2 � u-C6H5 (R 3.5.16)

u-C6H5 � A−
1 (R 3.5.17)

The radicals u-C4H5 and u-C4H3 are thermal unstable and dissociate above a temper-

ature of 1500 K [134]. Their resonance stabilized isomers i-C4H5 and i-C4H3 occur in

small concentrations but can not explain the measured benzene and phenyl concen-

trations in a flame [123].

The other reaction channel is the formation of benzene and phenyl from propargyl

[196, 135]:

C3H3 + C3H3 � A1 (R 3.5.18)

C3H3 + C3H3 � A−
1 + H (R3.5.19)

C3H3 + C3H4 � A1 + H (R 3.5.20)
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These reactions have a very high frequency factor of 1.2 × 1012 cm3/mol ,s whereas for

the reactions Eq. (R 3.5.14) and Eq. (R 3.5.17) A = 2.8 × 103 cm3/mol ,s. The propargyl

radical is formed by reactions between ethylene and singlet- or triplet-methylene:

C2H2 + 1CH2 � C3H3 + H (R 3.5.21)

C2H2 + 3CH2 � C3H3 + H (R 3.5.22)

Since the formation of the propargyl radical consumes ethylene these reactions are

competing with Eq. (R 3.5.12) and Eq. (R 3.5.15). Oxidation of u-C4H5 and u-C4H3

lead to the formation of 2 formyl radicals:

u-C4H5 + O2 � C2H3 + 2HCO (R 3.5.23)

u-C4H3 + O2 � C2H + 2HCO (R3.5.24)

Both are chain-branching reactions. The next step is the formation of CO by hydrogen-

abstraction and further oxidation which is a strongly exothermic reaction. These

reactions are promoted by prpargyl and hence competing with the consumption in

Eq. (R 3.5.21)-Eq. (R 3.5.22).

After that the first aromatic ring is initially formed, further growth of PAH has to be

considered.

3.5.2.4 Growth of PAH

The main source of further growth of PAH is the hydrogen-abstraction and carbon-

addition mechanism, so-called HACA [59]. First, one H-atom is abstracted and C2H2-

molecule is added. Additional oxidation reactions with O2 and OH are included. The

HACA mechanism was firstly applied in [57] to the surface growth of PAHs and is

schematically shown in Fig. 3.12. Every aromatic molecule An consisting of n cyclic

rings requires 6 steps to achieve the next level An+1 from where the next cycle may

restart and yielding a polymerization process. Within the whole PAH distribution

spatial structures are formed by coagulation processes. These can then be identified
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Figure 3.12: Surface growth by the HACA mechanism , taken from [123]

as initial soot particles and are excluded of the polymerization process. That step

is denoted as nucleation or particle inception. Additionally PAHs are excluded by

condensation on existing soot particles. Three models have been proposed in the

literature to describe the polymerization process:

1. Frenklach [55] introduced the method of ”linear lumping”. The size of an aro-

matic ring An is characterized by its polymerization degree n. The complete

ensemble of PAHs are described by a distribution function depending on the

degree of polymerization. For this distribution function, statistical moments

are used to summarise similar molecular structures. The HACA mechanism in-

cludes six different intermediate steps for the PAH growth. Thus, six additional

moments are needed to describe every step of the polymerization process and

six additional transport equations have to be solved to describe the complete

process.

2. Instead of solving transport equations for all six moments, Mauss [123] intro-

duced steady-state assumptions for the PAHs which is valid if the PAH con-

sumption rate is much faster than the formation rate. That would lead to larger

PAHs as it was found in experiments [191] which justifies the assumption of a

fast polymerization process. From the steady-state assumption of PAH, a system

of algebraic equations for the PAH-moments is obtained.
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3. Another simplification was introduced by Yoshihara [219] for engine simula-

tions and investigated by Pitsch [162] for flame calculations. Because PAH-

consumption is limited by the particle inception, higher degrees of aromatics are

neglected in comparison to aromatics on the first four degrees. From this as-

sumption, the polymerization process is aborted after the formation of cyclopen-

tapyrene A4R5 and particle formation is initiated. The present work follows this

approach furthermore.

3.5.2.5 Soot Modeling

Soot formation is initiated by the nucleation reaction of cyclopentapyrene

A4R5 + A4R5 � Soot . (R 3.5.25)

By interaction between soot particles and PAH and by particle-particle interaction,

the particles change in number and size. The distribution function of particles is

discretized by introduction of a particle class of size j. The particle mass of the

particle class j is given as

mj = jm2 . (3.65)

The smallest unit m2 is the mass of C2 whereas the mass of hydrogen is neglected for

simplicity. The number density of parcels of class j is obtained from

Nj = ρ
Yj

Wj

. (3.66)

The transport equation of the number density per unit volume of soot particles is

derived in [126] and reads

ρ
∂Nj/ρ

∂t
+ ρui

∂Nj/ρ

∂xi

=
∂

∂xi

(
ρDp,j

∂Nj/ρ

∂xi

)

+
∂

∂xi

(
0.55

1

T

∂T

∂xi

Nj

)
+ Ṅj . (3.67)

The diffusion coefficient Dp,j is derived [188] if particles are assumed to be small and

to be in the free molecular regime where the Knudsen number Kn � 1

Dp,j =
3

2

1

ρ

√
WkT

2π

1

d2
p,j

. (3.68)
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k is Boltzmann’s constant and dp,j is the diameter of soot particles of class j

dp,j = 3

√
6mj

ρsπ
= 3

√
6m2

ρsπ
3
√

j . (3.69)

The diffusion coefficient is re-written as

Dp,j = j−
2
3 Dp,1 . (3.70)

The second term on the r.h.s. of Eq. (3.67) accounts for the Sorret-effect which is

usually neglected. The last term on the r.h.s., Ṅj, contains the source terms from all

processes that leads to the formation or consumption of soot particles of class j, which

are particle nucleation, particle coagulation, condensation of PAH on soot particles,

surface growth by molecules from the gas phase and particle oxidation:

Ṅj = Ṅnuc
j + Ṅ coag

j + Ṅ cond
j + Ṅ

sg/ox
j (3.71)

Two methods are proposed to solve this equation, either by sectional methods or by

the method of moments.

Discrete sectional methods are used in [35, 212, 166] to solve Eq. (3.67) directly. Be-

cause up to 108 equations would have to be solved, a direct solution method is somehow

prohibitive. A similar approach was followed in [7] to study the soot formation in pre-

mixed acetylene flames. The particle growth is based on a polymerization process

which degree of polymerization is interpreted as a discrete variable. Deuflhard et al.

[42, 218] have applied a discrete h-p Galerkin method using orthogonal polynomina of

type Tschebyscheff to reduce the numerical effort for the time integration of eachlevel

of polymerization [42, 218]. The approach was used in [207] to study the influence of

a water-diesel emulsion on the evolution of the particle size distribution.

Sectional methods are of advantage to obtain detailed information of the number den-

sity of a specific soot particle class.

Frenklach introduced in [58] a statistical method where the particle size distribution

is described by its statistical moments The statistical moments are defined as

Mr =
∞∑
i=1

irNi . (3.72)

From the method of moments, the particle size distribution function is derived but

its shape must be pre-assumed. The method of moments is nevertheless quite usefull
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because the zeroth and first statistical moments represent the total number density

and total number of C2 units of the particle size distribution:

M0 =
∞∑
i=1

Ni = Nsoot (3.73)

M1 =
∞∑
i=1

iNi = fV
ρs

m2

(3.74)

where ρs is the density of soot equal to 1800 kg/m3. From Eq. (3.73) and Eq. (3.74), a

particle mean diameter is derived

dsoot =
3

√
6

πρs

WC2

NA

M1

M0

(3.75)

with the assumption of spherically soot particles. The molecular weight of C2 is given

as WC2 = 24 kg/kmol. NA is Avogardo’s constant.

A transport equation for the r-th statistical moments is given as

ρ
∂Mr/ρ

∂t
+ ρui

∂Mr/ρ

∂xi

=
∂

∂x

(
ρDp,1

∂Mr−2/3/ρ

∂x

)

+
∂

∂x

(
0.55

1

T

∂T

∂x
Mr

)
+ Ṅj = 0 . (3.76)

Neglecting the Sorret-effect, transforming the equation into mixture fraction space and

following the arguments for a thin reaction layer, a transport equation is obtained for

the r-th soot moment

ρ
∂Mr/ρ

∂t
− ρ

χ

2Lep,1

∂2Mr/ρ

∂Z2
− Ṁr = 0 . (3.77)

Lep,2 is the Lewis number of the smallest unit m2 of a C2 molecule. For simplicity,

Lep,2 ≈ 1

2
Lep,A1 ≈ 1 , Lep,A1 ≈ 2.0 . (3.78)

The source term Ṁr includes in analogy to Eq. (3.71) PAH/particle-PAH interac-

tion (nucleation and condensation), particle-particle interaction (coagulation), and

particle-gas phase interaction (surface growth and oxidation)

Ṁr = Ṁr,nucl. + Ṁr,cond. + Ṁr,coag. + Ṁr,surf. + Ṁr,oxid. . (3.79)
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In order to close the system, the source terms must be expressed by M0 and M1. The

nucleation, coagulation and condensation process are described as a particle-particle

interaction process which is expressed by the Smoluchoswki equation for coagulation

processes in the free-molecular regime [61]

Ṅj =
1

2

i−1∑
j=1

βj,i−jNjNi−j︸ ︷︷ ︸
formation

−
∞∑

j=1

βi,jNiNj︸ ︷︷ ︸
consumption

. (3.80)

The frequency factor βi,j depends on the particle size which is in the free-molecular

regime given as

βi,j = εi,j

√
8πkT

μi, j
(ri + rj)

2 . (3.81)

μi,j denotes the reduced mass

μi,j =
mimj

mi + mj

(3.82)

and εi,j denotes an enhancement factor which depends on the particle size. It accounts

for attractive or repulsive forces between the particles. A value of 2.2 was proposed

from experimental data in [74] for the coagulation process due to the enhancement by

Van-der-Waals forces. Expressing mi and mj by the smallest unit mi = i · m2 and

mj = j · m2, the equation for the frequency factor is re-written

βi,j = C

(
1

i
+

1

j

)1/2 (
i1/3 + j1/3

)2
. (3.83)

The factor C is obtained as

C = 2.2

(
8πRmT

WC2

)1/2(
3WC2

√
NA

4πρs

)2/3

. (3.84)

Further details on the derivation of the source terms is given in [123] and [162].

Surface growth and oxidation of soot particles follows the HACA-mechanism [60].

Mauss [123] added two reactions for the addition of acetylene and the closure of the

aromatic ring, which is denoted as HACAR(ing)C(losure)-mechanism. That extension

is build on the hypothesis that the ring-closure reaction is irreversible whereas the

bonding of acetylene is reversible. At flame regions of high temperature, the bonding

is broken and surface growth of soot particles is omitted. Surface growth is here the
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addition of acetylene from the gas phase. This steps results in an active site. Acetylene

addition and ring closure are competing with the oxidation of the active site and the

higher polymerization level by oxygen and the OH radical. The details of the surface

growth and the oxidation process formulation are shown by Mauss [123] and will not

presented here.
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In modern Diesel engines the mixture formation is accomplished by a direct injection

of fuel into the combustion chamber that is filled by the hot, compressed charge of air.

The injection pressure is typically in a range between 300 - 2000 bar to assist the at-

omization process. All processes that occur during the spray formation are presented

in Fig. 4.1. Close to the nozzle exit, primary breakup occurs. Ligaments and initial

Figure 4.1: Formation of a Diesel Spray [16]

droplets are formed due to cavitation effects inside the nozzle and strong entrainment

of the surrounded air. Downstream of the nozzle, droplets are subjected to secondary

breakup, droplet-droplet interaction (collision and coalescence) and evaporation. At
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the limit, the spray can impinge on the wall and forms a film. A reliable spray model

has to accomplish all these phenomena but the main problem originates from the fact

that the nozzle diameter is of O(100 − 200 μm) whereas the dimensions of the flow

domain is by factor of 1,000 larger. Thus, it is restrictive to solve the Navier-Stokes

equation on the level of the liquid ligaments and droplets and on the level of the

gas phase. Some effort has been achieved for this approach by either reducing the

dimensions to obtain the one-dimensional, cross-section averaged transport equations

[112, 205, 206] or by solving transport equations for the moments of the droplet dis-

tribution function [121][127]. A different approach is the widely used Discrete Droplet

Model (DDM) that is applied in this work.

4.1 The Spray Equation

Down-stream of the nozzle’s exit the spray is an ensemble of droplets with various size,

location, velocity and temperature. The spray ensemble is quantified by its probability

density function f which depends on the point in space xd, the velocity ud, the radius

rd, the temperature Td and the droplet deformation y. Williams [215] proposed a

transport equation for the droplet pdf, the so-called spray equation

∂f

∂t
+

∂ (fuj)

∂xj

+
∂ (fu̇j)

∂uj

+
∂ (f ṙd)

∂rd

+
∂
(
fṪd

)
∂Td

+
∂ (fẏ)

∂y
+

∂ (fÿ)

∂ẏ
= ḟc + ḟb . (4.1)

The terms on the r.h.s. ḟc and ḟb, account for droplet-droplet collision and droplet-

breakup which must be modeled.

4.2 Discrete Droplet Model

It is numerically very difficult to integrate Eq. (4.1) directly because of the high-

dimensionality of the droplet pdf. The discretization in 10 dimensions requires high

memory consumption and large CPU-times. A different approach is the parcel-concept

as proposed by Crowe [39]. Droplets of same properties are replaced by virtual
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droplets, denoted as ”parcels”. In order to achieve a statistical convergency a suf-

ficient number of parcels is used. Then, the ensemble of all parcels has the same

distribution as the droplet pdf:

f(xd, ud, rd, Td, ẏd, ÿd, t) =

NP∑
k=1

Ndkδ(x − xk)δ(u − uk)δ(r − rk)δ(T − Tk)δ(ẏ − ẏk)δ(ÿ − ÿk) (4.2)

Ndk is the number of droplets that are assigned by the parcel k which is determined

from the total injected mass by

NP∑
k=1

Ndkmk = minj . (4.3)

NP is the total number of parcels that samples the distribution function. The spray

equation is not directly solved but instead a Monte-Carlo simulation is applied on

the level of the parcels [45]. The numerical effort is reduced if the phase space is

discretized in a Lagrang’sche coordinate to decouple the treatment of the liquid spray

from the solution procedure of the transport equations in the gaseous phase under the

assumption of a small void fraction. Source terms between liquid and gaseous phase

are exchanged.

4.2.1 Drag Force

Dispersed droplets in a flow are exposed to the drag force of the flow. The drag force

is given in [13], yielding Newton’s law for the state variable u̇j

u̇j =
Fdrag

md

=
3

8

ρg

ρl

1

rd

|ud − ug| (ud − ug) CD + gj +
1

ρl

∂p

∂xj

. (4.4)

Acceleration by gravity forces, the Saffman lift force and the Magnus rotation force,

are neglected. The last term on the r.h.s. of Eq. (4.4) is only significant in very dense

spray and as well neglected [146]. The drag coefficient is proposed in [170]

CD =

⎧⎨⎩
24

Red

(
1 + 1

6
Re

2/3
d

)
Red ≤ 1000

0.424 Red > 1000
(4.5)
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and depends on the droplet Reynolds number

Red =
ddρg|urel|

μg

(4.6)

Corrections for the droplet evaporation and flow inside the droplet are not included.

The time-integration of the presented equation Eq. (4.4) will yield a new update for

the parcel velocity and location on every time-step.

4.2.2 Primary Atomization

Different mechanisms, as shown by Fig. 4.2, induce the primary breakup of the liquid

fuel inside of the nozzle. Inside of the injector, the diesel fuel passes small pipes

Figure 4.2: Primary breakup mechanisms from [16]

and valves. At the entrance of the nozzle’s exit hole, it is redirected sharply and

pressure losses occur. If the pressure inside the nozzle locally is lower than the vapor

pressure, a vapor bubble is formed due to phase transition. This phenomena is denoted

as cavitation. The small bubble reduces the cross-section, so that the exit velocity

increases and mass flow is reduced. The increase in velocity also invokes an increase

of velocity gradients and furthermore enhances turbulence production. If the bubble

follows the flow further downstream into areas where the pressure re-increase, the
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4.2 Discrete Droplet Model

bubble will collapse and damages the material. Cavitation is characterized by the

non-dimensional cavitation number

KNcrit =
p1 − p2

p2 − pvap

≈ p1 − p2

p2

. (4.7)

p1 is the nozzle’s sac-hole pressure , p2 denotes the pressure in the combustion chamber

and pvap is the vapor pressure which is much smaller than the sac-hole pressure and

neglected therefore. Cavitation occurs at the limit for KN ≤ 5 [22]. A reduction of

cavitation effects is obtained by hydro-rounding of the nozzle hole inlet geometry and

increasing the nozzle hole’s conicity as it was experimentally observed in [187].

A physically well-based description of the entire cavitation process has not been de-

veloped yet. One attempt is the numerical simulations of the two-phase flow inside

the nozzle and couple it with the Discrete Droplet Model as proposed in [122]. A

more common approach is to neglect the primary breakup of the liquid. Instead a

resulting droplet distribution of the primary atomization is assumed. In Fig. 4.3,

different primary breakup regimes are identified. Whereas in Fig. 4.3 a), the spray

Figure 4.3: Primary breakup regimes according to [50]

is already completely atomized, Fig. 4.3 b) indicates that primary atomization and

secondary droplet breakup occur close to the nozzle exit and are indistinguishable as

postulated in [175]. In modern 3rd generation common rail diesel injection systems,

fuel is injected at high pressures up to 2000 bar and breakup will presumably occur

according to Fig. 4.3 a) and b). Based on that hypothesis, parcels are initialized with

a radius equally to the hole size at the nozzle exit denoted as ”blob”-method. Instead

of choosing mono-disperse droplet size distribution function commonly a χ2 or Rossin-

Rammler type size distribution is applied. Nevertheless, the Sauter mean radius of

the distribution function is an input parameter that remains unknown. Other types

of primary breakup in Fig. 4.3 c) - e) indicates a more or less stable, liquid core which

may be realistic for non-cavitating nozzles.
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4.2.3 Secondary Atomization

4.2.3.1 Droplet Breakup Regimes

The resulting liquid flow ligaments and droplets are due to the high injection pressure

accelerated in the quiscient surrounding gas. The relative velocity between gas and

liquid invokes instabilities which results in droplet breakup. The outcome of the

droplet atomization depends on the balance between aerodynamical, surface, viscous

and inertia forces and is expressed by the non-dimensional Weber number

We =
ρgddu

2
rel

σl

, (4.8)

Ohnesorg-number

Oh =
μl√

ρlddσl

, (4.9)

and Reynolds-numbers that was already defined in Eq. (4.6). The Ohnesorg-number

is related to Weber- and Reynolds-number

Oh =

√
We

Re
. (4.10)

Different droplet breakup regimes have been identified in the review of Pilch and

Erdmann [161] shown in Fig. 4.4. The lower limit for the breakup is given as

Wecrit = 12
(
1 + 1.077Oh1.6

g

)
(4.11)

For small Weber numbers We < Wecrit, droplets are oscillating. If the excitation

frequency is close to the eigenfrequency, smaller droplets are separated (vibrational

breakup). For larger Weber numbers, the droplet forms a disk from where a bubble is

formed without(bag breakup) or with a liquid column at the center (bag-and-stamen

breakup). Finally the bubble breaks and forms small droplets. For even larger Weber

numbers, small droplets are formed directly out of the drop surface by small-scale per-

turbations (sheet stripping and wave crest stripping) which can end in a catastrophic

breakup.

The different droplet breakup regimes were experimentally investigated by Hsiang and

Faeth [87] as shown in Fig. 4.5. The different breakup types depend on the balance
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Figure 4.4: Secondary breakup types [161]
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Figure 4.5: Secondary breakup regimes [87]

between viscous and surface forces. If viscous forces are small, the breakup regime

only depends on the Weber number. Thus, at small Ohnesorg number Oh < 0.1, the

influence of the viscous forces is neglectable. The critical Weber number is found to

be

Wecrit ≈ 12 . (4.12)

4.2.3.2 Modeling of Droplet Breakup

The modeling of droplet breakup in the high-dense diesel spray is mostly motivated

by assuming that the intact droplet surface is a balance of viscous, surface and inertia

forces. Small perturbations deteriorate the intact surface. Velocity gradients and

density gradients between the droplet and the gas are considered to induce these

small perturbations, leading to the so-called Kelvin-Helmholtz (KH) and Rayleigh-

Taylor (RT) instabilities (Fig. 4.6). Both mechanisms are the basis for the breakup

model that is used here. An alternative model was proposed by Taylor [200]. This
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4.2 Discrete Droplet Model

Figure 4.6: Kelvin-Helmholtz (KH) and Rayleigh-Taylor (RT) breakup mechanisms in

a spray [16]

model consider the droplet in analogy to a spring-mass system. Later, O’Rourke et al.

[147] introduced a damping term due to viscous forces. At high injection pressures, the

TAB (Taylor Analogy Breakup)-model is underestimating the spray properties where

the KH-RT breakup model is more suitable.

Kelvin-Helmholtz Breakup Model A stability analysis was carried out by Reitz and

Bracco [174] assuming a fixed droplet surrounded by a gaseous flow. The resulting

dispersion relation was fitted numerically [173]. For the fastest growing wave on the

droplet’s surface, the wavelength Λ

Λ

r0

= 9.02

(
1 + 0.45

√
Oh
) (

1 + 0.4Ta0.7
)

(
1 + 0.865We1.67

g

)0.6 (4.13)

and the corresponding maximum growth rate Ω

Ω

√
ρlr3

0

σl

=
0.34 + 0.385We1.5

(1 + Oh)
(
1 + 1.4Ta0.6

) (4.14)

are obtained. The Taylor-number Ta characterizes the ratio of viscous and surface

forces and is expressed by the Ohnesorg and Weber-number

Ta = Oh
√

We =
We

Re
=

μlurel

σl

. (4.15)
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Figure 4.7: Growth of surface waves of Kelvin-Helmholtz type [16]

Small children droplets are separated from large parent droplets. The rate of change

of radius of the parent drop r is described by the following rate equation [175]:

∂r

∂t
= −r − rc

τKH

(4.16)

The breakup time τKH and the radius of a stable children drop rc have to be modelled.

The breakup time is proposed as

τKH = 3.788B1
r0

ΩΛ
. (4.17)

B1 is a constant that is varied and adjusted in a wide range between 1.73 and 60. The

adjustment is required in order to account for upstream-events in the life-time history,

e.g. cavitation, turbulence inside the injector and nozzle geometry [151].

From the stability analysis it is assumed that a newly formed stable children droplet

has a radius proportional to the calculated wavelength Λ unless that the wavelength

is large when compared to the droplet circumference as illustrated in Fig. 4.7:

rc =

⎧⎪⎨⎪⎩
B0Λ, B0Λ ≤ r0

min

[(
3
2

r2
0πurel

Ω

)1/3

,
(

3
4
r2
0Λ
)1/3
]

, B0Λ > r0

(4.18)

The model constant B0 is set to 0.61.

Rayleigh-Taylor Breakup Model Surface waves of Rayleigh-Taylor type can also be

identified by a wavelength ΛRT and a growth rate ΩRT derived by a stability analysis

ΛRT = CRT
2π√

−a(ρl−ρg)

3σl

. (4.19)
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ΩRT =

√
2

3
√

3σl

[−a (ρl − ρg)]
3/2

ρl + ρg

(4.20)

CRT is a constant equally 0.166 and a is the acceleration of the droplet in direction

of travel. Two criteria decide if Rayleigh-Taylor instabilities induce the breakup of a

parent drop. If the droplet radius is large enough

r >
ΛRT

2
(4.21)

and the time that the RT wave can growth is larger than the characteristic breakup

time

τRT =
Cτ,RT

ΩRT

(4.22)

the generated children droplets are of radius

rc =
ΛRT

2
. (4.23)

KH- and RT-Breakup Model The use of both models invokes a competition. A

criteria to switch between both breakup models is the liquid breakup length that is

determined by a stability analysis [116]

Lb = Cd0

√
ρl

ρg

. (4.24)

The constant C is empirically determined from experiments. Close to the nozzle within

the breakup length Lb, the KH-breakup model is applied to the droplet breakup.

Beyond the breakup length Lb, only RT-breakup is used and remaining droplets are

atomized in very small droplets. Fig. 4.8 shows the switching between both models.

4.2.4 Droplet-Droplet Interaction

In dense Diesel sprays, a very large number of droplet-droplet interaction (collision

and coalescence) of approximately 108 1/cm3s occurs frequently [128]. The outcome of

the collision event will significantly change the droplet velocity, size and number [63].

Thus modeling of droplet-droplet interaction is an important feature although it has

proven difficult to model. Physical problems remain from the underlying mechanism
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Figure 4.8: Liquid breakup length for transition from KH to RT breakup regime [16]

and from the outcome of the collision event while numerical problems influence the

prediction of the collision incidence. The prediction of the collision rate is very grid

sensitive due to inadequate numerical methods when the classical collision algorithm

by O’Rourke [146] is applied [5, 141, 81]. One main disadvantage is that the classical

approach only account for collision of a parcel pair located in the same cell. Thus

the probability of the collision incidence relies on the mesh. An errors of the order of

100 % was reported in [186]. Particularly on cartesian meshes, the computed spray

may turn into a ”four-leafed clover” [185]. Beside the numerical issues, always a

parcel pair is probed for interaction and 1
2
N2

P events must be evaluated. The immense

computational effort and the numerical error are reduced by introducing a collision

mesh [185]. A randomly subset of representative parcels is chosen as possible collision

partners. That algorithm only includes the computation of O(NP log NP ) events.

4.2.4.1 Probability of Collision

The probability of a collision incidence is evaluated for all parcel-parcel pairs within a

volume of a sphere Vs. The radius of that sphere is here an additional parameter that

can be adjusted. The collision frequency for a parcel pair (i, j) is determined as

νij =
σijvij

Vs

. (4.25)
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A larger collision sphere will include more collision events but decrease the collision

frequency. The relative velocity between the parcel pair

vij =
√[

u2
j + u2

i − 2ujui cos φ
]

(4.26)

is obtained from the sketch in Fig. 4.9. The collision cross section σij of two parcels

Figure 4.9: Schematic sketch of a colliding parcel pair

is defined as

σij = π (ri + rj)
2 . (4.27)

From the collision frequency, the collision probability

pij = νijΔt (4.28)

is obtained. The mean expected number of collision events between the a parcel i and

parcel j is given as

μ̄ = Njpij . (4.29)

The number of collision events Pn is sampled randomly from a Poisson distribution

Pn =
μ̄n

n!
exp−μ̄ . (4.30)

Once a parcel pair is considered for a collision incidence, the outcome has to be

determined.
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4.2.4.2 Outcome of Collision

Various types of the outcome of a collision incidence are possible and modeling is

required. Based on the experimental observations of the binary collision of water

droplets, Ashgriz and Poo [9] identified three different regimes as possible outcome:

reflexive separation, coalescence and stretching separation. Although the study was

only limited to water, a physically motivated criteria was derived to determine the

collision outcome. Similar studies have been carried out for water and various hydro-

carbon fuels by Jiang et al. [93] and also for water and tetradecane droplets by Qian

et al. [171] at elevated pressure and different gas atmospheres. Additional regimes of

bouncing and coalescence were identified as shown in Fig. 4.10 as a function of the

impact parameter

B =
xi

dj + di

(4.31)

and the Weber number. The different regimes are illustrated in Fig. 4.10. At very

(a) Observations by Ashgriz

and Poo [9]

(b) Observations by Qian

[171]

Figure 4.10: Different types of collision regimes

low Weber-numbers and elevated pressures, droplet bouncing was identified in [171]

but is not considered here. A first model attempt was made in the work of Estrade

[49] for ethanol fuel. In a review by Post et al. [168] that approach lacks of a required

fit to experimental data and neglects the interaction of the droplets with the ambient

gas. From the dimensional analysis, additionally dependence is given by the Reynolds
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Figure 4.11: Collision modes [16]

number and the droplet diameter ratio

Δ =
dj

di

. (4.32)

The impact parameter is at the limit 0 or 1, depending if head-on collision ( center-

center collision) or off-center collision occurs. The influence of Reynolds number was

found to be weak [9]. Depending on the impact number, Weber number and diameter

ratio, the observed outcome is analyzed and a modeling criteria has to be found.

Reflective Separation Collision At low impact numbers the head-on collision results

in a disk-like or torus-like drop as seen from Fig. 4.12. The surface tension forces are

leading to a contraction which is a reflective action of the pressure differences. For low

Weber-numbers only an oscillating large droplet is resulting. Above a critical Weber-

number the cylinder breaks into two drops. The number of droplets formed increase

with the increase in Weber- number. For increasing impact number the surface reflex

action becomes less and the total number of produced droplets is reduced. The limit
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Figure 4.12: Reflexive action of droplet after collision incidence

between reflective separation and coalescence in Fig. 4.10 is determined by an analysis

of the effective reflective kinetic energy

Kr = σijπdj
2[(1 + Δ2) − (1 + Δ3)2/3 +

We

12Δ(1 + Δ3)2
(Δ6η1 + η2)] (4.33)

as postulated in [9]

Kr ≥ 3

4
σijπ

(
d3

j + d3
i

)2/3
. (4.34)

η1 and η2 are given as

η1 = 2(1 − ξ)2(1 − ξ2)1/2 − 1 (4.35)

and

η2 = 2(Δ − ξ)2(Δ2 − ξ2)1/2 − Δ3 (4.36)

where ξ is defined as

ξ =
1

2
B(1 + Δ) . (4.37)

A model equation for the boundary between the reflective separation and coalescence

regime is obtained by combining Eq. (4.33) and Eq. (4.34)

We

Δ(1 + Δ3)2
(Δ6η1 + η2) + 3[4(1 + Δ2) − 7(1 + Δ3)2/3] = 0. (4.38)
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Coalescence Droplet coalescence is occurring on the onset of reflective separation

for larger impact numbers or at small Weber-numbers. The modeling approach that

is applied here is based on an energy balance approach by Brazier-Smith [26]. The

coalescence efficiency is defined as

Ecoal = min

[
1.0, 2.4

f (γ)

We

]
. (4.39)

The function f (γ) is approximated by a polynominal fit

f(γ) = γ3 − 2.4γ2 + 2.7γ (4.40)

where γ is a function of the droplet diameter ratio

γ =
1

Δ
. (4.41)

A critical off-set as coalescence criteria is obtained from the coalescence efficiency

bcr = (rj + ri)
√

Ecoal . (4.42)

The impact parameter is not calculated directly but sampled randomly from a uniform

distribution (yy) of the interval [0; 1]:

b = (rj + ri)
√

(yy) (4.43)

The outcome of the collision incidence is coalescence if b < bcrit. The number of

coalescence events n is determined by finding the random value (xx) for which

n−1∑
k=0

pk ≤ xx <
n∑

k=0

pk . (4.44)

If b ≥ bcrit, grazing collision occurs and only one collision is calculated for each droplet.

The parcel’s velocity is given as

unew
j =

ujr
3
j + uir

3
i + r3

i (uj − ui)
B−Bcr

(rj+ri)−Bcr

r3
j − r3

i

. (4.45)
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4.2.5 Droplet Evaporation

4.2.5.1 Evaporation Model

The hot charge in a Diesel engine requires that the spray model accounts for the phase

transition between the liquid and the gas phase. Source terms have to be evaluated

on the level of the parcels for the heat- and mass exchange between the liquid phase

and coupled with the equations of the gas phase on the Eulerian mesh. From a

balance around a single droplet the mass- and energy balance equations are derived.

It is assumed that the heat conduction in the liquid droplet is infinitely fast (Infinite

Conductivity Model, Uniform Temperature Model) so that the temperature of the

droplet is assumed to be constant. Thus, heat and mass diffusion inside of the droplet

are neglected.

The fuel mass balance at the droplet surface is given as:

ṁF,s = ṁs + jF,s (4.46)

Indici F, s denotes here the fuel on the droplet surface, ṁ and j denote the mass flow

and the diffusive flux, respectively. Since solubility from gas phase species into the

droplet is not considered the total exchanged mass flow is equal the fuel mass flow at

the surface:

ṁ = ṁs (4.47)

The diffusive mass-flux is expressed by Fick’s law

ji = −4πr2 (ρDi)
∂Yi

∂r
(4.48)

where r denotes the radius of the droplet. Inserting Fick’s law in Eq. (4.46) yields

ṁ = YF,sṁ − (ρDi) ref4πr2 ∂YF

∂r

∣∣∣∣
s

. (4.49)

Introducing the Spalding number

B =
YF,s − YF,∞

1 − Yi,s

(4.50)

and Sherwood number

Sh = − 2r

YF,s − YF,∞

∂YF

∂r

∣∣∣∣
s

(4.51)
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Eq. (4.49) is rewritten

ṁ = 2πr (ρDi) ref Sh B . (4.52)

Indici ∞ and ref are the state of the ambient conditions in the gas phase and refer-

ence conditions, respectively. The unknown Sherwood-number Sh is obtained by the

integration of the mass balance equation in normal direction over the width of the

boundary layer
Sh

Sh0

=
ln (1 + B)

B
. (4.53)

Finally, Eq. (4.52) becomes

ṁ = 2πr (ρDi) ref Sh0 ln (1 + B) . (4.54)

The energy balance around the droplet surface is given by

mdcp
∂Td

∂t
− ∂md

∂t
ΔH = 4πrQ̇ . (4.55)

Td,md,cp and ΔH are the droplet temperature, droplet mass, heat capacity at constant

pressure and latent heat of vaporization, respectively. Q̇ denotes the heat transfer from

the ambient gas to the droplet surface

Q̇ = −4πr2λ
∂T

∂r

∣∣∣∣
s

. (4.56)

The heat gradient is expressed by the Nusselt-number

Nu = − 2r

Ts − T∞

∂T

∂r

∣∣∣∣
s

. (4.57)

By this definition, the heat transfer from the gas phase to the liquid droplet is obtained

as

Q̇ =
λref (T∞ − Td)

2r
Nu . (4.58)

From analogy of heat- and mass transfer, the Nusselt-number is given equally to

Eq. (4.53) as
Nu

Nu0

=
ln (1 + B)

B
. (4.59)

The Sherwood and Nusselt-number are calculated from the Reynolds, Schmidt and

Prandtl-number [172]:

Sh0 = 2 + 0.6 · Re1/2Sc1/3 (4.60)

Nu0 = 2 + 0.6 · Re1/2Pr1/3 (4.61)
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Schmidt and Prandtl-number in Eq. (4.60) and Eq. (4.61) are evaluated at a reference

temperature determined by a 1/3 rule:

Tref = Ts +
1

3
(T∞ − Ts) (4.62)

The viscosity and thermal heat conductivity of the gasphase is calculated by Suther-

land’s formula

μref =
A1T

3/2
ref

Tref + A2

(4.63)

using constants A1 = 1.457 · 10−6 and A2 = 110 and

λref =
K1T

3/2
ref

Tref + K2

(4.64)

using constants K1 = 2.52 · 10−3 and K2 = 200.

The heat capacity at constant pressure cpref
is determined by NASA-polynomina [68].

A mean density is calculated according to Han[73]:

ρref =

[(
Yref

ρvap

)
+

(
1 − Yref

ρ∞

)]−1

(4.65)

The diffusivity is evaluated from the definition of the Lewis-number that is assumed

to be equal to one.

Eq. (4.52) and Eq. (4.55) are coupled differential equations which are solved numer-

ically. Both balance equations are combined together with Eq. (4.58) to obtain an

equation for the droplet temperature Td

ρd
2

3
rcp

∂Td

∂t
= λref (T∞ − Td) Nu0

ln (1+B)
B

−ΔH(ρD)refSh0 ln (1 + B) . (4.66)

The equation for the droplet temperature is implicitly discretized and solved by New-

ton’s method numerically. After the droplet temperature is computed, Eq. (4.54) is

used to obtain the droplet radius from an explicit discretization of

∂r

∂t
=

1

2

(ρD)
ref

Sh0 ln (1 + B)

ρd r
. (4.67)

78



4.2 Discrete Droplet Model

4.2.5.2 Evaporation Time

The droplet’s lifetime is a property of most interest. If the liquid density is assumed

to be constant, Eq. (4.67) is integrated, yielding the well-known d2-law:

r2 = R2 − (ρD)
ref

ρd

Sh0 ln (1 + B) t (4.68)

The integration is limited under the assumption of a constant Sherwood number

(Sh0 = 2) which holds for small Reynolds numbers to eliminate the dependence on

the radius. The life-time of the droplet is obtained for r = 0 as

tevap =
R2ρd

(ρD)
ref

Sh0 ln (1 + B)
∼ D2 . (4.69)

The evaporation time of a droplet is proportional to the square of the initial diameter

D. At larger Reynolds numbers Re  1, the Sherwood number depends on the square

root of the Reynolds number Sh ∼ Re1/2 and therefore the d2-law is modified as

tevap ∼ D3/2 . (4.70)

Both laws are valid only if the wet-bulb temperature is quickly reached. The wet-bulb

temperature is given in the limit from Eq. (4.66) as stationary solution (∂Td

∂t
= 0):

Tad = T∞ +
ΔH

cp

BLe
Sh0

Nu0

(4.71)

The adiabatic droplet temperature can only computed iteratively because fuel prop-

erties depend on the droplet temperature.

4.2.5.3 Influence of Temperature and Pressure on Evaporation

A single n-decane droplet of initial radius of 20μm is exposed at different temperatures

of 600 and 850 K and different pressures of 3 , 15 and 50 bar to study the evaporation

process by solving the equations Eq. (4.66) and Eq. (4.67) numerically. It is assumed

that the initial droplet is injected into the surrounding quiscient gas with an initial

velocity of 10 m/s. Momentum and mass exchange from the droplet on the surrounding
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gas is neglected but the influence of drag-force is accounted for and will decelerate the

droplet.

The temporal evolution of temperature and radius are presented in Fig. 4.13 and

Fig. 4.14. The evaporation mostly depends on the ambient gas temperature. The

increase in temperature from 600 to 850 K reduces the evaporation time by a factor

of 2 for a pressure of 3 bar and by factor of 5 for 50 bar. The increase in pressure

increases the droplet temperature because the mass transfer is reduced and less energy

is disposed on the gas.

Regarding the evolution of droplet radius, the increase in pressure results in a shorter

evaporation time at 850 K but at 600K, the evaporation time is increasing. In the

high pressure case at 850 K, a stationary wet-bulb temperature is not reached. The

droplet is heated up to the critical temperature of Tcrit = 617.9 K. At the critical

point, the liquid phase cannot exist anymore and the droplet suddenly undergoes the

phase transition to the gaseous state.

(a) T=600 K (b) T=850 K

Figure 4.13: Influence of gas conditions on droplet temperature
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(a) T=600 K (b) T=850 K

Figure 4.14: Influence of gas conditions on droplet radius

4.3 Turbulent Dispersion

Depending on the droplet size and the relevant Stokes number StEq. (4.72)

St =
τa

τc

=
τaup

lc

{
St > 1 : dense spray

St < 1 : dilute spray
, (4.72)

the trajectories of the droplets as shown in Fig. 4.15 will depend on the interaction

with the large eddies. This interaction between the turbulent flow of the gas phase

Figure 4.15: Drop trajectories in a turbulent flow [16]

and the liquid droplets is denoted as turbulent dispersion. Phenomenologically, the
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turbulent dispersion increases the mixing of the droplets with the surrounding gas.

The liquid droplets occupy a larger volume due to the stochastic velocity fluctuations

so that the void fraction increases. On the side of the liquid phase, the injection, colli-

sion, coalescence and breakup of droplets will induce velocity fluctuations that interact

with the fluctuations in the gas phase. Different domains of interaction are identified

[48] as it is shown in Fig. 4.16. The parameter τp/τk is the ratio of the droplet response

Figure 4.16: Flow regimes in turbulent sprays [48]

time to the Kolmogorov time scale, and ΦP is the droplet volume fraction, equally to

the void fraction Θ. If the void fraction is small, droplets are influenced only by the

velocity fluctuations of the gas phase, denoted as ”one-way coupling”. In the next

regime, denoted as ”two-way coupling”, velocity fluctuations of the droplets influence

the gas phase vice versa. Depending on the response time, production or dissipation of

turbulence is enhanced. Both regimes are considered as dilute suspensions. At larger

void fractions above 10−3 the spray is considered as a dense suspension. Additionally

to the two-way coupling, droplet collision has to be considered.

The probability distribution function of the droplet velocity fluctuations u′
p is recon-

structed in [69] from the mean turbulent kinetic energy assuming a Gaussian distri-
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bution function G(u′
p)

G(u′
p) =

1√
2πσ

exp

(
− u′2

p

2σ2

)
, σ =

√
2

3
k̄ . (4.73)

u′
p is determined by sampling the Gauss distribution in a random walk.
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5 Simulation of a Fuel Spray

5.1 Introduction

The non-premixed combustion in Diesel engines is controlled by the mixture formation

which is dependent on the fuel injection system. The spray simulation is therefore a

key-component that has to be mastered. Although the presented Discrete Droplet

Model is a very popular approach, numerous problems exist. The modeling lacks of

physical understanding that can be compensated by an adequate set of spray param-

eters and initial conditions of spray properties. However, high quality experimental

spray data is mandatory. Such data is obtained by injection rate measurements and

experiments carried out in a spray chamber at high-temperature, high-pressure condi-

tions similar to the engine. Finding an optimal set of spray parameters is considered as

an optimization problem. A Micro-Genetic Algorithm (μGA ) is suitable to address

this problem and finds spray model parameters where the spray simulation agrees

excellent with the experimental data.

5.2 Spray Data

5.2.1 Injection Rate Measurement Technique

On a Bosch type flow bench [24, 194] the injector nozzle is calibrated to establish

on the one hand a correlation between injector energizing duration and injected fuel

mass and on the other hand to determine the instantaneous rate of fuel injection.

The injection rate technique operates on the principle of pressure wave propagation

85



5 Simulation of a Fuel Spray

through a liquid column. The injector discharges directly into a liquid filled tube of

constant diameter and known length. The resulting pressure wave provides a signal

that is representative to the instantaneous injection flow-rate. The injection delay (i.e.

the time delay between start of energizing the injector and start of injection) and the

injection duration is an additional result from the rate measurement.

5.2.2 Spray Chamber

A suitable test environment is required to investigate the process of fuel evaporation

and mixture formation in dense atomized sprays. For this purpose, a spray chamber

with a constant air flow is designed which serves as an environment for intermittent

fuel injection. The design of the chamber enables three-sided optical access by quartz

glass windows (116 mm length and 46mm width), arranged in an angle of 90 ◦ to each

other, for the use of optical measurement techniques as shown in Fig. 5.1. For purging

the chamber, compressed air (up to 50 bar) passes through micro-filters and enters

the heater. Here the air is heated to a temperature up to 800 K before entering the

observation area of the chamber at a low velocity (0.1 -0.3 m/s). On the chamber exit

the hot pressurized air is cooled down in an external heat exchanger and throttled to

ambient pressure.

5.2.3 Optical Measurement Techniques

5.2.3.1 Mie/Shadow Imaging Technique

A combined Mie/Shadow imaging technique is used for the simultaneous measurements

of the spray penetration of the gaseous and liquid phase. Shadow images are the

result of light removed from the optical path by two primary effects: a shadow effect

and extinction. The shadow effect is caused by temperature and fuel concentration

gradients (i.e. the derivative of the refraction index gradient) in the spray, while

extinction is primarily the result of scattering from the liquid in the spray [142]. The

Mie-scattering signal is collected at an angle of 90 ◦ to the illumination area and clearly
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Figure 5.1: Design of spray chamber

indicates the liquid phase.

The optical set-up for the simultaneous Mie/Shadow imaging technique is shown in

Fig. 5.2. A ruby laser (694 nm) and a spark flash lamp are applied as light source for

the Mie images and for the shadow images, respectively. The Mie-scattering from

the liquid phase and the shadow images are recorded with a CCD camera. The

synchronization of the light sources, CCD cameras and fuel injection is controlled by

the image acquisition system and a pulse delay generator. Both images are furthermore

processed as shown in Fig. 5.3.

Since the gaseous vapor phase covers the liquid phase, only the gaseous penetration

length is evaluated by the shadowgraph image. The shadow and Mie images are

thresholded to pick out a binary image of the spray from the background. The spray

tip penetration is calculated in two steps. First the whole spray area is determined

by a spatial integration over all pixels which are marked as spray in the binary image.

The tip penetration is defined as the distance between the nozzle tip and the location

where the spatial integration reaches 99% of the prior calculated value. Additionally
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Figure 5.2: Setup of Mie-scattering and shadowgraph imaging

Figure 5.3: Processing of raw images from shadowgraph and Mie-scattering measure-

ment techniques

the so called spray angle is defined as the angle between the tangents to the spray

envelope. The spray angle is calculated at a position 100 times the nozzle diameter

from the nozzle tip.
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5.2.3.2 Raman Scattering Measurements

A non-intrusive measurement technique is based on spontaneous Raman scattering

(RS) which allows to measure simultaneously quantitative and spatially resolved liq-

uid and vapor concentrations in a dense, high-pressure spray if an alcohol is used as

fuel. In general, the energy shift between the laser excitation and the Raman emis-

sions depends on the excitation wavelength, the type of molecule and the temperature

(the temperature dependence is negligible below 1000 K). The Raman scattering from

N2 -, OH - and CH stretching vibrations is used to measure spatially resolved vapor

and liquid phase concentrations simultaneously. The discrimination between vapor

and liquid phase is based on the observation that the hydrogen bonding in liquid al-

cohols results in a shift of the OH stretching vibration frequency to 2900-3700 cm−1

compared to the free vibration frequency of 3653 cm−1 for the gaseous alcohol. The

hydrogen bonding generates a deformation of the electronic potential and therefore

the OH liquid phase signal is strong spectral broadened and spectral shifted [129].

In Fig. 5.4 the experimental set-up for the 1D spontaneous Raman scattering tech-

nique is shown. The Raman scattering is induced by the unpolarized UV-laser light

Figure 5.4: Setup of Raman spectroscopy

from a XeCl-excimer laser. The laser induced emissions are detected by an imaging

spectrograph and an intensified CCD-camera. Even though the Raman signals are

weak, it is possible to detect Raman and Mie-scattering signals with the same opti-

cal set-up by the chosen attenuation of the Mie-signal and the dynamic range of the
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CCD-camera.

In Fig. 5.5 a recorded two dimensional spectrum and the extracted line spectrum on

the spray axis of an ethanol spray at vaporizing conditions is shown. One axis of the

Figure 5.5: Raman spectrum of evaporating spray at t=1.3 ms aSOI, T = 700 K, p =

44 bar

image corresponds to the spatial extension of the 18mm long probe volume and the

second axis provides the spectral information. Since the measurements are performed

at non-combusting conditions, the N2 Raman signal is used as a marker for the deter-

mination of the fuel concentration. It is observed that the Raman signals of the CH

and OH overlap. The extraction of the peak width and height for each Raman signal

is implemented in the imaging analysis software by an computational algorithm.

From the Raman intensity ratio of fuel to nitrogen, the fuel mass fraction is derived

for liquid and gaseous phase. Furthermore, the temperature in the gas phase is de-

termined assuming the ideal gas law. From the spectral Raman peak position and

magnitude, the temperature of the liquid phase is derived after calibration in a heated
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optical cell filled with pure ethanol. Finally, an SMR distribution is obtained from the

Raman/Mie signal ratio. A 2 component PDA system is used to calibrate the signal.

Details of the combined Raman spectroscopy/Mie-scattering technique are presented

in [210, 209].

5.2.3.3 Droplet Size and Velocity by PDA Measurements

The integral information gained by shadowgraph is supplemented by Phase-Doppler

Anemometry (PDA) measurements. The PDA uses a laser as light source to create

a small measurement volume. The PDA-system can determine the velocity and the

diameter of single particles crossing the measurement volume by the light they scatter.

For a detailed description of the technique see [3].

This technique has its difficulties when there is more than one particle in the mea-

surement volume, therefore it cannot be applied to the dense part of a Diesel spray.

Therefore, it is restricted to the area close to the stationary penetration length. A

typical distance from the orifice to the measurement volume is 27.5 mm.

The setup at the pressurized chamber is shown in Fig. 5.6. In order to minimize

the sensitivity to the temperature-depending refractive index of the fuel, the detector

probes are positioned 65◦ off-axis. The size of the measurement volume has a diame-

ter about 100μm. At each radial position the data of 50,000 droplets or 500 injection

events have been recorded.

5.3 Calibration of Spray Parameters

5.3.1 Spray Model Parameters

The sensitivity study in appendix B shows the influence of a variety of spray model

parameters and physically based initial parameters. Some of these parameters are very

sensitive with regard to spray penetration and evolution of SMR. Another constraint
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Figure 5.6: Experimental setup for PDA - top view [208]

is the demand for a low dimensionality of the parameter space to reduce the com-

putational costs when the Genetic Algorithm is applied. Therefore, not all sensitive

parameters will be included and the following parameters are finally chosen:

1. The initial droplet temperature ”tpik” is the initial condition of Eq. (4.55).

2. The half-cone angle ”cone” determines the elevation angle relative to the injec-

tion direction for initializing the parcel velocity, cf.[197].

3. The Sauter Mean Radius ”SMR” determines the initial droplet distribution and

thus the initial conditions used in Eq. (4.54).

4. Usually, the nozzle manufacturers only provide the geometrical nozzle diameter.

However, no information on the discharge coefficient is given although it varies

in a wide range. Siebers [189] investigated various nozzle types and found it

in a range from 0.77 to 0.84. Geometrical factors such as hydro-grinding may

improve the flow inside of the nozzle but factors that force cavitation will worsen

it. An effective nozzle diameter ”deff” and its area is introduced. It accounts
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for the unknown discharge coefficient by which the parcels are initialized and

controls the momentum of the injected fuel.

5. The scaling factor of the droplet breakup time due to Kelvin-Helmholtz insta-

bilities ”B1” is between 45 and 60 in [197] but also set to 1.73 in [180].

6. The factor ”C” scales the stable liquid cone length according to Levich’s theory

[116]. A value of 14.5 was found in [177].

Another aim of the sensitivity study is to find the limits and adequate resolution of the

parameter space. A coarse parameter space has a fast convergence but the μGA may

not find the global optimum. On the other hand, a fine parameter space is desireable

to find the global optimum more precisely but suffers of a low convergence rate. Thus,

the limits of the parameter space and the resolution are individually defined.

5.3.2 Genetic Algorithm for Spray Calibration

Finding an adequate set of spray parameters where the simulation matches the data

from spray chamber measurements is achieved by applying the Genetic Algorithm to

the spray simulation. The optimization goal is expressed by the merit function. Every

individual is addressed to this merit function, denoted as a fitness value. As a con-

sequence, an independent spray simulation has to be carried out for every individual

that represents a point of the parameter space. Since the evaluation of every indi-

vidual would become very time consuming, the μGA is preferred that chooses a small

population size of 5 individuals. In the μGA , the option of single-point crossover, mu-

tation and elitism is retained. A convergence criteria is set by monitoring the merit

function over a history of the last 30 generations.

5.3.3 Definition of a Merit Function

The comparison of penetration length of liquid and gaseous phase from the Mie-

scattering and shadowgraph imaging with simulation results defines the merit function.
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That criteria is expressed by

fi =

te∫
ts

|xi,exp(t) − xi,sim(t)| dt

te∫
ts

xi,exp(t) dt

, i = l, g. (5.1)

where xi,exp and xi,sim are the penetration length from experiment and simulation

results for indices l = liquid and g = gaseous phase, respectively. ts and te are start

and end-time of the evaluated time-frame.

In the simulation, the penetration length itself is defined by the criteria

xi,crit = xi,min + ci ∗ (xi,max − xi,min) , i = l, g (5.2)

whereas xi,min, xi,max and ci is the minimum, maximum value and a penetration crite-

ria. The criteria is chosen as 5 and 2% for gaseous and liquid phase, respectively.

Since the μGA cannot deal with a multi-objective optimization, the Euclidean norm

Eq. (A.30) is chosen as penalty function. The inverse of the Euclidian norm is applied

because the μGA is coded to find a maximum. Here, r = 2 denotes the number of

partial objective functions for the liquid and gaseous phase. x = (x1, x2, . . . xk)
T is the

point in parameter space and k denotes the number of parameters. For the present

case, the merit function is simplified as

f(x) =
1√

f2
l +f2

g

2

. (5.3)

5.4 Calibration of Fuel Sprays

5.4.1 Diesel Spray

Liquid Diesel fuel is injected inside of the spray chamber using a standard common-

rail Diesel injector for detailed spray analysis. A shadowgraph imaging technique is

applied to measure the spray penetration of liquid and gaseous phase of the spray as

shown in Fig. 5.7. On the same spray, a Phase-Doppler Anemometry (PDA) measures

droplet velocities and diameters in a small probe volume at 27.5 mm from the nozzle

hole and at 4 radial positions, 0 to 3mm, from the axis.
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Figure 5.7: Single shadowgraph image [208]

5.4.1.1 Investigated Nozzles

Two different nozzles A and B are studied. All relevant nozzle data is summarized in

Tab. 5.1. The KS factor of the nozzle geometry is the main, independent parameter

Nozzles A&B

No. of holes 8

A 131μm
Hole diameter

B 130μm

A 1.3
KS-factor

B 3

Volumetric flow rate A&B 400 cm3/30s@100 bar

Rail pressure 600, 900 and 1350 bar

Table 5.1: Nozzle parameters

which is varied. Additionally, three different rail pressures of 600, 909 and 1350 bar

are studied for both nozzles. The ambient conditions in the pressurized chamber

are similar to engine relevant conditions prior to the start of injection as given in

Tab. 5.2. The hot conditions of the ambient gas promote the evaporation similar as
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Temperature 800 K

Pressure 50 bar

Density 21.78 kg/m3

Gas phase Air

Fuel Diesel

Table 5.2: Conditions in the spray chamber and injection parameters

for the conditions in an engine and is required to calibrate a Diesel spray. If cold spray

chamber conditions are preferred, the droplet size and spray momentum distribution

is the outcome of an equilibrium between droplet collision, coalescence and break-up,

neglecting the mass transfer to the surrounding gas.

5.4.1.2 Diesel Spray Simulation

The spray chamber is represented by a cylinder with a length L = 70 mm and a

diameter D = 100 mm. The z-axis is aligned with the injector axis. The injector

position is located at the bottom of the cylinder close to the origin at z = 0 from where

parcels are initialized and the spray formation starts. An O-type, block-structured

mesh of 14,480 cells as shown in Fig. 5.8 is created for the geometry of this cylinder.

The mesh is divided into two domains, meshed with a very high resolution on the inner

part and surrounded by a coarse mesh on the outer part. At the interface between both

blocks, treatment of ”hanging nodes” is required by introducing a special boundary

condition [76]. Therefore, the lower inner block has a resolution of 10x10x20 cells and

4x8x5 cells on the outer one with respect to radial, azimuthal and axial direction.

Downstream at a height of 40 mm, the upper part is coarsened. Only 5x8x12 on the

inner block and 4x8x12 cells on the outer block are used to limit the mesh size to

14,480 cells for sake of computational costs. A time-step size of 50μs is chosen and

the end-time of the simulation is fixed to 1.5 ms according to the end-time of the

experimental data. Input from injection rate measurements is used to initialize the

parcel velocity.
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Figure 5.8: O-type, block structured mesh of a cylindrical geometry with 14,480 cells

5.4.1.3 Calibration of Spray Parameters

Applying the μGA to two nozzles with a variation of the KS-factor and with a variation

of rail pressures requires the individual spray parameter adjustment of six different

cases. The six identified parameters with the used lower, upper range limit and bi-

nary resolutions are listed in Tab. 5.3. At the end of the optimization, the μGA finds

xi Lower Limit Upper Limit Resolution

Tfuel 330 K 380 K 256 (8 bit)

Half-cone angle 5 ◦ 30 ◦ 32 (5 bit)

SMR 30μm 100μm 128 (7 bit)

deff 90μm 135μm 128 (7 bit)

B1 5 100 64 (6 bit)

C 0 73 32 (5 bit)

Table 5.3: Limits and binary resolution of the parameter space

an optimum in parameter space as seen from from Fig. 5.10 and Fig. 5.13. All in-

dividuals are plotted by their partial objective functions fl and fg (Eq. (5.1)). The

final optimum is located close to the origin. The overall merit function, Eq. (5.3), is
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monotonously increasing over the iteration index j in Fig. 5.9 and in Fig. 5.12. The

obtained achieved agreement of the penetration length between simulation and the

experiment is excellent as the results in Fig. 5.11 for nozzle A and Fig. 5.14 for nozzle

B illustrates. The overall merit function has in most cases a value larger than 20.

However, the agreement for the liquid phase is inferior than for the gaseous phase.

Since the gaseous phase is detected by an edge filter and not as for the liquid phase

by a threshold value, the gas phase penetration is more reliable than the liquid phase

penetration. Although the gas phase is in a good agreement for both nozzles, the

penetration length of the liquid phase is much better resolved for nozzle A than for

nozzle B as the scatter plots Fig. 5.10 andFig. 5.13 illustrate.

The correct simulation of the gaseous phase is crucial with respect to the combustion

modeling since it is on the level of the RANS equations whereas the simulation of

the liquid phase is performed on the level of the parcels. It shows that the global

momentum and mass exchange of the spray is correctly computed on a macroscopic

level.

The set of spray parameters that are found are listed in Tab. 5.4 for all six cases. The

Nozzle Rail Tfuel Half-cone SMR deff Cd B1 C

pressure Angle

600 bar 368.8 9.8 31.1 101.3 0.6 5 37.7

Nozzle A 900 bar 332.2 5.8 91.2 117.3 0.8 87.9 16.5

1350 bar 379.2 10.6 98.3 125.8 0.92 74.4 18.8

600 bar 342.4 5.8 99.4 99.7 0.59 56.3 16.5

Nozzle B 900 bar 339.2 22.7 99.4 98.9 0.58 93.7 19.1

1350 bar 336.9 16.3 96.1 126.1 0.94 68.3 16.4

Table 5.4: Spray model parameters of best point

effective nozzle diameter deff is expressed equally by a discharge coefficient Cd. By an-

alyzing these values, no dependence neither on the rail pressure nor on the KS-factor

can be identified which is requested for a predictive model. The main advantage is

the use of an automatic algorithm. Once the μGA has started, no further manual

interaction and parameter adjustment is required. No human bias is involved except
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for the definition of the parameter space and the definition of the merit function to

find the best point.

5.4.1.4 Results from PDA-Measurements

The Phase-Doppler Anemometry (PDA) measurement enables to study details on a

local scale and is a microscopic view inside of the spray. Applying the PDA to a Diesel

spray is difficult since the spray is very dense close to the nozzle. Only limited areas are

investigated that are close to the limit of the liquid phase. Four radial positions have

been investigated at 0, 1, 2 and 3 mm off the spray axis at an axial position of 27.5 mm

from the nozzle. The resulting data of the PDA measurements is the axial velocity

of the liquid spray droplets in z-direction and the mean droplet diameter d10. Both

properties are compared with the simulation data. In the simulation, a torus of 2 mm

height and 1 mm width is used as control volume where the axial droplet velocity and

the mean droplet diameter are computed. This control volume is much larger than the

volume of the PDA’s probe volume and has the same length scale as the computational

mesh. The approach to replace droplet by parcels follows that much less parcels than

droplets are available. The number of used parcels and the resulting ensemble of

parcels samples the droplet distribution on the entire computational domain but not

on a local probe volume. A probe volume that had similar dimensions of the PDA’s

probe volume of O(100μm) would have required up to 1,000 times more parcels than

currently used and would contradicted the discrete droplet model approach itself.

In order to compare PDA data with simulation data it is essential that the agreement

of liquid spray penetration between simulation and experiment is excellent. This good

agreement has been achieved only for nozzle A at a rail pressure of 600 bar. The

axial droplet velocity and mean droplet diameter of experiment and simulation are

compared in Fig. 5.15(a) - Fig. 5.15(d) and in Fig. 5.16(a) - Fig. 5.16(d), respectively.
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(a) 600 bar (b) 900 bar (c) 1350 bar

Figure 5.9: Spray parameters and merit function

(a) 600 bar (b) 900 bar (c) 1350 bar

Figure 5.10: Merit functions of liquid and gaseous phase

(a) 600 bar (b) 900 bar (c) 1350 bar

Figure 5.11: Spray penetration for nozzle A
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(a) 600 bar (b) 900 bar (c) 1350 bar

Figure 5.12: Spray parameters and merit function

(a) 600 bar (b) 900 bar (c) 1350 bar

Figure 5.13: Merit functions of liquid and gaseous phase

(a) 600 bar (b) 900 bar (c) 1350 bar

Figure 5.14: Spray penetration for nozzle B
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(a) Axial velocity at r=0 mm (b) Axial velocity at r=1 mm

(c) Axial velocity at r=2 mm (d) Axial velocity at r=3 mm

Figure 5.15: Axial velocity for nozzle A at 600 bar rail pressure
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(a) Droplet diameter d10 at r=0 mm (b) Droplet diameter d10 at r=1 mm

(c) Droplet diameter d10 at r=2 mm (d) Droplet diameter d10 at r=3 mm

Figure 5.16: Droplet diameter d10 for nozzle A at 600 bar rail pressure
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The evolution of the axial droplet velocity is in agreement for all radial positions. The

maximum velocity is in an excellent agreement for a radial position of 2mm and 3 mm.

On the axis at 0mm and 1mm off-axis, the simulation underestimates the maximum

velocity at 1.25 ms. Around times of 1 ms, the simulation underestimates the liquid

penetration in Fig. 5.11(a) by a few millimeters which explains the discrepancy in the

droplet velocity.

The other spray property determined by the PDA is the mean droplet diameter d10.

No good agreement between simulation and experiment is obtained for any radial

position. Only the magnitude of droplet size at 1 ms is of the same order but the

temporal evolution shows that quickly smaller droplets are formed due to the secondary

breakup. These small droplets are evaporating faster than larger droplets and are

already heated-up due to their long life-time. The mean droplet diameter is shifted

to larger values after 1.5ms in the simulation while the experiment shows that the

droplet diameter decays monotonously. The secondary droplet model is not able to

compute the correct temporal evolution. The breakup is controlled by the relative

velocity between gaseous and liquid phase. Due to the injection process, the ambient

gas is accelerated and therfore the relative velocity is decreased by time. Parcels that

are injected at later times are more stable than earlier injected parcels.

Analysis of the number of droplets that the parcels are associated with is shown in

Fig. 5.17. At times later than 2 ms, the comparison between simulation and experiment

is not valid anymore. The number of droplets that are attached to the control volume

of the simulation is decreasing within 0.5 ms from 1,000 to 40. These few parcels

cannot accomplish for the statistics of the droplet distribution function.

5.4.1.5 Test Engine Case

The simulation of a test engine case uses the result from the spray parameter cal-

ibration. After the spray model is calibrated, the spray parameters in the engine

simulation are not adjusted anymore. This test will show if the Diesel engine simula-

tion can benefit from the spray calibration methodology. The engine simulation and

the spray chamber simulation are quite different. In the spray calibration, a coarse

mesh and a large time-step size are used. However, the computational mesh of the
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Figure 5.17: Evolution of droplet diameter and number of droplets

engine is much finer and includes a different topology as seen in Fig. 5.18. Due to

Figure 5.18: Geometry of the test engine case

symmetry of the 8 hole nozzle, a sector mesh of 45 ◦ and a quarter O-grid topology

is created. The computational time-step is 1μs and thus by a factor of 50 smaller

than used during the spray calibration. The geometry of the engine has a bore of

120 mm and a bowl depth of 40 mm to exclude any spray-wall interaction for a fair

comparison. For sake of simplicity, engine motion is not taken into account and a

swirl flow motion is not considered. The thermal state conditions in the test engine

and the spray calibration are defined equally.
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In Fig. 5.19, the spray penetration in the test engine case is compared with the mea-

surements and the result from the μGA -optimization for nozzle A at a rail pressure of

600 bar. The result shows that the penetration length of the gaseous phase is similar.

Figure 5.19: Spray penetration for nozzle A at 600 bar rail pressure: comparison of

spray chamber, spray calibration and test engine case

During the start of injection, the penetration is less steep than in the spray calibration

but matches better for times later than 1 ms. The liquid spray penetrates the engine

bowl slightly deeper than in the spray calibration and the measured liquid spray pen-

etration. In Fig. 5.20, the spray parcels and the mean mixture fraction Z̃ are shown

at t=0.8 ms. The shape of the spray is as to be expected and no deformation of the

spray shape is detected in the images.

5.4.2 Ethanol Spray

5.4.2.1 Introduction

The mixture composition is one of the most important properties in fuel sprays and is

difficult to measure because liquid and vapor fuel appear simultaneously. Information

about the distribution of local fuel concentration, temperature and droplet size are

properties that would be usefull to validate the spray models. However, the Diesel
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Figure 5.20: Mixture formation in the test engine case: cut-plane colored by mixture

field, parcels colored by droplet temperature, iso-line represents stoichio-

metric mixture

sprays is too dense to study these properties. The high void fraction in dense areas

forces multi-scattering of laser-light so that no reliable data can be accessed. Alter-

natively, alcohol fuels offer due to the molecular structure an option for quantitative

Raman measurements. The phase-dependent spectral shift of the OH stretching vibra-

tion allows the Raman signal separation of liquid and vapor phase. The result provide

simultaneous information on the propagation of liquid/vapor phase and quantification

of the air/fuel ratio for comparison with the CFD spray simulation.

5.4.2.2 Injection System

A passenger car common rail injection system is equipped with a 5 hole valve covered

orifice nozzle (VCO) with double needle guidance and mounted on a first generation

Bosch common rail injector [84] with a maximum pressure capability of 1350 bar. The

laboratory controller from Smart company allows variable settings of injector voltage

and current and thus an independent control of injection timing and duration. In order

to carry out 1D-Raman measurements, any impact from the fuel injection system on

the purity of the fuel must be omitted to avoid broadband fluorescence. Therefore, a

pneumatically driven high-pressure pump without lubrication in the hydraulic part of

the pump and a custom made stainless steel rail is applied. Detailed information about
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Figure 5.21: Single-shot shadowgraph image (left) and Mie-scattering (right) for dif-

ferent injection times aSOE

the injector nozzle is given in Tab. 5.5. The complete fuel system, including pump, rail,

pipe-work and controller is calibrated on a flow bench as previously described in section

5.2.1. The resulting injection rate and the injector current are shown in Fig. 5.22. The

ratio of the integral injection rate and the theoretical mass by Bernoulli’s law results

a discharge coefficient of Cd = 0.7 .

5.4.2.3 Ethanol Spray Simulation

The simulation of the experimentally investigated ethanol spray in the chamber has

the aim to resolve the local mixing of liquid and gaseous phase. In comparison to

the spray penetration as studied in [100, 82, 51, 110], the benefit of the 1D-Raman

measurement technique is to compare spatial resolved data of the experiment with

simulation results. The input of the spray simulation are the chamber conditions as

presented in Tab. 5.6. Under these conditions, auto-ignition will not occur because

temperature is too low. A minimum ambient air temperature of about 900 K is required
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Nozzle type VCO

Number of nozzle holes 5

Hole diameter inlet (d1) 138μm

Hole diameter outlet (d2) 137μm

Orifice length to diameter l/d = 7.25

Conicity K = d1−d2

10
= 0.1

Rate of rounding 10.5 %

Volumetric flow rate 259 cm3/30 s@100 bar

Injected fuel quantity 5 mg

Rail pressure 800 bar

Injection duration 1.695 ms

Cd 0.7

Table 5.5: Nozzle and injection parameters

Figure 5.22: Measured injection rate by the flow bench

so that auto-ignition of ethanol occurs as reported by Siebers et al. [190]. Furthermore,

investigations by Pitsch et al. [165] showed that auto-ignition for n-heptane occurs for

a scalar dissipation rate of χst = 30 1/s in fuel-rich regions of φ = 2.5 . In this study,

the presented experiments and simulations do not show any fuel-rich mixture parts

due to the high volatility of ethanol.
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Temperature 700 K

Pressure 44 bar

Rail pressure 800 bar

Density 21.4 kg/m3

Gas phase Air

Fuel Ethanol

Table 5.6: Conditions in the spray chamber

The CFD simulation is carried out on a computational mesh that resolves the geometry

of the spray chamber by a cylinder of length L = 90 mm and diameter D = 100 mm

where the z-axis is aligned with the injector axis. The nozzle hole is located close

to the origin at z = 0 at the bottom of the cylinder. The cylinder is meshed using

an O-type, block-structured mesh as shown in Fig. 5.23. The resolution is 78x12x31

Figure 5.23: O-type, block structured mesh of a cylindrical geometry

nodes in axial, radial and azimuthal direction, yielding a total mesh size of 170,940

hexahedronal cells. The resolution is much finer as used formerly in [209] because the

original mesh using 14,480 cells did not resolve the width of the spray correctly.
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5.4 Calibration of Fuel Sprays

5.4.2.4 Calibration of Spray Parameters

Similar to the calibration of spray parameters of a Diesel spray in section 5.4.1.3 the

μGA is applied to the spray simulation of the ethanol fuel spray. The limits of the

parameter space is presented in Tab. 5.7 which is similar to Tab. 5.3. The influence of

the breakup-length C is finer resolved within a smaller range whereas the fuel temper-

ature has a lower resolution. After 188 generations, the μGA has found an optimum

xi Lower Limit Upper Limit Resolution

Tfuel 330 K 380 K 32 (5 bit)

Half-cone angle 5 ◦ 30 ◦ 32 (5 bit)

SMR 30μm 100μm 128 (7 bit)

deff 90μm 135μm 128 (7 bit)

B1 5 100 64 (6 bit)

C 0 22.8 64 (6 bit)

Table 5.7: Limits and resolution of the parameter space

representing 940 individual CFD simulations. The value of the merit function becomes

F (x) = 27.95 as shown in Fig. 5.24. The merit function is monotonously increasing

until that a global optimum is found in the 159th generation. The global optimum is

given by the point in Tab. 5.8 and compared with the measured experimental data.

A discharge coefficient of Cd,sim = 0.62 is derived from the effective nozzle diameter

Tfuel Half-cone angle SMR deff Cd B1 C

Simulation 345.3 12 54 124.9 0.82 23 2.19

Experiment 358 11.5 - 115.5 0.7 - -

Table 5.8: Comparison of spray model parameters of best point with experimental

data

which is a little smaller compared to the discharge coefficient that is yield by the in-

jection rate measurement Cd,exp = 0.7 .

111



5 Simulation of a Fuel Spray

Regarding the fuel temperature, the μGA finds an optimum where the initial droplet

temperature in the simulation is found to be 345.3 K. In order to measure the fuel

temperature the same nozzle type with welded holes and equipped with a thermocou-

ple is mounted on the injector. The fuel temperature is about 358 K while operating

the chamber at the same conditions as the spray measurements. The measured tem-

perature is an upper limit for the injected fuel temperature because the residence time

is much longer than under injection conditions. Thus, the temperature found by the

μGA in the spray simulation is very close to this upper limit.

From the image processing of the shadowgraph imaging, the half spray-cone angle is

derived and compared to the angle that is used to initialize the parcel velocities. The

μGA results in a point in parameter space where the half-cone angle of 10.6 ◦ is in a

good agreement to the experimental half-cone angle of 11.5 ◦.

(a) Individual merit functions with

all individuals and found optimum

(b) Evolution of parameters and merit

function

Figure 5.24: Final result of μGA after 46 generations and 230 evaluated individuals

Spray Penetration The axial spray penetration from shadowgraph imaging and Mie-

scattering is compared with the simulation results as shown in Fig. 5.25(a). Obviously,
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5.4 Calibration of Fuel Sprays

a good agreement for the vapor phase is obtained for all times. Although the penetra-

tion of the liquid phase has a shift to later times, the slope and penetration length is

still close to the experimental data. Additionally to the spray penetration, the width of

the spray is derived from the Raman measurements as presented in Fig. 5.25(b). The

agreement indicates a correctly computed shape of the spray. The same calibration of

the ethanol spray was performed in [209] but using the coarse mesh as described in

section 5.4.1.2 and shown in Fig. 5.8. The result from this study is again compared

with the same experimental data, see Fig. 5.26(b). As already discussed in section B.1,

the mesh sensitivity has an import influence on the spray simulation. The sensitivity

anticipates a predictive spray modeling as required for a mixture-controlled combus-

tion modeling. Although the spray calibration was successfully applied to both fuel

simulations yielding a good agreement in the axial spray penetration in Fig. 5.25(a)

and Fig. 5.26(a), the width of the spray as presented in Fig. 5.25(b) and Fig. 5.26(b)

is computed only on the fine mesh correctly. Therefore, only results computed on the

fine mesh are compared with the experimental data further on.

Fuel Concentration Fuel mass fractions from the 1D-Raman spectroscopy measure-

ments for liquid and gaseous phase are compared at six times with the simulation data

in Fig. 5.27 and Fig. 5.28. The shape of the fuel mass fractions in gas- and liquid phase

is well matching the simulation. The area close to the nozzle is not visible due to the

limiting view of the observation window. The penetration and the width is in agree-

ment with the analysis of the previous section section 5.4.2.4. However, the simulation

shows a much higher mass fraction close to the centerline for the gas phase in t=0.4 -

1.6ms aSOI but the discrepancy decreases by time. At the latest time t=2.2ms aSOI

all liquid droplets are evaporated. The level of fuel mass fraction in the gas phase of

the simulation has now the same order of magnitude as in the experiments. Turbulent

mixing is dominating while mixture formation by evaporation has been completed.
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5 Simulation of a Fuel Spray

(a) Axial spray penetration (b) Max. width of the spray

Figure 5.25: Spray penetration of ethanol on fine mesh (170,940 cells)

(a) Axial spray penetration (b) Max. width of the spray

Figure 5.26: Spray penetration of ethanol on coarse mesh (14,470 cells)

114



5.4 Calibration of Fuel Sprays

(a) Fuel mass fraction of vapor

phase

(b) Fuel mass fraction of liquid

phase

(c) Fuel mass fraction of vapor

phase

(d) Fuel mass fraction of liquid

phase

(e) Fuel mass fraction of vapor

phase

(f) Fuel mass fraction of liquid

phase

Figure 5.27: Comparison between simulation (left) and 1D Raman spectroscopy

(right) for the fuel mass fraction distribution
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5 Simulation of a Fuel Spray

(a) Fuel mass fraction of vapor

phase

(b) Fuel mass fraction of liquid

phase

(c) Fuel mass fraction of vapor

phase

(d) Fuel mass fraction of liquid

phase

(e) Fuel mass fraction of vapor

phase

(f) Fuel mass fraction of liquid

phase

Figure 5.28: Comparison between simulation (left) and 1D Raman spectroscopy

(right) for the fuel mass fraction distribution
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5.4 Calibration of Fuel Sprays

Temperature Distribution The 1D-Raman spectroscopy allows to derive the time-

resolved spatial temperature distribution in the gas and liquid phase of the spray.

Although the order of magnitude agrees very well for all times, the spatial distribution

of the temperature of the gas phase in Fig. 5.29 and Fig. 5.30 are not in agreement.

However, the penetration with respect to the temperature is matched. For all times,

the simulation shows a temperature distribution for the gaseous phase that is much

higher close to the spray axis. For the liquid phase, the temperature in the simulation

is much lower and uniform than the Raman data shows. Here, the droplet data has

been interpolated from the parcels on the underlying mesh as illustrated in Fig. 5.31.

Obviously to see is that the temperature of the liquid phase is attached very close

to the parcels which are located in a narrow cone around the spray axis. The parcel

temperature and the interpolated temperature of the liquid phase is nearly uniformly

and cannot resolve the local gradients of the experimental data. The narrow spray cone

angle and the resulting narrow spray shape explain the difference in the temperature

of the gas phase. Mixing of enthalpy is not forced enough. The resulting temperature

distribution of the gas phase encloses the liquid phase.
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5 Simulation of a Fuel Spray

(a) Temperature of vapor phase (b) Temperature of liquid phase

(c) Temperature of vapor phase (d) Temperature of liquid phase

(e) Temperature of vapor phase (f) Temperature of liquid phase

Figure 5.29: Comparison between simulation (left) and 1D Raman spectroscopy

(right) for the temperature distribution
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(a) Temperature of vapor phase (b) Temperature of liquid phase

(c) Temperature of vapor phase (d) Temperature of liquid phase

(e) Temperature of vapor phase (f) Temperature of liquid phase

Figure 5.30: Comparison between simulation (left) and 1D Raman spectroscopy

(right) for the temperature distribution
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5 Simulation of a Fuel Spray

Figure 5.31: Temperature of parcels and liquid phase
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5.5 Evaporation Controlled Mixing

Droplet Size Raman and Mie measurements are used to derive the SMR distribution

in the spray. In the simulation, the SMR is interpolated from the parcel’s position

on the underlying cell for sake of comparison as shown in Fig. 5.32. Only close to

the nozzle the SMR has an order of O(1 − 2μm). The small value of breakup-length

C = 2.19 supresses the droplet breakup by Kelvin-Helmholtz instabilities and forces

the Rayleigh-Taylor breakup very close to the nozzle. Therefore, the resulting SMR

distribution is located close to the nozzle whereas in the regime of Rayleigh-Taylor

breakup, evaporation is overestimated.

5.5 Evaporation Controlled Mixing

The previous results have shown that the optimization can find an adequate set of

spray parameters. In that optimum the macroscopic spray penetration between ex-

periment and simulation agrees. Also locally, fuel concentrations and temperature are

well matching. The droplet break-up forms very small droplet of size O(5 − 10μm

which evaporate much faster. Thus, the mass and momentum exchange at the spray

tip is dominated by the evaporation process. That leads to the approach to omit

the droplet’s break-up and the droplet-droplet interaction process. The result of the

break-up process is accounted by an smaller SMR as initial droplet diameter. By this

approach, the number of spray parameters is reduced from 6 to 4.

The approach is evaluated for both, the diesel fuel spray of nozzle A at a rail pressure

of 600 bar and the ethanol fuel.

5.5.1 Re-Definition of Parameter Space

The parameter space has been re-defined as presented in Tab. 5.9. The spatial resolu-

tion of temperature and half-cone angle has been increased and the upper limit of the

breakup length is limited to 36.5 now. In Tab. 5.3, the effective nozzle diameter deff

can exceed the geometrical one. Now, the diameter will be restricted to the geomet-

rical one. In the case that droplets do not undergo breakup and collision, the limits

121



5 Simulation of a Fuel Spray

of the SMR are re-defined from 1μm to 20μm. By this re-definition the droplets are

initialized by a size distribution that would result from the droplet breakup process.

Limits for the ethanol fuel spray are similar as for the Diesel fuel except for the upper

xi Lower Limit Upper Limit Resolution

Tfuel 330 K 380 K 64 (6 bit)

Half-cone angle 5 ◦ 30 ◦ 64 (6 bit)

SMR 30μm 100μm 128 (7 bit)

SMR 1μm 20μm 128 (7 bit)

deff 90μm 131μm 128 (7 bit)

With breakup: B1 5 100 64 (6 bit)

With breakup: C 0 36.5 64 (6 bit)

Table 5.9: Limits and binary resolution of the parameter space for Diesel spray cali-

bration

limit of the effective nozzle diameter deff which is 135μm.

5.5.2 Comparison of Spray Penetration W/O Breakup and

Collision Model

The comparison between both levels of modeling detail is presented for both, the

diesel fuel spray of nozzle A at 600 bar rail pressure and for the ethanol fuel spray

in Fig. 5.33. Without the breakup and collision model, the spray calibration of the

Diesel spray results in a better agreement as the merit function shows in Fig. 5.33(b).

In case of the ethanol fuel, the merit function decreases if the mixture formation is

controlled by the evaporation only. The influence of model detail results in a difference

in the spray penetration length. In case of the diesel fuel, the gas phase agrees much

better without breakup and collision model although the liquid penetration shows the

inverse trend. A similar trend has been observed for the ethanol fuel. The gas phase

penetration is already in a good agreement if only the evaporation model is used but

for the liquid phase, the agreement in spray penetration becomes worse.
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5.5 Evaporation Controlled Mixing

(a) t=0.4 ms aSOI (b) t=0.7 ms aSOI

(c) t=1.0 ms aSOI (d) t=1.3 ms aSOI

(e) t=1.6 ms aSOI (f) t=2.2 ms aSOI

Figure 5.32: Comparison between simulation (left) and 1D Raman spectroscopy

(right) for the SMR distribution of the liquid phase in the spray
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5 Simulation of a Fuel Spray

(a) Spray penetration (b) Merit function
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(c) Spray penetration (d) Merit function

Figure 5.33: Comparison of Diesel (top) and ethanol (bottom) spray calibration w/

and w/o breakup and collision model

124



6 Diesel Engine Simulation

6.1 Optimization Methods for Diesel Engine

Simulations

Three different engine types are investigated to demonstrate the beneficial use when

the RIF-model is applied to different combustion modes and engine types.

Most problems in the Diesel engine simulation are due to uncertainties in the input

data or an insufficient data-set. Especially for the mixture formation, spray data can-

not always be provided. In that case, a spray calibration using the μGA is not feasible

and can thus not support the engine simulation. Nevertheless, pressure trace and heat

release analysis are the major data set. In order to find a good agreement between

simulation and experiment, model parameters are manually adjusted as illustrated by

the flow-chart in Fig. 6.1. The work-flow of this optimization is split into three parts:

compression, injection and expansion cycle as it will be outlined in the following.

6.1.1 Compression Cycle

The simulation of the Diesel engine starts with the compression cycle of the fresh

charge. A correct choice of initial conditions and an accurate mesh that features all

relevant details of the engine geometry is a prerequisite. Main input from the engine

test are the thermodynamical state of the intake charge, cycle resolved data and the

EGR rate. The thermodynamical state at intake valve closure (IVC) is characterized

by the pressure, massflow-rate of air and volume.
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6 Diesel Engine Simulation

Figure 6.1: Work-flow for the Diesel engine simulation
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6.1 Optimization Methods for Diesel Engine Simulations

6.1.1.1 Compression Ratio

The compression ratio is derived in the simulation directly from the analysis of the

kinematics of piston motion. It is related to the ratio of displacement and dead volume

and therefore depending on the squish height. Thus the squish height is a required

input parameter from the engine data. Additionally, an effective Young’s modulus is

introduced to account for the elasticity of the piston, connecting rod and crankshaft.

During the engine cycle, the pressure force acts on the piston surface and results in a

normal stress and strain. This effective Young’s modulus is similar to a dynamic squish

height and denoted here as ”piston compressibility”. Both parameters can adjust the

volume in order to achieve a correct compression ratio.

However, the resulting pressure trace has also to account for a correct compression

ratio. The slope of the pressure is controlled by the squish height and therefore

adjusted by comparison to motored engine data. If that data is not available, the

pressure trace of the simulation is compared with experimental engine data until start

of combustion occurs.

6.1.1.2 Intake Temperature

The intake temperature is not a variable parameter and defined by the equation of

state of an ideal gas, the equivalence ratio, intake pressure and engine volume. The

equivalence ratio and the resulting mass of air are quite well known. The intake pres-

sure at IVC is not measured very accurately so that the initial condition of the pressure

is adjusted. An increase of the intake pressure will increase the maximum pressure

peak which is compensated by adjusting the squish height on an inner iteration loop.

A change in squish height will as well change the volume and a new intake tempera-

ture is derived. Therefore, the adjustment of the squish height, intake pressure and

compression ratio at a given massflow of air is on a first outer iteration loop. Overall

agreement in the resulting pressure trace, equivalence ratio and squish height has to

be insured.
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6.1.2 Injection Cycle

After calibrating the compression cycle, the injection cycle is subject of optimization

with regard to the pressure trace and ignition delay that is obtained from the apparent

heat release rate (AHRR) analysis. According to chapter 5 most uncertainties occur

from the spray model. The spray parameters are adjusted manually as it is done in

section 6.2 and section 6.3.3 if sufficient experimental data is available. For a strategy

that uses an early injection strategy at lower compression ratios as shown in section

6.3.4, the adjustment of spray parameters is not required because ignition occurs at

later times when the injection has almost finished. The effect of turbulent mixing

and the role of the scalar dissipation rate on the ignition event are also to be studied.

Turbulent Schmidt and Prandtl numbers should be in the range between 0.5 and 0.9.

Other model constants of the k̃−ε̃ model may also be adjusted. The temperature at

start of injection is a parameter that is usually fixed from the thermodynamical state

at IVC. However, problems in ignition delay may require a higher intake temperature.

Since the mass of air must remain constant, only the pressure, squish and piston

compressibility may be re-adjusted in a second outer iteration loop unless an agreement

is achieved.

6.1.3 Expansion Cycle

After the injection cycle, the simulation follows the expansion cycle until exhaust

valve opening (EVO). Since the fuel injection has been finished during the expansion

cycle spray parameters should not be adjusted anymore. At EVO, the simulation

results for NOx and soot emissions are compared with engine-out emissions. A sweep

of SOI or EGR should be performed and the comparison should focus qualitatively

the prediction of trends. A reliable model should predict at least this trend correctly

otherwise another third outer iteration loop would be required. In this third outer

loop, the temperature at IVC would be adjusted to control the temperature level.
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6.2 Cummins Engine

Displacement volume 2.49 l/cyl.

Bore 137 mm

Stroke 169 mm

Connecting rod length 262 mm

Compression ratio 16.6

Clearance height 1.78 mm

Piston top land 0.1164 mm

No. of injection holes 6

Hole diameter 264μm

Swirl number 1

Intake valve closure (IVC) -148 ◦ CA aTDC

Exhaust valve opening (EVO) 127 ◦ CA aTDC

Table 6.1: Data of the Cummins QSX engine

6.2 Cummins Engine

6.2.1 Engine Data

The QSX heavy duty engine from Cummins Inc. is a six cylinder in-line engine. Engine

parameters are given in Tab. 6.1. Pressure, heat-release and engine-out emission data

from a 75 % load operating point at a speed of 2100 rpm are available. The simulation

is restricted for sake of simplicity and shorter simulation run-time to a closed cylinder

mesh. The intake flow is approximated as a rotational flow of swirl number equal 1.0.

6.2.2 Computational Mesh

The computational mesh is generated using the commercial meshing tool ICEM-CFD.

The mesh resolves the full 360 ◦ geometry of the engine at intake valve closure (IVC) as

presented in Fig. 6.2. On the top face of the in-cylinder block, Fig. 6.3 shows that the
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(a) Front-view (b) Top-view

Figure 6.2: Meshed geometry of Cummins QSX engine

Figure 6.3: Detailed view of valve recess

valve recesses are meshed independently, separated from the in-cylinder block, using a

special boundary type denoted as ”shearing grid interface” [76]. This special boundary

type enables the code to handle hanging nodes. Furthermore, block-independent mesh

motion is available through this technique. The total mesh size is finally about 104,960

hexahedronal cells at TDC and the mean cell size is about 2 mm.

6.2.3 Investigated Parameters

In this study a variation of start of injection (SOI) and spray angle is performed as

listed in Tab. 6.2 in order to study the influence of start of injection (SOI) and spray

angle independently for the same operating point. The injection duration was 35 ◦

CA.
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Case no. SOI / ◦aTDC Spray Angle

Case 1 -6 126 ◦

Case 2 -2 126 ◦

Case 3 -6 120 ◦

Case 4 -2 120 ◦

Table 6.2: Investigated injection parameters

Parameter Values No. of points

smr/μm (132, 200, 300, 400) 4

B1/- (5, 10, 15, 20, 40) 5

C/- (18.24, 22.8,27.36) 3

deff/μm (144.8, 167.2, 187.0) 3

Table 6.3: Four dimensional parameter space

6.2.4 Optimization of Spray Parameters

First attempts of simulating the correct pressure traces and AHRRs did not succeed.

The fuel spray did not penetrate far enough into the bowl of the combustion chamber

and thus, mixing of fuel vapor with air was not well captured. A sensitivity study for

initial spray conditions and spray model constant is performed similar as described

in appendix B. In contrast to the six spray parameters found in section 5.3.1, only

four parameters, namely the Sauter mean radius smr, the effective nozzle diameter

deff , the model constants B1 and C, are chosen for simplicity to reduce the numerical

effort. These four parameters are listed in Tab. 6.3 and the design space has been

explored by permutation. The permutation of these four parameters leads to 180

individual simulations. The objective is to find a good agreement between simulation

and experimental pressure data. A merit function is used to evaluate each point in

this four-dimensional parameter space

f =

40◦aTDC∫
−6◦aTDC

|psim(CA) − pexp(CA)|
pexp(CA)

dCA . (6.1)
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Case no. SMR / μm B1 C deff/μm Cd f / %

Case 1 300 20 22.8 144.8 0.3 1.79

Case 2 400 20 27.4 167.2 0.4 1.82

Case 3 400 40 27.4 167.2 0.4 2.20

Case 4 400 40 27.4 167.2 0.4 2.36

Table 6.4: Optimal point in parameter space

The simulation time for evaluating the merit function is hence restricted from SOI to

40 ◦ aTDC. Only those five points which have the lowest merit function are considered

as possible candidates to continue the simulation on the expansion cycle until EVO.

The merit function itself is not a good criteria. Pressure data is only indirectly related

to the spray model parameters. Spray data, e.g. the penetration length of liquid and

gaseous phase, from an experimental spray characterization in a high-pressure, high-

temperature chamber under diesel engine relevant conditions is a better criteria but

seldomly provided by the nozzle supplier. If such data is available, spray model pa-

rameters could be calibrated as discussed in section 5.4 prior to the engine simulation.

The final parameter sets are listed in Tab. 6.4. In all four cases, the effective nozzle di-

ameter is found much smaller than the geometrical nozzle diameter of 264μm yielding

a a discharge coefficient of 0.3 for case 1 and 0.4 for the other cases. Although these

values seem to be too small in comparison to data from Siebers [189], the pressure

trace and AHRR is in a good agreement. By the artificial decrease of the nozzle hole

area, parcels are initialized with a higher velocity and hence, the spray penetration

and mixture formation is forced. These findings show that most difficulties in the

engine simulation is contributed to the time-step and mesh dependence of the spray

simulation. Adjustment of spray model parameters can compensate these dependen-

cies. Therefore, a spray calibration is a proposed countermeasure but engine data is

not sufficient.
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6.2.5 Simulation Results

6.2.5.1 Pressure and Heat Release Data

Pressure traces and heat release rates from engine experiments are compared with

the simulation results of the found optimum point. A good agreement is achieved for

all four engine cases as shown in Fig. 6.4. The maximum pressure is well matched.

Only for case 3 and 4 it is slightly over-predicted whereas the pressure traces for the

compression and expansion cycle are in an excellent agreement again. Based on the

pressure traces, the heat release rate is calculated. Engine and simulation data are

presented in Fig. 6.5. After that auto-ignition has been occurred, no premixed peak

(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Figure 6.4: Comparison of measured and simulated pressure traces
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Figure 6.5: Comparison of measured and simulated heat release rate

is observed in all four examined cases. In general, the shape of the heat release rate

is well matching and the ignition delay due to auto-ignition is well described by the

chemical reaction mechanism. The maximum peak occurs at the right time but the

magnitude is only in case 1 and 2 correct. In the case 3 and 4, the small difference of

the pressure trace is magnified in the heat release rate. During, the expansion cycle,

the experimental heat release rate reaches a smaller level and an offset of 20 J/◦CA

occurs in comparison to the heat release rate of the simulation.
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6.2.5.2 Comparison of Emission Data

The comparison between computed and measured pollutant concentration at EVO in

Tab. 6.5 shows an excellent agreement for NOx emissions. Trends for the variation

of spray angle and SOI are correctly calculated by the simulation. For SOI variation

from -6 to -2 ◦ aTDC, less NOx is formed for both spray angles. The variation of spray

angle from 126 ◦ to 120 ◦ produces less NOx for both injection timings.

The soot level at EVO is by a factor of 2.6 - 4 over-estimated. The current modeling of

soot formation via the HACA (hydrogen-abstraction carbon-addition) mechanism can

differ by a factor of 3 from experiments as found in [7]. More, the simulation of soot

emissions is very sensitive to the mixing process with regard to the shape and location

of the β-PDF and the overlapping area with the profile of the first soot moment in

mixture fraction space. Thus the result of Eq. (3.30) is very sensitive to the profile

of the β-PDF and therefore depending on the mixture formation which is controlled

by the spray model. The calibration of the spray model with regard to pressure data

involves uncertainties which may over-predict fuel-rich regions.

Regarding the trends of soot emissions, the variation in start of injection for case 1 and

2, and case 3 and 4 is not correctly calculated. Between case 1 and 2, the experiment

shows the same amount of soot whereas the simulation indicates a small decrease of

soot by 15%. For case 3 and 4, the trend is inverted and soot increases by 13% in the

simulation whereas the experiment shows an decrease by 24%.

When the spray angle is decreased, the experiment shows an increase of soot by 97%

and 49 % for both SOIs, -6 and -2 ◦ aTDC, respectively. The simulation has an increase

of soot by 13% and 49 % for cases 1 and 3, and 2 and 4, respectively. Although absolute

values are not matching, the simulation captures the trend of soot formation correctly.

6.2.5.3 Cycle Resolved Emission Data

In Fig. 6.6, the pollutants formation is shown as a function of crank angle. Until the

end of injection (EOI), soot is formed in fuel-rich areas of the spray. After the injection

has finished, soot is oxidized by OH and O radicals. As temperature decreases quickly,
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Case Soot / mg/m3 NOx / ppm

Experiment Simulation Experiment Simulation

Case 1 7.3 33.6 662 660

Case 2 7.3 28.7 560 584

Case 3 14.4 37.9 579 565

Case 4 10.9 42.8 512 507

Table 6.5: Pollutant concentration in exhaust gas at EVO

the soot burn-out is retarded in the expansion cycle. For cases 2 and 4, the maximum

soot level is about 50% and 29% higher than for the early injection times of cases 1

and 3. The variation of spray angle only indicates a small increase in the maximum

soot level by 16 % for case 1 and 3 whereas for case 2 and 4, the soo level remains

almost constant.

The NOx emissions have its maximum after EOI at 50-55 ◦ aTDC. For late injection

timings, the maximum NOx is 28% less than for case 1 and 2, and 23% for case 3 and

4, respectively. The variation in spray angle decreases the maximum NOx by 20% for

case 1 and 3, and 12% for case 2 and 4, respectively.

6.2.5.4 3D Temperature Field

A major benefit from the CFD simulation is the analysis of the data set on the com-

putational mesh. In Fig. 6.7- Fig. 6.10, the temperature distribution on two different

cut-planes from top- and diagonal views and the iso-surface of stoichiometric mixture,

Zst = 0.065 , are colored by the temperature field at simulation times from -6 to 34 ◦

aTDC. The horizontal cut-plane in the top-view is 10 mm underneath the fire-deck.

The spray parcels are colored by the parcel’s temperature and equally sized.

Fig. 6.7 is at the beginning of the mixture formation when injection is starting. At -2 ◦

aTDC, auto-ignition has already been occurred but the temperature has not reached

its maximum yet. The burning mixture penetrates the bowl and follows its shape

until 26 ◦ aTDC in Fig. 6.9. The fuel-rich regions are already connected in Fig. 6.9
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(a) Case1 (b) Case 2

(c) Case3 (d) Case4

Figure 6.6: Cycle resolved emissions in simulation

due to the swirl flow. High amounts of soot are produced in these fuel-rich areas.

In Fig. 6.10, the fuel injection has ended but the temperature level is still high and

fuel-rich regions exist but cannot burn-out completely.
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(a) t =-6◦ aTDC

(b) t = -2◦ aTDC

(c) t = 2◦ aTDC

Figure 6.7: Analysis of 3D data set from simulation, temperature field and iso-surface

of stoichiometric mixture
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(a) t = 6◦ aTDC

(b) t = 10◦ aTDC

(c) t = 14◦ aTDC

Figure 6.8: Analysis of 3D data set from simulation, temperature field and iso-surface

of stoichiometric mixture
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(a) t = 18◦ aTDC

(b) t = 22◦ aTDC

(c) t = 26◦ aTDC

Figure 6.9: Analysis of 3D data set from simulation, temperature field and iso-surface

of stoichiometric mixture
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(a) t = 30◦ aTDC

(b) t = 34◦ aTDC

Figure 6.10: Analysis of 3D data set from simulation, temperature field and iso-surface

of stoichiometric mixture
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6.3 Duramax Engine

6.3.1 Introduction

The Duramax 6600 V8 Diesel engine of GM in Fig. 6.11 is studied by the CFD sim-

ulation. The engine was re-built as a single-cylinder research engine. Two different

combustion modes are investigated: a conventional combustion design with an sweep

of start of injection and a premixed charge compression ignition (PCCI) combustion

process using high rates of EGR. Similar to the previous engine case in section 6.2

spray parameters are again subject of adjustment for the conventional combustion

mode because no spray data is available.

Figure 6.11: Duramax 6600 V8 Diesel engine of GM

6.3.2 Engine Set-Up

6.3.2.1 Specifications of the Duramax Engine

The specifications of the single-cylinder Duramax Diesel engine [192] are given in

Tab. 6.6 while details of the multi-cylinder version of the engine and the common rail
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fuel injection system are presented in[103, 144]. Particulate mass are calculated based

Displacement volume 0.825 l/cyl.

Bore 103 mm

Stroke 99 mm

Connecting rod length 188 mm

Offset 0.5 mm

Compression ratio 16:1

Squish height 0.7 mm

Swirl ratio 1.5

Injector tip VCO

No. of tip holes 7

Hole diameter 144μm

Volumetric flow rate 490 cm3/30s@100 bar

Table 6.6: Specifications of Duramax engine

on the filter smoke number (FSN). The FSN numbers are readings from the AVL

smoke meter ”Model 415” and the emission index of dry soot in g/kg fuel is calculated

in Eq. (6.2) for the ”MIRA” correlation that was developed by a European research

organization

MIRA Dry Soot Mass = A ×
[
AFR + 1

1000

]
. (6.2)

where AFR is the air-fuel ratio. A is a correlation factor that depends on the FSN

number as

A = 0.0307 × FSN5 − 0.00669 × FSN4 − 0.702×

FSN3 + 14.621 × FSN2 + 7.363 × FSN . (6.3)

6.3.2.2 Mesh Generation for CFD-Simulation

The simulation of the engine is carried out on a sector mesh with a one quarter O-grid

topology due to the symmetry of the injector located on the cylinder axis. For the
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applied 7-hole nozzle, a sector angle of 51.4 ◦ is applied. Valve recess or piston cut-

outs are not included. The created mesh is shown in Fig. 6.12. The mesh resolution is

Figure 6.12: Sector mesh of the Duramax engine

about 0.9 mm in radial direction and 1.5mm in azimuthal direction, respectively. For

the bowl region, a cell height of 1.2mm is achieved whereas for the in-cylinder region,

a cell-layer removal algorithm similar to that of KIVA[4], denoted as ”snapper” is

applied in order to avoid a bad cell-aspect ratio during the mesh motion. The piston

top land is resolved by a mean cell-height of 2.3 mm and width of 0.75mm. The

simulation starts at intake valve closure (IVC) where 45 cell-layers are used so that

a cell-height of 2 mm is achieved in z-direction. A total number of 74,110 cells on

the sector mesh are given at IVC. At TDC, a minimum number of 6 cell-layers is

prescribed to resolve gradients in regions close to the cylinder head correctly.

6.3.3 Conventional Combustion Mode

A conventional combustion strategy is applied on the Duramax engine at a full load

operating point and medium speed. The full load point requires a very fast injection

of the fuel quantity which can be realized by a high rail pressure as seen from Tab. 6.7.

The start of injection occurs close to TDC and is varied in a narrow range from -8 to
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-5 ◦ CA aTDC with a conventional spray angle of 154 ◦.

6.3.3.1 Operating Point

Speed 3100 1/min

IMEPdyno 1632 kPa

MMEPmulti 437 kPa

BMEPmulti 1195 kPa

Manifold Pressure 244 kPa

Start of injection -8 , -7 , -6.5 , -6 and -5 ◦ CA aTDC

Injection duration 20.65CA

Injection quantity 74.2 mg/cyl.

Included spray angle 154 ◦

Rail pressure 1600 bar

Diesel Fuel cetane number 49.6

Intake valve closure (IVC) -138 ◦ CA aTDC

Exhaust valve opening (EVO) 129 ◦ CA aTDC

Table 6.7: Operating conditions on the Duramax 6600 Diesel engine

6.3.3.2 Combustion Analysis

The comparison between the engine data and the simulation includes the analysis for

pressure trace, apparent heat release rate (AHRR), accumulative heat release (AHR)

and derived gas mean temperature. The engine pressure data shows some small os-

cillations which are amplified in the heat release rate analysis calculations since no

filtering functions have been applied.

On the simulation, all three presented reaction mechanisms nDaMV1, nDaMV3.1 and

nDaMV3.5 that have been presented in section 3.5.1 are used. The data is compared in

Fig. 6.13 - Fig. 6.17 for every injection timing individually. The ignition delay from the

AHRR in Fig. 6.13(c) - Fig. 6.17(c) is computed correctly and the maximum pressure

145



6 Diesel Engine Simulation

of the simulation is in agreement with the engine data in Fig. 6.13(a) - Fig. 6.17(a).

In the expansion cycle, the pressure trace decreases by a shift of 3 ◦ CA earlier in the

simulation than the measured data shows. That discrepancy in pressure trace results

in a lower gas temperature (Fig. 6.13(b) - Fig. 6.17(b)) and a lowered accumulative

heat release (Fig. 6.13(d) - Fig. 6.17(d)) and equivalent a shifted apparent heat release

rate (Fig. 6.13(c) - Fig. 6.17(c)). It is not quite clear what causes this discrepancy

in the expansion cycle. The spray parameters have been adjusted with respect to the

maximum pressure peak and ignition delay. Spray parameters that showed a better

agreement in the expansion cycle had a much higher peak pressure and were rejected.

6.3.3.3 Engine-Out Emissions

Engine emissions in the exhaust gas are compared with the results from the simula-

tion at exhaust valve opening. In the simulation, the lower gas temperature of the

simulation results in lower NOx emissions as shown in Fig. 6.18(a) by a factor of 2.3 in

comparison to the engine data.NOx formation is mostly controlled by the temperature

and originates from thermal NOx . The three different reaction mechanisms show

the same trend as observed for the engine data. With increasing SOI, NOx emissions

are decreasing. The initial version nDaMV1 has slightly higher NOx emissions as the

modified mechanisms nDaMV3.1 and nDaMV3.5.

The soot emissions are compared in Fig. 6.18(b). For all three mechanisms the same

trend is observed. With increasing SOI the soot emissions in the engines are slightly

increasing. The simulation confirms this trend. However the level of soot emissions of

the simulation underestimates the engine data by 30%. The comparison of CO emis-

sions in Fig. 6.19(a) and CO2 emissions in Fig. 6.19(b) of simulation and engine data

does not agree very well. On the engine side, the SOI variation does not show any

effect on the emission index of CO and CO2 because all fuel is injected close to TDC

and completely converted. The conversion close to TDC is independent from the SOI

and only phased in time. In the simulation, CO is slightly increasing whereas CO2 is

slightly decreasing with increasing SOI. From the low gas temperature and low heat

release it may be concluded that the fuel is not completely converted. The analysis in
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(a) Pressure (b) Temperature

(c) AHRR (d) AHR

Figure 6.13: Comparison of simulation with engine data at SOI -8 ◦ CA aTDC
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(a) Pressure (b) Temperature

(c) AHRR (d) AHR

Figure 6.14: Comparison of simulation with engine data at SOI -7 ◦ CA aTDC
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(a) Pressure (b) Temperature

(c) AHRR (d) AHR

Figure 6.15: Comparison of simulation with engine data at SOI -6.5 ◦ CA aTDC
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(a) Pressure (b) Temperature

(c) AHRR (d) AHR

Figure 6.16: Comparison of simulation with engine data at SOI -6 ◦ CA aTDC
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(a) Pressure (b) Temperature

(c) AHRR (d) AHR

Figure 6.17: Comparison of simulation with engine data at SOI -5 ◦ CA aTDC
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(a) NOx emissions (b) Soot emissions

Figure 6.18: Comparison of soot and NOx emissions from exhaust gas analysis and

simulation at EVO

Fig. 6.20 indicates that fuel-wetting on walls occurs. The fuel that is assigned with the

wall-film is not completely vaporized and converted. Thus, CO emissions are higher

and CO2 is lower in comparison to the engine data.

Emissions of UHC in Fig. 6.21 are by a factor of 4 for mechanisms nDaMV3.1 and

(a) CO emissions (b) CO2 emissions

Figure 6.19: Comparison of CO and CO2 emissions from exhaust gas analysis and

simulation at EVO

nDaMV3.5 higher than for the engine data. The initial mechanism nDaMV1 has a

better performance and only overestimates the engine data by a factor of 3. Similar as
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Figure 6.20: Spray analysis of fuel-wetting on walls

for CO and CO2, high amounts of fuel-wetting are an explanation of this overestima-

tion. Also, UHC emissions from engine data are nearly constant for the SOI variation

whereas in the simulation, UHC increases slightly for later injection times.

Figure 6.21: Comparison of UHC between simulation and exhaust gas analysis
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6.3.4 Premixed Charge Compression Ignition Combustion Mode

One approach to reduce the emissions in a Diesel engine is the premixed charge com-

pression ignition (PCCI) combustion mode which is studied in this section. PCCI

has been studied over the past years by many researchers in engine experiments

[193, 109, 145, 203, 90, 101, 136, 8, 43, 77] and simulation studies [178, 1, 105, 198].

The basic idea of PCCI is to enhance mixing and evaporation by an early fuel in-

jection in the compression cycle before TDC. The injection system and the mixture

formation are an effective mean to control the emissions because combustion is con-

trolled by mixing as noted in [160, 158]. In the case of part-load conditions, early

injection strategies are offering the possibility to enhance the mixing and evaporation

process prior to the auto-ignition of Diesel fuel. Due to the early injection, ignition

and evaporation are separated in time and space. As a result, less fuel-rich pockets

are occurring from where soot is formed. The simultaneous reduction of NOx can be

achieved by the use of cooled EGR which dilutes the intake charge. The combustion

is shifted to lower temperatures and less NOx is formed. The conditions at start of

injection (SOI) are very important for the ignition process. Above a rate of 50% EGR,

the gas temperature is below 850K as seen from Fig. 6.22. Mixing of the fresh air

with EGR increases the heat capacity and density as shown in Fig. 6.23. Both ef-

fects are leading to a decrease in temperature. Therefore, ignition is retarded to later

times and the evaporation time is enhanced. The concept of PCCI combustion is

not applicable to all operating conditions. If higher amounts of fuel are injected, the

start of injection has to be advanced to earlier times in order to separate the ignition

and evaporation process but is limited by the nozzle design. Fuel-wetting on the liner

due to spray-wall interactions has to be avoided by applying a narrow spray angle as

proposed and studied in [204, 77, 106, 77]. The narrow spray angle limits the system

only to early injection events and is not suitable to conventional combustion mode at

high loads. The additional use of EGR is another mean to shorten the spray pene-

tration, as observed in [106] and in [192] where moderately narrow spray angles are

investigated, to prevent the fuel-wetting of the liner.

Another major benefit of EGR is to dilute the mixture by which soot and NOx can be

simultaneously reduced [202, 138]. Both, the reduction of soot and NOx , is a goal that
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Figure 6.22: Influence of EGR on gas temperature at SOI

(a) Influence of EGR on density

of the heat capacity cp

(b) Influence of EGR on density

of the charge

Figure 6.23: Influence of EGR on charge

has to be achieved and the PCCI combustion mode offers a solution. Limits of the

PCCI combustion mode are given from the separation of evaporation and ignition and

the amounts of EGR that can be applied. At high amounts of EGR, the combustion

becomes unstable and miss-firing occurs due to a decrease of oxygen content [143].

For the present work, the combustion mode of PCCI is studied by the CFD simulation

and compared to engine data from the Duramax 6600 Diesel engine. In the simula-

tion, all three chemical reaction mechanisms nDaMV1, nDaMV3.1 and nDaMV3.5 are

investigated in the low temperature combustion mode.
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Although the flamelet approach has been applied successfully in the past to the conven-

tional Diesel combustion, the effect of early mixing and homogenization is accounted

by small values of the scalar dissipation rate so that it is as well applied to the PCCI

combustion mode as demonstrated in [79, 88]. The effect of EGR on the combustion

is accounted by adding carbondioxide and water as additional species on the initial

flamelet solution as a boundary condition at Z = 0.

6.3.4.1 Operating Point

The part load operating conditions used in this study are given in Tab. 6.8. This

particular load and speed would be heavily weighted for a 3,400 kg test weight vehicle

on the US chassis-dynamometer FTP. The main parameter that is investigated is the

variation of EGR from 40 to 70% in steps of 5%. In the simulation, EGR is assumed

to comprise water and carbondioxide only. Other intermediate species cannot be

considered since no analysis of the EGR composition is available.

6.3.4.2 Combustion Analysis

Influence of EGR on Pressure Trace Large amounts of EGR leads to a decrease in

pressure peak at later times and a retarded pressure rise as it is shown in Fig. 6.31(a)

for the engine and Fig. 6.31(b) for the simulation results with mechanism nDaMV3.5.

The comparison of individual pressure traces between the engine data and the simula-

tion is presented in Fig. 6.24 - Fig. 6.30 for all individually rates of EGR. At medium

rates between 40 - 55 %, the pressure traces agree excellent. At higher EGR rates, the

simulation has a smaller peak pressure than in the engine. The difference at EGR rates

of 60% and 65% is small but the highest EGR rate of 70% shows a difference of about

20% for the new mechanism nDaMV3.5. nDaMV3.1 has a little smaller pressure peak

and for nDaMV1 it seems that no combustion occurs. The disagreement at high EGR

rates for nDaMV3.5 is not necessary unphysical as the comparison between Diesel and

IDEA fuels shows in engine experiments in [211] but not as high as reported here.
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Speed 1891 rpm

IMEPdyno 464 kPa

MMEPmulti 140 kPa

BMEPmulti 324 kPa

Manifold pressure 150 kPa

Mixture temperature 120 ◦C

Start of injection -22.3 ◦ CA aTDC

Injection duration 10 ◦ CA

Injection quantity 74.2 mg/cyl.

Included spray angle 105◦

Variation of EGR 40 - 70 %

Rail pressure 1200 bar

Intake valve closure (IVC) -138 ◦ CA aTDC

Exhaust valve opening (EVO) 129 ◦ CA aTDC

Table 6.8: Part load operating conditions in the Duramax 6600 Diesel engine for a

PCCI combustion mode

Figure 6.24: EGR 40% case, pressure trace for engine and simulation
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Figure 6.25: EGR 45 % case, pressure trace for engine and simulation

Figure 6.26: EGR 50% case, pressure trace for engine and simulation
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Figure 6.27: EGR 55 % case, pressure trace for engine and simulation

Figure 6.28: EGR 60% case, pressure trace for engine and simulation
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Figure 6.29: EGR 65 % case, pressure trace for engine and simulation

Figure 6.30: EGR 70% case, pressure trace for engine and simulation
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(a) Engine (b) Simulation with nDaMV3.5

Figure 6.31: Influence of EGR on pressure

Influence of EGR on Heat Release Rate The influence of EGR on ignition delay

is studied from the analysis of the apparent heat release rate (AHRR) as given in

Fig. 6.32 - Fig. 6.38. The addition of EGR reduces the heat-release and retards

ignition to later times as the comparison between experiment and simulation shows

in Fig. 6.39(a) and Fig. 6.39(b). For EGR rates between 40 and 50%, only the new

mechanisms nDaMV3.5 and nDaMV3.1 are in a reasonable agreement with the engine

data. An unphysical behavior is observed for mechanism nDaMV1 which first shows

a longer ignition-delay but suddenly the AHRR decreases and re-increases again. At

higher EGR rates of 55 and 70%, ignition occurs in the engine at later times than

in the simulation. nDaMV3.5 ignites much faster than nDaMV3.1 and nDaMV1 as

previously seen in the homogeneous reactor calculations in Fig. 3.7.

Regarding the maximum peak level of AHRR, the simulation data with nDaMV3.1

and nDaMV1 do not agree with the engine data. Only nDaMV3.5 has a a correct order

of magnitude of AHRR at high EGR rates but is first over-estimating the AHRR of

the engine at rates of 40 and 45% before under-estimating at a rate of 70%. Here,

nDaMV1 and nDaMV3.1 do not ignite at all. Even at lower rates, these mechanisms

show a poor heat release whereas nDaMV3.1 performs better than nDaMV1.

The first smooth increase of AHRR in the engine can be contributed to the premixed

burning of the fuel-air mixture. However, that smooth increase is not captured by the

simulation.
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It should be noted that the engine and simulation heat release data is not calculated

by the same tool. Thus, it cannot be answered if some of the discrepancies may also

be addressed to the calculation method that has been applied.

Figure 6.32: EGR 40% case, AHRR for engine and simulation

Figure 6.33: EGR 45 % case, AHRR for engine and simulation

Influence of EGR on Gas Temperature The thermodynamical analysis of the engine

pressure data allows to derive a mean gas temperature which is compared in Fig. 6.40
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Figure 6.34: EGR 50% case, AHRR for engine and simulation

Figure 6.35: EGR 55 % case, AHRR for engine and simulation
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Figure 6.36: EGR 60% case, AHRR for engine and simulation

Figure 6.37: EGR 65 % case, AHRR for engine and simulation
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Figure 6.38: EGR 70% case, AHRR for engine and simulation

(a) Engine (b) Simulation with nDaMV3.5

Figure 6.39: Influence of EGR on AHRR

- Fig. 6.46 with the temperature in the simulation for all three mechanisms. The

simulation shows a good agreement for EGR rates between 40 and 60% for the new

mechanisms nDaMV3.5 and nDaMV3.1. The original mechanism has a less steeper

temperature gradient. At 60% EGR, the maximum temperature of nDaMV1 is already

smaller than for nDaMV3.5 and nDaMV3.1. Similar to the pressure, that difference is

not necessary an unphysical result. At high EGR rates of 65 and 70%, the simulation

underpredicts the maximum temperature of the engine data. As for the pressure and

AHRR traces, the new mechanism performs better than nDaMV3.1. The original
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mechanism nDaMV1 differs significantly from the engine data and does not show any

sufficient increase in the mean gas temperature.

The effect of EGR on the temperature is also seen in Fig. 6.39(a) and Fig. 6.39(b).

Higher amounts of EGR reduce the maximum gas temperature and retard combustion

to later times. Up to a rate of 65 % EGR, the trend of the simulation agrees very well

with the engine data.

For all three mechanisms, a slightly higher temperature occurs in the compression and

expansion cycle which may be addressed to unequalities of the initial conditions and

geometry representation between simulation and engine.

Figure 6.40: EGR 40% case, temperature trace for engine and simulation

6.3.4.3 Engine-Out Emissions

At exhaust valve opening (EVO), emissions from the simulation and from the exhaust

gas analysis are compared. Although NOx and soot are here of main interest, CO and

UHC emissions are additionally studied.

In Fig. 6.48(a) NOx emissions are presented as a function of EGR rate. The NOx emissions

are under-estimating the emissions of the engine slightly but the trend of the engine

data is matched.

Regarding the soot emissions in Fig. 6.48(b), engine emissions are quite low due to the
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Figure 6.41: EGR 45 % case, temperature trace for engine and simulation

Figure 6.42: EGR 50% case, temperature trace for engine and simulation
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Figure 6.43: EGR 55 % case, temperature trace for engine and simulation

Figure 6.44: EGR 60% case, temperature trace for engine and simulation
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Figure 6.45: EGR 65 % case, temperature trace for engine and simulation

Figure 6.46: EGR 70% case, temperature trace for engine and simulation
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(a) Engine (b) Simulation with nDaMV3.5

Figure 6.47: Influence of EGR on temperature

(a) NOx emissions (b) Soot emissions

Figure 6.48: Comparison of emissions between simulation and exhaust gas analysis

early injection and homogenization of the fuel. The variation of EGR shows that soot

emissions are first low but when EGR is increased up to 65 %, a peak in soot emissions

occurs on the engine data. At a rate of 70% EGR soot emissions are decreasing again.

The soot emission peak at 65 % EGR is not seen in the simulation data. nDaMV1

has nearly no soot emissions at very high EGR rates because combustion does not

occur. nDaMV3.5 and nDaMV3.1 show low emissions but the soot emission peak is

not predicted.

Since only CO2 and H 2O are comprising EGR and added as additional species, it is an
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open question if other intermediates are missing and need to be included. A detailed

analysis of the EGR composition would be required. Other uncertainties remain from

the behavior of the soot formation when high rates of EGR are in use. Already dis-

cussed in section 6.2.5.2, soot emissions are sensitive to the mixing process. The small

overlapping area between β-PDF and first soot moment is illustrated in Fig. 6.49. A

correct prediction of the turbulent mixture field and its β-PDF is required.

At low rates of EGR, CO emissions are low in the engine but increase with increas-

Figure 6.49: β-PDF, NO and first soot moment

in mixture fraction space

ing EGR rates as presented in Fig. 6.50(a). The engine and simulation data of CO

emissions show the same trend. The agreement with the mechanism nDaMV3.5 and

nDaMV3.1 is much better than for the original mechanism nDaMV1. Quantitatively,

all three mechanisms over-estimate the engine emissions.

The analysis of unburnt hydrocarbons (UHC), shown in Fig. 6.51, indicates low

emissions in the engine at nearly all rates of EGR. Only at the highest rate of 70%,

small amounts of UHC exist. In the simulation, UHC is accounted by all species

except fuel components, air, combustion products as CO2, H 2O and intermediate

hydrogen compounds that do not comprise carbon. Since that approach is quite crude

and unprecise, the simulation over-estimates the UHC emissions by a factor of 10-15

in comparison to the engine. Between an EGR rate of 40 and 60%, UHC emissions

are relatively constant before increasing up to the highest EGR rate of 70%. The

mechanism nDaMV3.5 and nDaMV3.1 produce lower UHC emissions at 65 and 70%

EGR rates but cannot show here the engine trend. This increase in EGR indicates an
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(a) CO emissions (b) CO2 emissions

Figure 6.50: Comparison of emissions between simulation and exhaust gas analysis

incomplete fuel depletion without any significant heat-release. The modifications of

the mechanism are made with regard to the sensitivity in ignition-delay and effect only

the n-decane part of the mechanism but not the depletion of α-methylnaphthalene .

Figure 6.51: Comparison of UHC between simulation and exhaust gas analysis
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6.3.4.4 Flow-Field Analysis

Better understanding of the combustion process is obtained from the visualization of

the data set on the mesh. For 40, 55 and 70% EGR (from top to down), two different

cut-planes, a vertical in the x-z plane at y=0 and a horizontal in spray-direction are

chosen and colored by the scalar data as temperature, mean mixture fraction Z̃, species

O2,CO2, CO, NO and soot concentration from first soot moment M1. Additionally,

the velocity vector field and the black-colored iso-line of stoichiometric mixture are

supperposed.

Mixture Formation The mixing process is presented in Fig. 6.52. Additionally to

the mean mixture fraction, spray parcels are colored by the droplet temperature and

equally sized by the radius. During the initial needle opening phase, liquid fuel is pen-

etrating the bowl. The evaporation starts and forms a fuel-rich mixture (Fig. 6.52(a)).

At this time, the spray penetration of the liquid phase is already constant. Rayleigh-

Taylor breakup is dominating and droplets are evaporating very fast at the spray tip.

The fuel-rich gas phase of the spray continues to evaporate further down in the bowl.

Since a narrow spray angle is applied here, the spray targets down to the bottom of

the piston bowl. At the latest time of -10 ◦ CA aTDC, the injection process is finished.

Due to the re-entrance bowl-shape, the momentum of the spray guides the mixture to

move up to the cylinder top. The influence of EGR shows a shorter spray penetration

in Fig. 6.52(a) and Fig. 6.52(b) when the EGR rate is increased.

Temperature Distribution The temperature distribution in Fig. 6.53 indicates a

burning mixture already at -10 ◦ CA aTDC. Velocity vectors are superposed on the

scalar temperature field. Due to the narrow spray angle, the spray induces a flow

that is attached to the piston bowl. As already seen for the mean mixture fraction

field, the burning gas occurs close to the bottom of the piston bowl. For later times,

the strong momentum induces a large rotational flow by which the burning gas is

lifted up to the cylinder head as seen from Fig. 6.53(c). In the vertical cut-plane,

strong gradients still exists whereas in the horizontal cut-plane, the temperature field
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(a) t=-20 ◦ CA aTDC (b) t=-16.6 ◦ CA aTDC

(c) t=-13.4 ◦ CA aTDC (d) t=-10 ◦ CA aTDC

Figure 6.52: Mean mixture fraction Z̃ for 40, 55 and 70% EGR

is almost homogeneous. With increasing EGR rate, the temperature of the burning

gas is decreasing. At 70% EGR, no burning gas exist anymore. The local temperatures

are around 1500 K and much less than 2600 K at 40% EGR. The fuel is not completely

depleted because the oxygen content is reduced by these high amounts of EGR.
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(a) t=-10 ◦ CA aTDC (b) t=-5 ◦ CA aTDC

(c) t=0 ◦ CA aTDC (d) t=5 ◦ CA aTDC

Figure 6.53: Temperature for 40, 55 and 70% EGR

O2 Distribution The application of high EGR rates causes a dilution of the mixture.

The resulting O2 mole fraction distribution is decreasing with increasing EGR as seen

from Fig. 6.54(a) when ignition starts. In Fig. 6.54(b), combustion occurs in both, 40

and 55 % EGR cases but not for the 70% case where only little O2 is consumed. Only

at very late times in Fig. 6.54(d), some fuel consumption occurs and reduces the O2
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6 Diesel Engine Simulation

concentration but without any recent heat release as the temperature distribution in

Fig. 6.53(d) shows.

(a) t=-16.6 ◦ CA aTDC (b) t=-10 ◦ CA aTDC

(c) t=-5 ◦ CA aTDC (d) t=5 ◦ CA aTDC

Figure 6.54: O2 mole fraction for 40, 55 and 70% EGR

CO Distribution The main heat is released from the CO conversion to CO2 so that it

is a main target to reduce CO-emissions for sake of fuel efficiency. At early times, CO
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6.3 Duramax Engine

is formed only at an EGR rate of 40% after the second stage of ignition (Fig. 6.55(a)).

At higher rates of EGR, CO is not formed. For a rate of 55% EGR, recent levels of CO

occur in Fig. 6.55(b) at -10 ◦ CA aTDC. Due to the narrow spray angle, fuel occurs

close to the piston bowl. CO is attached to the wall on the rich side of the flame which

may be explained by flame extinction at the wall. In the case of 70% EGR, no CO

is available. Only at very late times, some CO is formed but only on a very low level

(Fig. 6.55(d)). Due to the strong rotational flow motion, CO is further oxidized in the

flame front and converted to CO2.

CO2 Distribution Carbon-dioxide is mainly formed from CO. It is one of the stable

combustion products and accumulated by time. Hence, it cannot be reduced anymore.

The dilution of the mixture by EGR shifts the combustion to later times. Already at

-10 ◦ CA aTDC, CO2 occurs at EGR rates of 40 and 55% but no CO2 is formed at a

rate of 70% (Fig. 6.56(a)). At -5 ◦ CA aTDC, much more CO2 is formed at rates of

40 and 55% than at 70% EGR (Fig. 6.56(b) and Fig. 6.56(c)). At a rate of 40% EGR,

CO and CO2 formation occurs earlier than for 55% EGR whereas at 70% EGR, CO2

occurs at very late times in the expansion cycle only (Fig. 6.56(d)).

NO Distribution One of the major emissions is NOx that mostly consists of thermal

NO formed from the Zel’dovich mechanism. As already analyzed from Fig. 6.48, no

NOx is formed at higher EGR rates. In Fig. 6.57, NO emissions are only formed

in the flame region at an EGR rate of 40%. For the EGR rates of 55 and 70%,

no NO is formed for all times. Later in the expansion cycle, NO is reduced by the

reburn-mechanism. NO that was located close to the wall of the piston re-entrance

in Fig. 6.57(c) at 10 ◦ CA aTDC is partially reduced as seen in Fig. 6.57(d) at 20 ◦

CA aTDC.

Soot Concentration Distribution Beside NOx , soot emissions are the second major

engine-out emissions. Usually, soot is formed in fuel-rich areas. It occurs close to the

wall as discussed in [41, 78, 71] because OH radicals are quenched and cannot promote

the soot oxidation furthermore. Although soot oxidation close to the wall is omitted,
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6 Diesel Engine Simulation

(a) t=-13.4 ◦ CA aTDC (b) t=-10 ◦ CA aTDC

(c) t=-5 ◦ CA aTDC (d) t=5 ◦ CA aTDC

Figure 6.55: CO mole fraction for 40, 55 and 70% EGR

the strong rotation of the flow as presented in Fig. 6.53(c) and Fig. 6.53(d) transports

the soot back from the wall into the hot flame where it is oxidized. In order to

achieve that flow circulation, the bowl-shape and the injection parameters, namely

spray-angle, nozzle tip protrusion and injection timing, have to be optimized.
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6.3 Duramax Engine

(a) t=-10 ◦ CA aTDC (b) t=-5 ◦ CA aTDC

(c) t=0 ◦ CA aTDC (d) t=5 ◦ CA aTDC

Figure 6.56: CO2 mole fraction for 40, 55 and 70% EGR
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(a) t=-5 ◦ CA aTDC (b) t=0 ◦ CA aTDC

(c) t=10 ◦ CA aTDC (d) t=20 ◦ CA aTDC

Figure 6.57: NO mole fraction for 40, 55 and 70% EGR
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6.3 Duramax Engine

(a) t=-12.4 ◦ CA aTDC (b) t=-10 ◦ CA aTDC

(c) t=-5 ◦ CA aTDC (d) t=-1 ◦ CA aTDC

Figure 6.58: M1 mass concentration for 40, 55 and 70% EGR
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7 Summary

The optimization of the combustion and mixture formation process in Diesel engines

by CFD simulations requires a reliable model approach as a pre-requisite in order to

predict combustion and emissions. A general and commonly used model for the liquid

spray is the discrete droplet model. Sub-models for droplet breakup, collision and coa-

lescence, and evaporation are available in the CFD code. With regard to combustion,

the flamelet model approach is interactively coupled with the CFD code, known as

RIF model. It benefits from a one-dimensional description of the thin reaction zone

in the flame. By this approach, a detailed reaction mechanism for the model fuel can

be used. Sub-mechanisms for NOx formation and a soot model are included. The

reaction mechanism has been modified in this work to account for a correct ignition

delay and heat-release at low-temperature conditions e.g. in the PCCI combustion.

The modeling of the mixture formation in a spray contains uncertainties in the model

constants and initial conditions. Spray data is required to calibrate the spray model.

At least, the spray penetration has to be measured under engine like conditions as

performed in a spray chamber. The spray penetration is interpreted as a criterion

for the mass and momentum exchange between the spray and the surrounding gas

on a macroscopic level. Finding a good agreement for the spray penetration between

simulation and experiment defines an optimization problem. That agreement is ex-

pressed in an Euclidean norm as a merit function. The objective is to minimize this

merit function. The search for an appropriate set of spray model parameters and

initial conditions is denoted here as calibration of the spray model. Six parameters

have been identified, spanning a six dimensional parameter space. A manual search

is not feasible anymore but the implemented Genetic Algorithm is suitable to find

a global optimum where a good agreement between measured and simulated spray

penetration is obtained. If the same spray parameters are applied to a virtual engine
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case, a similar good agreement is achieved although the mesh resolution is much finer

and the mesh topology is different than for the spray chamber simulation. From this

result, spray data for engine simulations should be provided and be used for sake of

calibration before the engine simulation is conducted. Additionally data is obtained

by PDA measurements at discrete points in the spray. That measurement technique

is, however, limited to less dense areas. Nevertheless, it shows that also local data is

in agreement with the simulation data. Agreement with spray penetration is thus a

relatively good choice and accounts also for the physics on a local or microscopic level.

That hypothesis is well supported by the data from the ethanol spray calibration.

The excellent agreement with regard to the global spray penetration is reflected by

the 2D comparison of liquid and vapor fuel concentrations and temperature, respec-

tively. Furthermore, a similar good agreement in spray penetration is obtained if the

breakup and collision model is not used. In that case, the spray penetration is only

controlled by the evaporation process. The Genetic Algorithm finds a point in the

parameter space with an initial SMR that is of the order of size of the outcome of the

secondary droplet breakup.

However in engine simulations, spray data is not always available. In that case the

spray parameters have to be adjusted. That adjustment is carried out following a

methodology that is presented in this work. Mainly, SOI and EGR variations have

to be used to calibrated the spray and combustion model. That approach has been

investigated for three different engine data sets for conventional and PCCI combustion

mode.

On the Cummins QSX engine, a conventional combustion has been studied. Spray

parameters are subject of adjustment. On the Duramax 6600 Diesel engine, a conven-

tional and PCCI combustion mode are investigated. For the PCCI combustion mode,

the reaction mechanism is modified in order to account for a correct ignition delay in

the low temperature combustion regime. The comparison between engine data and

results from the simulation indicates a good agreement for the combustion and engine-

out emissions. On the Duramax full load case, most uncertainties are addressed to the

spray-wall interaction. Uncertainties from physical not well based models will always

occur in the engine simulation. Therefore, calibration of these models is a mean to

quantify its influence and minimize the discrepancies.
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A Genetic Algorithms

Many technical problems depend on a large number of variables where an analytical

solution is not available due to missing informations or a high level of complexity.

Finding the best solution is not always feasible in such circumstances and gives the key-

motivation to use an optimization algorithm. Optimization is interpreted as a search

strategy to find the best solution in a given parameter space. Different strategies

are available depending on the the solution surface and the problem type. Among

all various algorithms and strategies, Genetic Algorithms (GA) are a quite promising

technique. .

A.1 Evolutionary Algorithms

A.1.1 Basic Evolutionary Operators

Genetic Algorithms belongs to the class of ”Evolutionary Algorithms” (EA). Explo-

rative and exploitative search methods are combined with probabilistic transition rules

following Charles Darwin’s principle ”survival of the fittest” [85]. This principle is

adopted from the observation that only those species who fit the most appropriate to

their surrounding environment have the highest probability to conserve the popula-

tion. Every possible solution of a problem is interpreted as an individual and evaluated

by a fitness score. The parameters of each individual are interpreted as genes, forming

a chromosome.

On the basis of the representation of a point in parameter space as an chromosome,

several operators mimic the process of evolution. The flow-chart in Fig. A.1 illustrates

the evolution process. First, the start generation is initialized randomly. At the begin-
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Figure A.1: Flow-Chart of Genetic Algorithm

ning of every iteration step, the individuals are evaluated by addressing a fitness value

that is the response of the optimization problem. Next, the exit criteria is queried. If

the exit criteria is false, the iteration continues. The selection operator determines the

individuals in order to generate a new generation. Additionally, a mutation operator

is included. The mutation operator prevents the Genetic Algorithm from finding a

local optimum only. After the new generation is created, the iteration re-starts.

A.1.1.1 Encoding/Decoding

The point in parameter space that each individual represents has to be encoded in

order to apply operators as selection, reproduction and mutation. Three different types

of encoding are available: binary, gray and real encoding. Binary and gray coding [29]

are a binary representation. Real coding [66, 120, 132] uses real values and has the

advantage that the obtained optimum is independent of the discretization level of the

parameter space. The Genetic Algorithm that is applied in this work uses a binary

coding. The main advantage is the easy implementation of the various operators but

every parameter has to be discretized.
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Let the parameter space be defined by N parameters:

x = (x1, x2, . . . , xN)T ∈ RN (A.1)

Every parameter xi has a lower Li and upper limit Ui which is discretized by Ni points.

Assuming an equidistant distribution, the step-size Ii is given as

Ii =
Ui − Li

Ni − 1
(A.2)

and every parameter xi is written as

xi = Ui + miIi , mi ∈ [0; Ni] (A.3)

The integer mi is an integer and coded as a binary number, denoted as gene. The

gene has the length li that is related to the number of discrete points Ni

Ni = 2li (A.4)

as a power in 2. After encoding of every parameter, the binary representation of an

individual is obtained if genes are aligned and forming the chromosome or string. Each

bit of the binary string is denoted as allele. Summation over li yields the length L of

the string

L =
n∑

i=1

li . (A.5)

After a new generation has been created, all new parameters are decoded into real

parameters. The real parameter is obtained by converting the binary value of mi into

the integer value and computing the parameter xi from Eq. (A.3).

A.1.1.2 Selection and Reproduction

After the evaluation, each individual are assigned to a fitness value and selected for

the reproduction process in adoption of Darwin’s principle. The selected individuals

are inserted into the mating pool. The selection can be either ”hard” or ”smooth”. In

a ”hard” selection, only strong individuals are chosen whereas in a ”smooth” selection,

weak individuals also obtain a chance to be considered for reproduction. Two methods

are available for the selection process.
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Roulette Wheel A very simple procedure is the roulette wheel which is a ”smooth”

selection process. Every individual is scored by a relative fitness

pi =
fi∑N

j=1 fj

. (A.6)

fi is the fitness of a given individual i and N denotes the population size. As in a

roulette, a disk is splitted into N segments. Every segment represents an individual

and its area depends on the relative fitness pi. Next, the roulette wheel starts turning.

When the wheel stops, the individual where the ball rests is selected and joins the

mating pool.

Tournament Selection As in a tournament, pairs of individuals are chosen randomly

and their fitness values are compared. The individual with the higher fitness value

wins and enters the mating pool. Tournament selection is a ”hard” selection process.

A.1.1.3 Crossover

Crossover is an exploitative operator and promotes the local search. The mating

pool is filled with individuals from which N pairs of parents are chosen randomly.

The crossover operator merges the chromosomes from both parents to create a pair

of children. Different versions of the crossover operator are possible: single-point,

uniform and multi-point crossover. Other types e.g. ”segmented crossover”, ”adaptive

crossover” or ”shuffle crossover” are discussed in [132].

Single-Point Crossover A random operator determines the position of the allele

where the crossover takes place. The chromosomes are cut and swept, yielding the

resulting offsprings. As an example, two parents with the following chromosomes of

length l = 6

chromosome of 1st parent 1 1 0 0 0 1

chromosome of 2nd parent 0 0 1 1 0 0
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are splitted at the second allele:

before

1 1 | 0 0 0 1

0 0 | 1 1 0 0

crossover operator

after

1 1 | 1 1 0 0

0 0 | 0 0 0 1

After merging the chromosomes, the children contains the information of both parents:

chromosome of 1st children 1 1 1 1 0 0

chromosome of 2nd children 0 0 0 0 0 1

Multi-Point Crossover In addition to the single-point crossover, the multi-point

crossover operator defines the gene exchange by more than one allele position. Con-

sidering the previous single-point crossover, a two-point crossover at the 2nd and 5th

allele reads as:

before

1 1 | 0 0 0 |

1

0 0 | 1 1 0 |

0

crossover operator

after

1 1 | 1 1 0 |

1

0 0 | 0 0 0 |

0

Uniform Crossover The uniform crossover is at the limit the capability to allow any

allele to be exchanged. This type of crossover is controlled by the crossover probability

pc. Every possible combination of exchanging the alleles is therefore available.

Parent 1: A1 B0 C1 D1 E0 F0 G1 H1 I0

Parent 2: a1 b1 c1 d0 e0 f1 g1 h0 i1

possible child: a1 B0 C1 D1 e0 F0 g1 h0 i1

A.1.1.4 Mutation

Single mutation in Genetic Algorithms introduces a random process promoting the

exploration of the parameter space. It enhances the algorithm to a global search, forces
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the evolution of the population in directions that cannot be detected by the exploitative

crossover operator and avoid the concentration on a local optimum denoted as genetic

drift. The operator switches a single allele with a given mutation probability pm.

Beside that basic mutation operator, other mutation operators have been proposed

that work more efficiently.

Jump mutation denotes an operator where randomly one part of the chromosome

string is replaced by that of another individual except the parent individuals.

Creep mutation increases or decreases the integer representation mi of every parameter

in Eq. (A.3) randomly, controlled by the creep mutation probability pcm. In [28], the

operator rates are chosen as

pcm =
L

N
pm (A.7)

and the rate of single mutation is determined from the population size Np

pm =
1

Np

. (A.8)

The importance of mutation is lively and controversy discussed [65]. Mutation works

as a ”background” operator that is extremely helpfull in the optimum search of multi-

modal response surfaces. However, if the mutation probability pm is too high, the

explorative search is overweighted. The information of strong individuals is lost and

the search performance is decreased.

A.1.2 Operational Rate Settings

The performance of a Genetic Algorithm depends mostly on a balance between ex-

ploration and exploitation that has to be adjusted according to the response surface.

Unfortunately, the response surface is a priori unknown and must be estimated.

A.1.2.1 Population Size

One key parameter is the population size. A large population size forces the ex-

ploitation but for a time-consuming evaluation process, large population sizes are
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prohibitive. In [67], the population size is determined from the length L of the chro-

mosome and the arithmetic mean length of a gene l̄i:

Np = O
(

L

l̄i
2l̄i

)
(A.9)

A different approach is obtained from a statistical analysis

Np = O
((

1 +
1

B

)
(L + 2)

)
. (A.10)

B is a statistical property that is set between 0.05 . . . 0.1.

A.1.2.2 Rate of Mutation

It is difficult to find a general value of the mutation probability pm. Typically, values

between 0.05 . . . 0.001 are given in the litrature as shown in Tab. A.1. If the mutation

Author De Jong [98] Greffenstette [70] Carroll [28]

Np 50 30 5

No. of generations 1000 n. a. 100

Type of crossover 2-point 2-point uniform

Rate of crossover 0.6 0.9 0.5

Type of mutation bit flip bit flip none

Rate of mutation 0.001 0.01 none

Table A.1: Reference rates for crossover and mutation

probability is larger than a value of 0.1, the optimization search becomes a random

walk and the search performance decreases. However larger mutation rates prevent

the genetic drift. A deterministic rule is presented in [184]

pm ≈ 1

Np

. (A.11)

Alternatively, the following relation based on empirical data is proposed in [183]:

pm ≈ 1.75

Np

√
L

(A.12)
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A.1.2.3 Rate of Crossover

The rate of crossover is only applied in case of the uniform crossover operator. However

when the population size is large, it can be usefull to allow a crossover propability

pc < 1 even for the single- and multi-point crossover. Tab. A.1 gives an overview of

values for pc from the literature. At the limit, a child could become a copy of a parent

and would be re-evaluated in the new generation. A similar technique is proposed by

the elitism operator, section A.2.1.

A.1.2.4 Adaptive Methods

The problem to find appropriate values for the population size, rate of crossover and

mutation can be omitted by the use a generation size that can grow or shrink de-

pending on its evolution. That approach can only applied if the evaluation does not

consume large calculation time. Independently of the population size, the mutation

and crossover rate is adjusted according to the fitness history or its gradient. If the

fitness does not change within a discrete time-window, the risk of sticking in a local

optimum is omitted by increasing the mutation and crossover rate to find new points

in the parameter space that yield a higher fitness value. Details on these methods are

found in [70, 183, 10, 47, 120, 201].

A.1.3 Evaluation

All individuals are evaluated on every iteration step in order to assign each individual a

fitness value. The Genetic Algorithm does not know anything about the optimization

problem itself and treats it as a black-box with an interfaces for input and output. The

input are the parameters of each individuals whereas the output or response is required

to score every individual. Thus, the only bias is given by the choice of parameters and

the discretization of the associated parameter space.
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A.1.4 Building Block Hypothesis

Regarding the presented operators of crossover and mutation, it is not obviously that

the Genetic Algorithm is able to find a global optimum [65]. An explanation is given

by the introduction of the term schemata H, its defined length δ and order O. H1 =

1 ∗ ∗ 0 ∗ ∗ is an example where ”*” marks those alleles that are not tested. All strings

that have at the first and third allele a ”1” and ”0”-bit are fitting this schemata. The

defining length δ(H1) = 3 is the number of alleles between the first and the last bit

that defines the schemata. The number of defined bits of the schemata is the order,

O(H1) = 2.

A chromosome of length L has 2L different realizations and 3L different schemata.

A population of n individuals is characterized by the number of schemata that the

individuals are differing. At a minimum 2L and at a maximum n · 2L schemata are

possible. Schemata that have a short defining length are denoted as building blocks.

They have a higher probability to survive in the next generation. The number of strings

of a given population that match a schemata H at the generation t, m = m(H, t) can

be analyzed further on by this criteria.

Selection and Reproduction The probability that an individual is chosen for re-

production depends on the individual fitness as expressed in Eq. (A.6) in case of the

roulette wheel. If the mating pool is filled by n individuals, the mean fitness of the

mating pool is defined as

f̄ =
1

n

n∑
i=1

fi . (A.13)

Similar to an individual, each schemata H is scored by a fitness f(H) which is the

mean fitness of the strings to include the schemata H. The number of strings of

schemata H that are filled in the mating pool is

m(H, t + 1) = m(H, t)n
f(H)∑n

i=1 fi

= m(H, t)
f(H)

f̄
(A.14)

The fitness of a schemata f(H) is proportional to the mean fitness of the population

by the proportionality constant c:

f(H) = c · f̄ (A.15)
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From the mating pool and the previous generation, the number of schemata that are

obtained in the next generation is

m(H, t + 1) = m(H, t)
f̄ + cf̄

f̄
= m(H, t)(1 + c) . (A.16)

Assuming that the proportionality factor c is constant, the previous equation is related

to the number of schemata at the start generation:

m(H, t) = m(H, 0)(1 + c)t (A.17)

The selection mechanism yields an exponential increase in the number of schemata,

depending on the average fitness and the fitness of a schemata.

Crossover The probability that a schemata overcomes the crossover operator is de-

fined by

psc ≥ 1 − pc
δ(H)

L − 1
(A.18)

and depends mostly on the defining length. Crossover is an operator that prevents

the schemata transfer to the new generation. The smaller the crossover probability

pc and the smaller the relative defining length, the higher probability psc is obtained.

Together with the selection and production operator, Eq. (A.14) is modified to account

for the crossover effect to destroy a schemata:

m(H, t + 1) ≥ m(H, t)
f(H)

f̄

(
1 − pc

δ(H)

L − 1

)
(A.19)

Schemata with a large fitness and short definition length are represented by more and

more strings during the iterative evolution process. That explains the exploitative

character of the crossover operator. Local areas of large fitness values are exploited

and only the random mutation operator enables to jump outside that region.

Mutation If a schemata has overcome the crossover, mutation is the last operator

that may destroy a schemata. The probability that the schemata remains unchanged

is expressed by

psm = (1 − pm)O(H) . (A.20)
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For small rates of mutation, the r.h.s. is approximated

psm = 1 − pmO (H) . (A.21)

The additional term yields the final expression for the number of strings of schema H

which is transferred from the parent to the children generation

m(H, t + 1) ≥ m(H, t)
f(H)

f̄

(
1 − pc

δ(H)

L − 1
− pmO (H)

)
. (A.22)

Since the mutation probability is small compared to the crossover probability, the

hypothesis of building blocks [65] states that schemata which have a high fitness and

small defined length and order are assigned to more and more strings in the evolution.

Its number increases exponentially by time. The building block hypothesis gives an

explanation for the efficiency of Genetic Algorithms.

A.2 GA-Specific Operators

A.2.1 Elitism

Elitism is an operator that re-uses the overall best individuals of the whole population.

The schemata of the individual with the highest value is conserved, especially if its

defining length or order is large.

A.2.2 Niching

Although exploration and exploitation are balancing and controlled by the operator’s

rates, the search for an optimum can end in a local optimum. Niching is an additional

operator which accounts for a high diversity of the population. Sub-populations are

created in order to search for multi-optima in parallel over a wider domain but that

technique can only applied for a large population size. Among different niching meth-

ods, e.g. deterministic crowding [120], preselection and speciation [181], fitness sharing

is a method to decrease the fitness value artificially if individuals are too self-similar.
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The criteria that two individuals are too close to each other is determined by the

sharing function:

sh(dij) =

⎧⎨⎩1 − (dij/σs)
α, if dij < σs

0, if dij ≥ σs

(A.23)

dij is a multi-dimensional distance between two individuals i and j which is derived

from

dij =

√
d�

ij

n
, d�

ij =
n∑

k=1

(
xki − xkj

Uk − Lk

)2

(A.24)

α is a triangular sharing function usually set equal 1.0. σs is a minimum self-similarity

set equal 0.1. From the sharing function, a weight mi is calculated for every individual

which is the sum of the distance to all other individuals:

mi =
N∑

j=1

sh(dij) (A.25)

The fitness function of every individual is scaled by that weight and an optional weight

β that is equal 1.0

f ′
i =

fβ
i

mi

. (A.26)

A.2.3 μGA

In many optimization problems the evaluation of every individual is very time con-

suming. Even though the evaluation is carried out in parallel, the number of available

processors is a limiting factor if population sizes between 30 and 100 are used. A

different method is followed in [111] by limiting the population size to five individuals.

Therefore, this algorithm is denoted as micro (μ)-Genetic Algorithm (μGA ). At the

end of the iteration, an additional operator performs a convergence test as shown in

Fig. A.2. The test of nominal convergence compares the chromosome of every new

individual with the best found individual.

D =

∑N
i=1 ndiff

(N − 1)L
· 100% , (A.27)

ndiff is the number of differing alleles If the relative number of alleles differs by less

than 5% the children generation is rejected and a new children generation is randomly
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Figure A.2: Flow-Chart of μGA

initialized. The restart from a random generation prevents the algorithm from the

genetic drift. In the μGA , mutation and niching operators are not usefull and theref

are omitted.

A.3 Multi-Objective Optimization

In the simplest case, the fitness value is a single objective function. However, many

optimization problems from real world applications are based on multiple objective

problems. Genetic Algorithms are currently subject of research to face multi-objective

optimization, e. g. Coello et al. [33] developed a Multi-Objective Genetic Algorithm

(MOGA) [34]. Classical, single-objective optimization algorithms are nevertheless able

to work if a global merrit function F is constructed from the single objectives fi as

shown in Fig. A.3. These score the various objectives by the scaling function

Ψi : objectivei −→ fi . (A.28)
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Figure A.3: Construction of merrit function

The purpose of the scaling function is to obtain a fitness functions fi that are all of

the same order of magnitude. The final merrit function F is computed either as a

weighted sum

F (x) =

Nobj∑
i=1

ωifi(x) (A.29)

or by a penalty function [132]. Here, the Euclidean norm is applied

F (x) =

⎛⎝1

r

Nobj∑
i=1

|fi(x) − yi(x)|r
⎞⎠1/r

. (A.30)

The idea of the penalty function is to reduce the distance to a given point yi(x) which

can be viewed as a lower barrier.
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Most uncertainties in fuel spray simulations are addressed to the unknown initial

conditions of spray properties and uncertainties in the underlying spray models. Since

a sophisticated model for primary breakup is not existing, the initial conditions of

spray model parameters have to address the influence of the nozzle-inflow on the

primary breakup. The secondary droplet breakup due to the Kelvin-Helmholtz (KH)

and Rayleigh-Taylor (RT) instabilities also requests to adjust model parameters e.g. as

investigated in [176, 151, 177, 197]. The found model constants are shown in Tab. B.1.

Since experimental data is missing to study the isolated physical processes, a validation

Model Constant B1 Eq. (4.17) CRT Eq. (4.19) C Eq. (4.24)

Su et al. [197] 45-60 5.33 -

Ricart et al. [177] - - 14

Patterson et al. [151] 10 5.3 -

Ricart et al. [176] 60 0.1 14.5

Table B.1: Adjustment of model constants of droplet breakup

of these model parameters cannot be achieved. It is suggested to adjust these model

constants with respect to experimental data from spray chamber experiments. For the

spray calibration, the influence of spray parameters on the spray penetration has to be

identified. Only parameters that show a high sensitivity are included in the parameter

space. Independent variables as mesh size, time-step size and total number of parcels

are studied as well.

The simulation is performed for engine-like conditions as discussed for the diesel fuel

spray in section 5.4.1 but the cylindrical mesh has a diameter of 100 mm and a length
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of 90 mm.

The sensitivity study starts from a base design given in Tab. B.2. Furthermore, the

Mesh size 21,000 cells

Time-step size 50μs

Number of parcels 50,000

Cone angle 20◦

Nozzle discharge coefficient Cd 0.87

Fuel temperature 355 K

SMR of initial droplet distribution 65μm

Initial type of droplet distribution function Mono-disperse

Droplet distribution function for droplet breakup Rosin-Rammler

Droplet breakup model constant B1 40

Liquid break-up length Cdist 2.5

Collision radius 8e-4

Table B.2: Base set of spray model parameters

influence of every single parameter on the spray penetration and additionally on the

SMR of the droplet distribution is investigated.

B.1 Mesh Size

The dependency of the spray simulation on the mesh size can be addressed to the

parcel approach itself. The spray distribution function cannot be solved directly but

is sampled in Lagrangian coordinates instead. The exchange of properties would re-

quire to have a coincident conversion between the physical coordinates of the RANS

approach and the Lagrangian coordinates. That request cannot be satisfied and would

annihilate the benefit of the Lagrangian approach.

In order to determine the effect of mesh size on spray penetration and SMR, five differ-

ent meshes of size 6,000 , 21,000 , 43,000 , 170,000 and a non-uniform mesh of 14,480
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(section 5.4.1.2) cells are compared. The resulting spray penetration is presented in

Fig. B.1. The spray penetration of the gas phase in Fig. B.1(a) strongly depends on

the mesh resolution. With increasing mesh size from 6,000 to 43,000 cells the gas

phase penetrates faster while for the fine mesh of 171,000 cells the spray penetration

is slower.

Concerning the penetration of the liquid phase, a convergent solution cannot be

achieved. Similar as for the gas phase, the liquid penetrates deeper with increas-

ing mesh size from 6,000 to 43,000 cells. At 0.7 ms, the liquid spray pentration differs

11mm. For the fine mesh of 171,000 cells, the liquid spray penetration is similar as

for the coarse, non-uniform mesh with 14,480 cells.

The evolution of SMR behaves differently for varying mesh size as seen in Fig. B.1(b).

If the mesh size increases the temporal evolution of the SMR has a smaller minium

at 0.5 ms but a larger maximum at 1.2ms. A convergent evolution is obtained for the

mesh of 43,000 cells. A finer resolution does not show any significant changes.

Beside spray penetration, the shape of the spray is investigated and presented at

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.1: Dependency of mesh size

two times of t=500μ s and t=700μs in Fig. B.2. A clover-leaf structure cannot be

observed. The width of the spray is a very little wider for the high mesh resolutions

on the 43k and 170k mesh. These two meshes show a different axial spray shape than
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the coarser meshes. At t=700μs spray parcels still exist very far downstream above

22mm. Spray parcels on the axis are remaining stable and do not break-up into small

parcels. Therefore evaporation is less effective and parcels continue to penetrate.

All other parameters are investigated for a mesh size of 21,000 cells from now on.

B.2 Time-Step Size

The time-step size is changed between 50 , 25 , 10 , 1 and 0.5μs. At smaller time-step

sizes the spray penetrates slower as seen in Fig. B.3(a) for both, liquid and gas phase.

At time-step sizes of 1 and 0.5μs the difference is small and the spray penetration

does not change anymore.

The evolution of the SMR in Fig. B.3(b) indicates a similar convergent solution at

small time-step sizes. The maximum peak at 1ms occurs only at a large time-step

size of 50 and 25μs. Obviously the SMR is less sensitive to the time-step size than to

the spray penetration.

B.3 Number of Parcels

The number of injected parcels is a parameter which has to be sufficiently large enough

so that the parcel distribution function resolves the droplet distribution function cor-

rectly. Therefore, the number of parcels is varied from 5,000 to 100,000. Both, the

spray penetration and the SMR in Fig. B.4 show that a minimum number of 10,000

parcels is mandatory to achieve an independent solution.

B.4 Cone-Angle

By the half-cone angle, the parcel velocity direction is initialized. From the shadow-

graph imaging, the spray half-cone angle is determined and may serve as an input.

However, the given value is not necessarily the spray angle that results from the spray
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(a) t=500μs (b) t=700μs

Figure B.2: Mesh analysis of spray shape: 6k, 43k, 170k and SGIS 14k from top to

bottom
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(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.3: Dependency of time-step size

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.4: Dependency of number of parcels
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experiment.

A parameter study from 5 ◦ to 20 ◦ is performed. The resulting spray penetration in

Fig. B.5(a) is only decreasing for angles larger than 10 ◦. A difference in the temporal

evolution of the SMR in Fig. B.5(b) occurs only between 1 and 1.3μs . A half-cone

angle larger than 10 ◦ results in a decrease of SMR.

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.5: Dependency of half-cone angle

B.5 Nozzle Discharge Coefficient Cd

The effective nozzle diameter and resulting discharge coefficient that accounts for the

flow conditions inside the nozzle is prior to the simulation unknown and has to be

estimated from similar nozzles or determined by injection rate and spray momentum

measurements. This data is used to determine mass- and velocity independently. If

only injection rate measurements are available, the computed velocity profile accounts

for an effective nozzle area by introducing the discharge coefficient Cd. A smaller Cd

will reduce the effective nozzle hole area and increase the velocity for sake of mass

conservation. Therefore, the fuel vapor penetrates faster as presented in Fig. B.6(a)

whereas the liquid droplets have a shorter penetration length. The breakup process
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is enhanced due to the higher velocity. The breakup results in smaller parcels so that

evaporation is forced. The influence on the SMR is seen at late times in Fig. B.6(b).

At early times, no strong influence is observed.

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.6: Dependency of nozzle discharge coefficient Cd

B.6 Fuel Temperature

The initial fuel temperature cannot be determined exactly. Only the temperature

inside the rail is measured but not in the nozzle itself. The residence time is an

important factor that influences the fuel temperature. The effect is studied by varying

the temperature between 320 , 340 , 355 and 380K. The fuel temperature is an initial

value for the modeling of the droplet evaporation. If the fuel temperature is increased

the evaporation is forced. Hence, the liquid penetration length is shortened and the

SMR is increasing at later times. Small droplets are heating up and evaporating faster

which is viewed in the penetration of the liquid phase in Fig. B.7(a) and from the SMR

in Fig. B.7(b). However, the fuel temperature has no influence on the gaseous phase

of the spray,
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(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.7: Dependency of fuel temperature

B.7 Droplet Distribution Function

B.7.1 SMR of Droplet Distribution Function

The initial SMR must address the outcome of the primary breakup which cannot be

modelled adequately. In Fig. B.8(a) the slope of the penetration is decreasing with a

decreasing SMR from 90 , 65 , 50 to 10μm. The initial SMR only has a little effect

on the gas phase. For the liquid phase, the evolution of SMR depends strongly on

its initial value as illustrated in Fig. B.8(b). A larger initial SMR yields a larger

SMR in the early and late injection. At late times the momentum exchange with the

entrainment reduces the relative velocity between liquid and gas phase.

B.7.2 Initial Droplet Distribution

The initial droplet distribution is either mono-disperse or according to a distribution

function of Rosin-Rammler type. The type of distribution function does not have an

influence on the penetration of the gas phase but on the liquid phase and the SMR at
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(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.8: Dependency of SMR of initial droplet distribution

late times as shown in Fig. B.9(a) and Fig. B.9(b).

B.7.3 Distribution Function Type

The type of droplet distribution function is either of Rosin-Rammler type or of χ2-type.

The Rosin-Rammler distribution offers more flexibility because the set of distribution

parameter gives another degree of freedom (denoted as Rosin-Rammler type 2). All

three distribution functions are compared with and without an initial mono-disperse

droplet distribution in Fig. B.10 and Fig. B.11, respectively. The Rosin-Rammler

distribution functions show a similar penetration for liquid and gas phase and a similar

evolution of SMR. The χ2-type distribution function has a slightly larger penetration

of the liquid phase but the SMR is a little bit smaller at late times. Without a

mono-disperse function, the SMR is at early times a little bit larger. Generally, the

mono-disperse function has a smaller SMR at early times and a larger one at late

times.
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B.7 Droplet Distribution Function

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.9: Dependency of type of initial droplet distribution

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.10: Dependency of droplet distribution function w/ mono-disperse distribu-

tion for primary breakup
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B Spray Parameter Sensitivity Study

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.11: Dependency of droplet distribution function w/o mono-disperse distri-

bution for primary breakup

B.8 Droplet Breakup

B.8.1 Breakup Model Constant B1

The breakup model constant B1 in Eq. (4.17) has to be adjusted according to the

experimental data. The main influence of B1 is seen from Fig. B.12(a). Only the liquid

phase of the spray depends on the breakup model constant whereas no influence is seen

on the gaseous phase. B1 is varying from 5 to 60. With increasing B1 the breakup time

τKH (Eq. (4.17)) is increasing and therefore, the rate of radius change from Eq. (4.16)

will decrease. As a consequence, liquid droplets are more stable and less small droplets

are formed. Then, evaporation is retarded and the liquid spray penetration increases.

This effect is confirmed by the results of the spray penetration and the resulting SMR

distribution in Fig. B.12(b).
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B.9 Droplet Collision Model

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.12: Dependency of breakup model constant B1

B.8.2 Liquid Breakup Length

The liquid breakup length from Eq. (4.24) is a criteria to switch from the Kelvin-

Helmholtz to the Rayleigh-Taylor induced droplet breakup mode. Rayleigh-Taylor

instabilities result in a very fast droplet breakup. The breakup length C, here divided

by a conversion factor of 9.12, is varying from 1 to 5.5. As seen from Fig. B.13(a),

the breakup length has an influence on the liquid gas phase only. With increasing

breakup-length the liquid phase penetrates deeper. The SMR in Fig. B.13(a) becomes

smaller with increasing breakup length. The Rayleigh-Taylor breakup does not only

accelerate the breakup but more, very small droplets are generated so that evaporation

is enhanced.

B.9 Droplet Collision Model

The sensitivity of the collision model is adjusted by the radius of the collision sphere.

Only a parcel pair that is located within the same sphere volume and only if approach-

ing each other is probed for an collision event. However since the collision frequency is
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B Spray Parameter Sensitivity Study

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.13: Dependency of liquid breakup length Cdist

inversely proportional to the volume of the collision sphere, a larger or smaller probe-

volume may increase or decrease the number of collision pairs but will not necessarily

influence the outcome of the collision event itself as the temporal evolution of the

spray penetration and SMR in Fig. B.14 indicates.
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B.9 Droplet Collision Model

(a) Spray penetration for liquid and

gas phase

(b) SMR of droplet distribution

Figure B.14: Dependency of radius of collision sphere
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