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Preface

For the things of this world cannot be made known
without a knowledge of mathematics.
— Roger Bacon

The fact that many physical phenomena can be described by partial differential
equations (PDEs) has made PDE-constrained optimization one of the central prin-
ciples in applied mathematics. Particularly, it has gained widespread interest and
recognition as an important tool to deal with proper decision-making in real-world
problems. Along with the technological advance in computers, an in-depth un-
derstanding of this discipline could potentially lead to economic benefits and high
productivity. PDE-constrained optimization plays a huge role in various applica-
tion areas. In life sciences, for instance, it is applied to develop clinical insight in
monitoring and treating illness. With the aid of this theory, therapies to control
disease can be improved, see [114] and the references therein. In industry, the heat
treatment of steel can mathematically be formulated as a PDE-constrained optimal
control problem, cf. [48, 49, 71, 72]. By optimizing it, high-quality steel products
can be efficiently produced that may result in economic benefits. Other significant
applications can even be found in the field of finance, management science, aero-
dynamics, fluid mechanics, quantum mechanical systems, crystal growth and many
more [1, 18, 19, 20, 57, 59, 58, 80, 112].

Without any doubt, Jacques-Louis Lions was one of the great pioneers in this
field of research. In the late sixties, he published a monograph [88] on fundamental
principles of optimal control theory ranging from elliptic to hyperbolic problems.
This contribution remains relevant to the current research interest and his general
methodology is still useful for devising theories of more complex problems. In gen-
eral, a PDE-constrained control problem is formulated as follows

(OCP) minimize f(u) = J(u,y(u)) over u € Uyg.
The state y(u) is specified by the solution to the operator equation
II(y) = u
that characterizes solutions of partial differential equations. In other words, one
looks for minimizers of the cost functional f in the set of admissible controls U,.

Depending on its structural properties, the analysis of (OCP) is generally addressed
through the following steps:

e Existence and uniqueness of the solution to the state equation II(y) = u for
every given control u belonging to the admissible set 4.

e Existence of a solution to (OCP).
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e Necessary and sufficient optimality conditions for (OCP). For this, specific
properties of the control-to-state mapping such as differentiability or regularity
results are typically required.

e Numerical analysis for (OCP).

Over the past decades, major interest has been focused on optimal control prob-
lems involving pointwise state constraints. In the 90’s, this issue was mostly studied
by Casas [25, 26, 27, 28], Kunisch et al. [14, 15, 64, 67, 65, 75, 76, 78], Raymond et
al. [3, 8, 31, 108, 109], Troltzsch et al. [7, 16, 17, 50, 51, 52, 97, 119] and many other
authors [21, 22, 23, 24, 56, 74, 85]. Pointwise state constraints constitute important
aspects in many applications within the field of PDE-constrained optimization. A
typical example of this class is found in the context of crystal growth: The tem-
perature — state of the system — on the one hand must be larger than a minimum
to keep the process running and on the other hand must be smaller than a maxi-
mum to avoid melting. Compared to the purely control constrained problem, the
analysis and the numerical realization of such problems are extremely delicate and
call for a more thorough study. At least, there are two substantial reasons for this.
First of all, a Slater-type constraint qualification has to be taken into account in the
analysis which is necessary for the derivation of the Karush-Kuhn-Tucker (KKT)
type optimality condition, cf. Zowe and Kurcyusz [129] or Penot [105]. This re-
quirement seems to be natural. Even the proof of Fritz-John type theorems is based
on the condition that the cone of non-negative functions of the space of constraints
has a non-empty interior, see Luenberger [89]. However, to fulfill the constraint
qualification, higher regularity of the state is required which results in undesirable
restrictions on the spatial dimension.

Secondly, one is confronted with a lack of regularity in the KKT type optimality
condition. For instance, Lagrange multipliers associated with the pointwise state
constraints are in general Borel measures. Moreover, the very weak solution of the
adjoint equation — solution trés faible in the sense of Lions — possesses only the
maximum regularity in Wh5(Q), s < %, where N denotes the dimension of €.
This fact leads to some complexity in the numerical treatment. More precisely, due
to the weak regularity of the Lagrange multiplier, the well-known primal-dual active
set strategy [64, 79, 85] is not applicable. In addition, it also raises the issue of how
to appropriately discretize measure-valued quantities. Apart form this point of view,
many fundamental problems remain open deserving a further comprehensive study.

Objective

The goal of the present work is, therefore, to enhance the development of the theoret-
ical and numerical analysis on control-and-state-constrained optimal control prob-
lems. It contributes some new insight into this topic and the general concern of
this work is threefold: Chapter 1 provides a survey of the Lavrentiev type regu-
larization and its application to distributed control problems involving pointwise
state constraints. Such a regularization technique was founded by Meyer, Rosch,
and Troltzsch [97]. We not only address the sensitivity analysis with respect to the
regularization parameter A but also perform the convergence of local solutions in
the case of A | 0. Then, the numerical computation is realized by means of the
semismooth Newton method in combination with an extrapolation technique. Most
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of the material in this chapter can be found in [68, 70].

Chapter 2 is devoted to a class of boundary control problems with pointwise
state constraints. Our goal is to discuss the source-representation-based methodol-
ogy suggested recently by Troltzsch and the author [120, 121]. Their strategy not
only opens the way for further regularization steps but also enlarges the field of ap-
plicability for the Lavrentiev type regularization. Theoretical and numerical results
in this chapter reflect that the method has the potential to cope with the difficulties
involved in state-constrained boundary control problems.

Lastly, Chapter 3 deals with a state-constrained optimal control problem with
nonlocal radiation interface conditions. This issue arises from a simplified model in
the sublimation growth of semiconductor single crystals such as silicon carbide (SiC)
or aluminum nitrite (AIN). The problem was initially studied by Meyer, Philip, and
Troltzsch [95]. We extend their model by incorporating some pointwise state con-
straints which constitute a further important step towards a more realistic model.
Our main focus is set on the first- and second-order analysis to the problem in-
cluding its numerical treatment. All theoretical and numerical results presented in
Chapter 3 have been published in [99, 100]. For the convenience of the reader, each
chapter contains a brief introduction that outlines the scope of the work and its
main contributions.
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General notation

If V' is a linear normed function space, then we use the notation || - ||y for a standard
norm used in V. The dual space of V' is denoted by V* and for the associated duality
pairing, we write (-, - )y« . If it is obvious in which spaces the respective duality
pairing is considered, then the subscript is occasionally neglected. Now, let Y be
a linear normed space. The space of all bounded linear operators from V' to Y is
defined by B(V,Y) and B(V) if V =Y. For an arbitrary A € B(V,Y'), the associated
adjoint operator of A is denoted by A* € B(Y™*, V*). For the Fréchet derivative of an
operator B : V — Y at € V in the direction h € V| we write B'(x)h. Moreover,
B"(x)[h1, he] denotes the second Fréchet derivative in the directions hy, hy € V. For
simplicity, we write B”(z)h? = B"(x)[hy, ho] if hy = hy = h.

In the following, we recall some function spaces which are used throughout the
thesis. Suppose that Q ¢ RY, N > 1, is a bounded domain with a boundary I". If
a property is valid in €2 except for a measurable set with Lebesgue measure zero,
then we say that this property holds for almost all (for a.a.) in Q. The space of
all continuous functions on € is defined by C(Q). We frequently identify the dual

space C(£2)* with the space of real regular Borel measures on 2 which is denoted by

M(). For 1 < g < oo, we define
L) = {f : Q@ — R measurable | || f||zs) < o0},

(/\f\q dx)l/q for ¢ < oo

Q

where

1fllza) =
esssup | f(z)] for ¢ = oc.
€N
It is well-known that, for every 1 < ¢ < oo, the space L?(Q2) endowed with the norm
| - |ago) is a Banach space. In particular, for ¢ = 2, L*(Q2) is a Hilbert space with
the inner product

(U, V) [2(0) = /uv dz.
Q
Let now m € N. The Sobolev space W"™1((2) is given by the space of measurable
functions f : 2 — R whose weak derivatives D*f of order a with || < m belong
to L1(Q), cf. Adams [2]. The space W™?(Q2) endowed with the norm

( Z /|D°‘f|q dx)l/q for ¢ < o0

_ lal<m g

1 fllwma) =

max 1D fllzoe (e for ¢ = oo
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is a Banach space. In particular, for ¢ = 2, the space H™(Q) := W™?(Q) is a
Hilbert space with the inner product

(U, V) pm() = Z (D%u, D) r2(0).

loe|<m

Moreover, C°(2) defines the space of infinitely differentiable functions with com-
pact support in . By Wj"(2), we denote the closure of C2°(2) in W™1(Q).
Analogously, we set H*(€) := WJ™*(€). For the case that Q possesses a Lipschitz
boundary T, cf. [125], it holds that

Hy(Q) ={f € H(Q) | fir = 0}.

A more detailed study on the Sobolev space can be found, e.g., in [2, 104, 125].
Finally, let us underline that the notation in this thesis is only consistent within
every chapter; we also use a generic constant c.
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Chapter 1

Optimal distributed
control problems with
pointwise state
constraints

A journey of a thousand miles
begins with a single step.
— Lao Tzu

1.1 Introduction

In the recent past, two regularization concepts were developed in an attempt to
overcome the difficulties involved in state-constrained problems. First of all, Ito and
Kunisch [78] introduced a Moreau-Yosida type regularization in the context of linear
quadratic elliptic control problems. Their idea is basically to remove the inequality
state constraints by including an augmented Lagrangian type penalty term. The
violation of the eliminated constraints is then minimized by the penalty functional.
As a result, the well-known semismooth Newton (SSN) method is applicable for
solving the KKT type optimality condition associated with the penalized problem.
This, certainly, represents a favorable aspect of the penalization method. Later
on, Hintermiiller and Kunisch [65, 66, 67] devised a path-following methodology for
determining the optimal adjustment of the regularization parameter. In such a way,
the penalized problem can be solved efficiently. Numerous publications related to
this topic can be found, e.g., in [12, 13, 15, 42, 75, 76, 77].

Secondly, Meyer, Rosch and Troltzsch [97] came up with a concept that in-
corporates a Lavrentiev type regularization into the analysis. In contrast to the
first method, the pointwise inequality state constraints are approximated by mixed
control-state-constraints. In some sense, they are kept as explicit constraints. The
strategy suggested in [97] turns out to be competitive in some aspects. On the
one hand, the Lagrange multiplier associated with the regularized problem enjoys
better regularity properties than the original one. On the other hand, it has the
potential to deal with ill-posedness faced in the analysis due to the compactness
of the control-to-state mapping. Apart from this point of view, the SSN method
applied to the regularized problem exhibits favorable numerical performances such
as locally superlinear convergence and mesh-independence principles, see the recent
paper [68]. Since then, the theoretical and numerical analysis of the regularization
has been studied in various contexts [38, 43, 53, 70, 96, 98, 107].

This chapter is primarily devoted to the Lavrentiev type regularization applied
to a class of semilinear elliptic problems. A detailed study of the penalization
method will be carried out in Chapter 3. Our goal is twofold: First, we address
the convergence of local solutions in the case of vanishing regularization parameter

1



2 Chapter 1. Optimal distributed control problems with pointwise state constraints

which complements the result in [68, 98]. This result is particularly important
since optimization algorithms generate in general only local solutions. Secondly,
following Hintermiiller and the author [70], a sensitivity analysis with respect to
the regularization parameter A is introduced. More precisely, a deep insight into a
specific solution structure in the linear case is provided. We study its dependence on
A. Such an issue is essential in order to have a stabilization of the numerical solution.
Ignoring it would make the numerical algorithm suffer from ill-conditioning which
results in large iteration numbers and reduced numerical solution accuracy. This
effect has been experienced in earlier works [68, 96, 126]. It turns out that an
appropriate initialization of the algorithm could significantly prevent the unstable
behavior. Therefore, it becomes an important issue that has to be addressed in our
present study.

We show the differentiability of the optimal solution with respect to the reg-
ularization parameter including a system of sensitivity equations characterizing
uniquely the derivative. Hereafter, the theoretical results are applied to establish
an extrapolation-based numerical scheme.

This chapter is organized as follows: In the upcoming section, the mathematical
setting of the problem is introduced and well-known results on semilinear elliptic
equations are presented. Then, we recall some results on the first- and second-order
optimality conditions. In Sections 1.4-1.5, the Lavrentiev type regularization is in-
troduced and we perform the convergence analysis. Section 1.6 contains a sensitiv-
ity analysis with respect to the regularization parameter. Thereafter, a semismooth
Newton-type solver in combination with an extrapolation technique is proposed in
Section 1.7. This chapter is ended with some numerical tests indicating the favorable
numerical behavior of the method.

1.2 Problem formulation

Let us state the model problem that we focus on in this chapter:

(P) minimize J(u,y) = %/(y(m) —y,(2))? dv + % /u(x)2 dx

Q Q
subject to the semilinear elliptic distributed value problem

Ay +d(-,y) = wu in Q
(1.1) { y = 0 on I

and to the pointwise state constraints
(1.2) Ya(z) < y(z) < yp(x) for a.a. z € Q.

Here, Q is a bounded domain in RY, N € {2,3}, with a Lipschitz boundary T.
Concerning the data specified in (P), suppose that the desired state y, € L*(Q2) and
the cost parameter a > 0 are fixed. The bounds in the pointwise state constraints
(1.2) are y,, 4, € C(Q) that satisfy y,(x) < yp(z) for all x € Q. Moreover, the
operator A represents a second-order elliptic partial differential operator of the form

(1.3) Ay(x) = =) Dj(ai;(x)Diy(x)).

4,j=1
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The coefficient functions a;; € L*>(Q2) satisfy the ellipticity condition

N

> ay(@)6& > 0lIElin V(€ x) RV x Q

ij=1
for some constants # > 0. The function d : {2 x R — R is a Carathéodory function,
i.e., for every fixed y € R the function d(-,y) is measurable and for almost all fixed
x € €, the function d(z,-) is continuous. For the rest of this chapter, we impose the
following assumptions on the nonlinearity d:

Assumption 1.1.

(i) For almost all fized x € ), the function d(zx,-) is twice continuously differen-
tiable. Furthermore

d(-,0) € L*(Q0) and dy(z,y) >0
for a.a. x € Q and all y € R.
(ii) For every K > 0, there exists a constant Cy(K) > 0 such that

|d(@, )| + [dy(z, y)| + |dyy (2, y)] < Ca(K)

|dyy (2, 91) — dyy (2, y2)| < Ca(EK)|y1 — 12
for a.a. x € Q and all y,y1,y2 € [ K, K].

Under Assumption 1.1, it is well known that for every u € L?(Q), the state
equation (1.1) admits a unique (weak) solution y = y(u) € H}(2) NC(Q), cf. [29,
Theorem 2.1]. Based on this, we may define the control-to-state operator associated
with the state equation (1.1) G : L?(Q) — H(2) N C(Q) that assigns to every
element u € L?(9) the solution y = y(u) € H () NC(Q) of (1.1). The solution
operator G with range in L*(Q) is denoted by S : L?(Q) — L?*(2). In other words,
we set S = 1pG, where iy is the compact embedding operator from H}(Q) to L*(€).
With this setting at hand, the control problem (P) can equivalently be formulated
as

minimize f(u) := J(u,S(u))
(P) over u € L*()

subject to y, () < G(u)(x) < yp(z) for a.a. z € Q.

Here, f : L?(2) — R is the reduced objective functional of (P) that is given by

1 o
F() = 318 () = 4,y + 5 NulEacoy
For the rest of this chapter, we assume that the admissible set
(1.4) {u € L*(Q) | ya(z) < G(u)(x) < yp(z) for a.a. z € Q}

is not empty. Thus, by classical arguments, the control problem (P) admits an
optimal solution, cf. the proof of Theorem 3.28 on page 90. Certainly, due to the
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nonlinearity involved in the state equation (1.1), one cannot expect the uniqueness
of the optimal solution. Therefore, we concentrate in our analysis on local solutions.

Definition 1.2 (Locally optimal solution to (P)).
(i) A function u € L*(Q) is called a feasible control of (P) if
u € {uec L*Q) | yo(z) < Gu)(z) < yp(x) for a.a. v € Q}.

(ii) A feasible control u of (P) is said to be locally optimal or a local solution to (P)
with respect to the L*(2)-topology if there exists a positive real number ¢ such

that
f(@) < f(u)

for all feasible controls u of (P) satisfying ||u — @120y < c.

We close this section by recalling a standard result on differentiability of the
solution operator G. The assertion can be verified by the implicit function theorem,
see [30, 34] or our argumentation in the proof of Theorem 3.19 on page 84.

Theorem 1.3 ([30, 34]). The operator G : L*(Q) — HZ(Q) N C(Q) is twice
continuously Fréchet differentiable. The first derivative of G at u € L*(Q2) in an
arbitrary direction u € L*(Q) is given by G'(W)u = y where y € H(Q) NC(Q) is
defined as the unique solution of

{Ay—i—dy(x,gj)y: u in

1.5
(1.5) y= 0 on T

with § = G(u). Furthermore, the second derivative of G at w in arbitrary directions

uy, uy € L*(Q) is given by G"(0)[uy, us] = y where y € HL(Q) NC(Q) is defined as

the unique solution of

{ Ay + dy(@, 7))y + dyy (2, 7)[y1, o] =
y —=

m

on T

1 :

with gy = G(u) and y; = G'(w)u;, i = 1,2.

1.3 First- and second-order optimality conditions

We present in the upcoming theorem the first-order necessary condition for (IP) that
is followed from Casas [25, 26|, [23] and Alibert and Raymond [3]. For the proof,
we refer the reader to the aforementioned references.

Definition 1.4 (Linearized Slater assumption for (P)). We say that a control
u € L*(Q) satisfies the linearized Slater assumption for (P) if there exist a function
up € L>*(Q) and a constant 6 > 0 such that

(1.7) Ya(?) +0 < G(u)(2) + (G'(Wuo)(x) < () = Vo €.

Theorem 1.5 ([25, 26]). Let u € L*(2) be a local solution to (P) with the associ-
ated state y € H}(Q) NC(QY). Further, assume that u satisfies the linearized Slater
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assumption for (P). Then, there exist Lagrange multipliers fiq, ity € M(Q) and an
adjoint state p € WH(Q), 1 < s < &=, such that

N_1’

(1.8) Azz+d(m,yg - g fffl sz

(1.9) Ap+dy (2, 3])]? - Y=y, + (o —ta)o in Q
p (Mb - Ma)|r on T

(1.10) P+ ai=

(111) /(ya — g) ditg :/(g — yb) duy = 0.

Q Q

Now, we are about to present a second-order sufficient optimality condition
for (P). Undoubtedly, the concept of sufficient optimality conditions in PDE-
constrained optimization was originally conceived by Goldberg and Tréltzsch [50,
51, 52|. Since then, numerous contributions towards its development for more gen-
eral problems have been made. See Bonnans [21], Casas and Mateos [30], Casas
and Troltzsch [32] and Casas, Troltzsch and Unger [35, 36]. In particular, we draw
attention to Casas, de Los Reyes and Troltzsch [29]. They recently established suf-
ficient optimality conditions that are, in some sense, very close to the associated
necessary one. In certain cases, these conditions even guarantee the existence of a
local solution with L?(2)-quadratic growth in the L?*(Q2)-topology. In other words,
the two-norm discrepancy can be omitted. In the following, the result is presented
in the context of (P). We will also employ the technique for the case study consid-
ered in Section 3.7 and the corresponding proof will be presented there. For further
details, we refer the reader to [29].

Definition 1.6. Let u € L*(Q) be a feasible control of (P) with the associated state
y € Hy(Q) NC(Q). Assume that pa, s € M(Q) and p € WH(Q), 1 < s < 5,
satisfy (1.9)-(1.11).

(i) The cone of critical directions associated with u is defined by

Ca = {h € L*(Q) | h satisfies (1.12) and (1.13)}

(1.12) yn(x) =

—
v
S
L=
=
&

I

<

S

8

~—

< 0 if gle) = p(w)
(1.13) /yh dita = /yh dpy = 0,
Q Q

where y, = G'(a)h.
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(ii) The Lagrange functional £ : L*(Q) x M(2) x M(Q) — R associated with the
control problem (P) is defined by

L, .€) = flu) + / (v — Glu)) du + / (Glu) — ) de.

Q

(iii) We say that u satisfies the second order sufficient condition for (P) if
0*L

ou?

(SSC) (@, fia, 1)1 > 0 Yh € Ca \ {0}

Theorem 1.7 (Casas, de Los Reyes, Troltzsch [29]). Let N € {2,3} and let
u € L2(Q) be a feasible control of (P) with the associated state y € HE(Q) N C(R).
Assume that g, 1, € M(Q) and p € W(Q), 1 < s < 5, satisfy (1.9)-(1.11). If
u satisfies (SSC) in the sense of Definition 1.6, then there exist positive real numbers

¢ and o such that o
fl@) + S llu = U720y < flu)

holds for all feasible controls u of (P) satisfying ||u — @l L2@) < €.

1.4 Lavrentiev type regularization

To give the reader some insight into the application of a Lavrentiev type regular-
ization to the pointwise state constraints in (1.2), let us first consider the following
equation:

(1.14) S(u) =w in L*()

with a given function w € L?(2). On account of the compactness of the embedding
H}(Q) — L*(Q), the control-to-state mapping S : L*(2) — L?*(Q) is compact.
Hence, if w € L?(Q) is given, it is known from the theory of inverse problems that
the equation (1.14) belongs to the class of ill-posed problems. To overcome this, we
apply the Lavrentiev type regularization

A+ S(u) =w with A >0

and hence we obtain a well-posed equation, cf. Lavrentiev [87]. Similarly to (1.14),
one is confronted with some ill-posed problems in (IP). It can be simply explained
by the situation where the lower bound of the state constraints (1.2) is active almost
everywhere at the optimal state, i.e., it holds that

U(z) = yo(x) for a.a. z € Q.
Then, we deal with the following ill-posed equation
S(u) =y, in L*().

This simple consideration was the initial motivation of approximating the state
constraints (1.2) into the following mixed control-state-constraints:

(1.15) Ya(2) < Au(x) +y(z) < yp(x) for a.a. €
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with a constant A > 0. Thus, we arrive at the following regularized problem:

min f(u)
(P)\) { ueL?(Q)
subject to  yu(z) < Au(z) + G(u)(z) < yp(z) for a.a. z € Q.

The above-described methodology was suggested by Meyer, Rosch and Troltzsch
[97] for the linear quadratic counterpart to (). Thereafter, Meyer and Troltzsch
[98] extended its application to the semilinear case (P,). We also refer to Rosch and
Troltzsch [110] for the analysis of optimal control problems involving mixed control-
state-constraints and simultaneously box constraints on the control. Compared to
[110], the existence of regular Lagrange multipliers for (P)) can be shown in a
fairly standard way. Since there is no constraint on the control, the regularized
problem (IP)) can locally be transformed into a purely control-constrained problem,
cf. Section 1.6. Hereafter, one immediately obtains the existence of regular Lagrange
multipliers associated with the mixed control-state-constraints of ().

Definition 1.8 (Locally optimal solution to (P))).
(i) A function u, € L*(Q) is called a feasible control of (Py) if

u, € {u€ L*(Q) | yalx) < Mu(z) + G(u)(x) < yp(x) for a.a. x in Q}.

(i) A feasible control w, of (Py) is said to be locally optimal or a local solution to
(Py) with respect to the L*(2)-topology if there exists a positive real number c
such that

fay) < f(u)

for all feasible controls u of (Py) satisfying ||u — u, || L2 < c.

Theorem 1.9 ([98, Theorem 3]). Let A > 0 and a, € L*(Q) be a locally optimal
solution to (Py) with the associated state §, € Hg(Q) N C(Q). Then, there exist
regular Lagrange multipliers p?, /f; € L*(Q) and an adjoint state p, € HF(Q)NC(Q)
such that

o SR R

(1.17) AP+ dy(@. 00D = Gyt —uy in O
p, =0 on T

(1.18) Py +at, + A —pg) =0

(1.19) 20, 20

(12 Yo — My — 5 )12 = (U2, Ay + 77, — W) r2¢) = 0.
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1.5 Convergence of local solutions

The following section is devoted to the convergence result of local solutions to (P))
in the case of A | 0. Certainly, this is a non-trivial issue that is mainly complicated
by the involved nonlinearity and the mixing of control and state variables within
the explicit inequality constraints. First, we recall the convergence result of globally
optimal solutions:

Theorem 1.10 ([68, Theorem 5.1]). Suppose that there ezists a globally opti-
mal solution to (P) satisfying the linearized Slater assumption for (P). Moreover,
let (@,)as0 be a sequence of globally optimal solutions to (Py). Then, (u,)xso IS
uniformly bounded in L*(Q) and every weakly converging subsequence of (i, )x=o
converges strongly in L*(Q) towards a global solution to the original problem (P) as

AL0.

In the upcoming result, we focus on the existence part: If a local solution @ of
(P) is given, then we aim at finding a sequence of locally optimal solutions to the
regularized problems (P)) converging strongly to @ as A | 0. Taking advantage of
some results of Casas et al. [29] and Casas and Troltzsch [33], the desired sequence
can be established under certain assumptions.

Theorem 1.11. Let u € L*(Q) be a local solution to (P) satisfying the linearized
Slater assumption for (P). If u satisfies the second order sufficient condition (SSC)
for (P), then there exists a sequence of locally optimal solutions {u, }xso of (P)
converging strongly in L*(2) towards the local solution u as X | 0.

The proof of the theorem is given in the following steps:

Lemma 1.12. Let v € L*(Q) be a feasible control of (P) satisfying the linearized
Slater assumption for (P), i.e., there is a ug € L*(2) such that

(120)  ya(2) 46 < G(v)(@) + (G Wuo)(x) < pola) =6 Vel

with a fized § > 0. Then, there exists a sequence {u? }3°, C L>®(Q) with the following
properties:

(i) The sequence {ud}32, converges strongly in L*(Q) towards the feasible control
v as k — oo.

(ii) For every k € N, there is a constant A\, > 0 such that
Yo() < Mud(2) + G(ud)(7) < yp(x) for a.a. x € Q
for all X < \g.

Proof. Since C() is dense in L?(2), there exists a sequence {a;}2, C C(Q) such
that

1
(121) ||CL]€—UHL2(Q) < E Vk € N.
By virtue of Theorem 1.3, we find that
Co
(122) 6w}k ~ 0)llagqanem < colla — vl < 2 k€N
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with a fixed constant ¢y > 0 independent of k. Let us now define the sequence
{up}ie, € L=(Q) by

3¢
(1.23) up = ay, + 5—kouo

Here, ug € L*(£2) and § > 0 are as defined in (1.20). Our goal is to show that the
sequence {u)}?2, satisfies the assertion of the lemma. In view of (1.21)-(1.23), we
have

360 1

(1.24) Jup = vl|z20) < llax — vl L2 + ||Uo||L°° <(1+ 01||U0HL°°(Q))E:

where ¢; := 3cyd~!. The latter inequality particularly implies that
(1.25) lim u) =v in L*(Q).

k—oo

We demonstrate now that for every sufficiently large k£ € N, there exists a
constant A, > 0 such that

Ya(z) < Aud(z) + G(u))(z) < yp(x) for a.a. x € Q
for all A < Agx. The Taylor expansion of G at v implies that
(1.26) G(up) = G(v) +G'(v)(uy, — v) + R(wy),
where the remainder term R : L*(Q) — H(Q) N C(Q) satisfies

HR(ug) HH&(Q)QC(Q)

(1.27) — 0.

k—oo  |luf) — v 220

Further, by (1.24)

IR CELIIN

0 _
HR(uk)”Hé(Q)ﬂC(Q) - Huk UH
|’R(u2>”H§(Q)mC(§) 1
1 s ()T
T — vl © el
Thus, (1.27) ensures the existence of an index number kg such that
0 Co
(1.28) 1R | myre@ = 37 VE 2 Fo-
Now, let k£ € N be arbitrarily fixed with k& > max{ko, ¢c;} and we rewrite (1.26) as
Gup) = G(v) +G'(v)(ug —v) + R(uy)

)
G(v) + (v)(ak+ UO_U>+R(uk)
= (1=3)G() + ()(ak—v)+ HG(v) + G (v)uo) + R(uy).
(

Since v is a feasible control of (P) and due to (1.22), (1.20) and (1.28), it immediately
follows that

(1.29) Glup) < (1- %)yb + %0 + %(yb —8) +

Co Co

R
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where we have used ¢; = 3¢od~!. Thus
¢
My (z) + G(up)(z) < Mupllze) + yo(z) — ?0 for a.a. x € Q.

We choose now a constant A\, > 0 such that

C
)\||U2||L°°(Q) < EO VA < A\

Therefore
M (z) + G(up)(z) < yp(z) for aa. 2 € Q

for all A < Ax. By analogous arguments, we find for all sufficiently small \ that
At (2) + G(ud)(x) > yo(x) for a.a. x € Q.

Thus, we end up with the conclusion that for every sufficiently large k, there is a
constant Ay, > 0 such that

Ya(r) < Ml (z) + G(ul)(z) < yp(x) for a.a. x € Q

for all A < A\. Hence, the assertion is immediately verified. 0O

In the sequel, let @ be a local solution to (P) satisfying the linearized Slater
assumption for (IP). Moreover, assume that @ satisfies (SSC) for (P). By virtue of
Theorem 1.7, there exist positive real numbers € and ¢ such that

(1.30) J(@) + Fllu — o < f(w)

is satisfied for all feasible controls u of (IP) with |lu — | ;2@ < € Next, let us
introduce the following auxiliary problem:

= min f(u)
(Py) |

subject to u € Uyg
where
(1.31) Urg={ue L*(Q) | lu— 2 < & and

Ya(2) < Au(x) + G(u)(x) < yp(x) for a.a. z € Q}.

It should be emphasized that the idea of considering the particular form (]?’A) is
adapted from Casas and Troltzsch [33]. Now, according to Lemma 1.12, one finds
a @ € L*() and a constant A > 0 such that @ is a feasible control of (By) for all
A <\, i.e., it holds that )

ueUyz VA A

Thus, for all A < 5\, (I@,\) admits at least one global solution in Uy z. For the rest of
this section, let {\,}32, be a sequence of positive real numbers such that

lim A\, =0 and )\nSS\ Vn € N.

n—oo

For each n € N, let &, € L2() be a (global) solution to (Py,) and our goal now is
to prove that u, — @ strongly in L?(Q).
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Lemma 1.13. Every weak limit u € L*(Q) of any subsequence of {u,}°, is a
feasible control of (P) or equivalently

Yao(z) < G(0)(z) < yp(x)  for a.a. x €.

Proof. Assume that a subsequence of {u,}°, denoted w.l.o.g. again by {wu,}>>,
converges weakly to a @ € L*(Q). In particular, {u,}2%, is uniformly bounded in
L*(Q) and hence

lim A\, =0 in L*(Q).

n—o0

Consequently, we can extract a subsequence, w.l.o.g {\,u,}>2 |, converging to zero
almost everywhere in 2:

(1.32) lim \,u,(z) =0 a.e. in Q.

n—oo

By standard arguments, cf. [118], the weak convergence u,, — u in L*(Q) yields
G(u,) — G(u) weakly in Hy(€).

Thus, invoking the compactness of the embedding H} () — L*(Q)

(1.33) lim G(u,) = G(@) in L*(Q).

Since u,, is a feasible control of (fDAn) for all n € N, we have
Ya(z) < Mty () + G(uy)(z) < yp(x) for a.a. € Q Vne N

Hence, in view of (1.32)-(1.33), the assertion of the lemma is verified. [

Lemma 1.14. The sequence {u,}°, converges strongly in L?(Q) towards the local
solution u.

Proof. We have already mentioned that @ is a feasible control of (P, ) for all n € N.
Consequently

~ ~ [0S

Particularly, the sequence {u,}°%, is uniformly bounded in L?(2). Thus, there
exists a subsequence of {u,}>2; denoted w.l.o.g. by {u,}°°, such that w, — @
weakly in L?(Q2). Based on Lemma 1.13, this weak limit @ is a feasible control of
(P). Furthermore, since the set

fue L3Q) | lu— e < &)
is weakly closed, it satisfies
(1.34) I — e < &
According to Lemma 1.12, there exists a sequence {ul}?°, C L>() such that

(i) The sequence {uf}?°, converging strongly in L?*(Q) to @ as k — oo and it holds
that ||u) — @|r2(q) < € for all k € N.
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(ii) For each k € N, there exists an index number n; € N such that ) is feasible
for (P,,) for all n > ny, i.e.

Yo(r) < Au(z) + G(ud)(2) < yy(z) for aa. € Q Vn > n.

By the definition of the admissible set U, _in (1.31), (i)-(ii) imply particularly that

for every k, u) is feasible for (IF’AR) for all n > ny. Consequently

Fn) < fluy)  ¥n > ng.

Passing to the limit n — oo, it follows from the lower semicontinuity of f that

(1.35) f(@) < liminf f(@,) < limsup f(@,) < f(u3).

n—oo

Since (1.35) holds true for every arbitrary k& € N, passing to the limit & — oo, the
continuity of f together with (i) imply that

(136)  f(@) < liminf (@) < lmsup (@) < lim f(u) = f(a).

n—oo

In addition, taking account of (1.34) and since @ is a feasible control of (IP), (1.30)
ensures that

J@) + 51— s < (@),

Applying the latter inequality to (1.36)

_ g~ _ _
f(u) + 5”“ - UH%Q(Q) < f(w).
Consequently, © = @. From the latter equality together with (1.36), it follows that
Tim (@) = f(a).

Hence, invoking again the compactness of the embedding Hg(2) — L?(f2), we arrive
at

Jim tnllz2) = llallz2@)-

Consequently, by virtue of the weak convergence u,, — u, the assertion is verified.
0

It should be pointed out that the global solution u, of (IPy,) could possibly be
located at the boundary of the ball Bs(a) = {u € L*(Q) | ||u — @12 < €}. In
such a case, w, is not a local solution to (P, ). Nevertheless, by the convergence
U, — U in L*(Q), one can show that, for all sufficiently large n, 1, is a local solution
of (Py,). Therefore, it cannot be located at the boundary of Bz(u).

Lemma 1.15. For every sufficiently large n, w, is a local solution to (Py,).

Proof. Let u be a feasible control of (Py,) satisfying ||u — | 12(0) < . Then, for
all sufficient large n, the strong convergence u,, — @ implies that

m

_|_

DO | )
DO |

(1.37) lu =l 2(q) < llu—Unllr20) + [[tn — | L2() <
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Consequently, we have u € U, _ and hence since u, is an optimal solution to (IF’,\n),

we infer

f(an) < f(uw).
Altogether, for all sufficiently large n

f(@n) < f(u)

holds for all feasible controls u of (Py,) satisfying ||u — uy||12(0) <
local solution to (P, ) for every sufficiently large n. O

. Thus, w, is a

I

Finally, collecting the results above, the assertion of Theorem 1.11 is verified.

1.6 Sensitivity analysis of the linear quadratic counterpart to
(P)

We continue our study by performing a sensitivity analysis with respect to the regu-
larization parameter A. Our main goal is to establish the local Lipschitz-continuity
and the differentiability of the mapping A — ¢,. As pointed out in the introduction,
such an issue is useful for devising stable numerical algorithms associated with (Py).
The corresponding analysis is performed for the linear quadratic counterpart to (P),
i.e., the case where d(-,y) = 0. In other words, we consider the following problem:

minimize J(u, y) == 3y — ¥, 720 + 5lul72(q)

subject to Ay =u in Q

(P) y=0 onl
Ya(x) < y(z) < yp(z) for a.a. z €.

Before going into the details, let us underline again that the results presented in the
following have been published in [70]. For the convenience of the reader, the linear
quadratic problem is denoted again by (P) and we use the same notation as before.
Since d(-,y) = 0, the solution operator

G:L*(Q) — H}(Q) NC(Q)

is now linear. Recall that the solution operator with range in L?(2) is denoted by
S : L*(Q) — L*(Q), see page 3. Thanks to the linearity and continuity of S, the
reduced objective functional of (P) that is given by

1 a
(1.38) fLX(Q) =R, f(u) = J(u,Su) = SlSu— YullZ2() + 5““”%2(9)7

is strictly convex. Thus, (IP) admits a unique solution and the first-order optimality
condition for (P) is sufficient. Similarly to the semilinear case, the Lavrentiev type
regularization approximates the pointwise state constraints in () by mixed control-
state-constraints:

minimize J(u, y) := [y = y,ll720) + $lulliz(q

subject to Ay =u in Q
() y=0 onl

Yo(x) < Mu(z) + y(z) < yp(x) for aa. o € Q.





