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Chapter 1

| ntroduction

The Internet has evolved to the main source of information and to a highly efficient com-
munication means for millions of people all over the world. High bandwidth Internet
access enables users to download World Wide Web and multi-media content and com-
municate via e-mails, Internet chat, voice or even video. By means of wireless commu-
nications this access is possible on the move. However, wireless bandwidth is a scarce
resource and must be shared by all users that are located in some proximity. Especially in
areas of high user density, so called Hot Spots, the existing resources must be used most
efficiently to satisfy all communication demands.

Wireless communication technologies that enable Internet access can be split into two
categories, namely cellular networks and Wireless Local Area Networks (WLANS). In
cellular networks the mobile stations connect directly to base stations, which provide
the access to the fixed network. The transmission power can be quite high leading to
large coverage of a base station. The coverage of the network is further increased by
allowing the mobile station to handover between base stations. The 2nd generation of
cellular networks, which is represented by GSM systems in Europe, provides mainly voice
communication and very low rate data access. On the way to the next generation of mobile
communication systems, GPRS being a packet switched network was the first step in
the direction of cellular Internet access. Data rates of up to 100kbps allow to retrieve
World Wide Web content and communicate via e-mail. Multi-media communication is
possible with the 3rd generation of mobile networks, namely UMTS in Europe and Asia.
With a data rate of up to 2Mbps per cell, users could possibly access the Internet with a
comparable Quality of Service (QoS) as via a fixed line at their home. However, as the
data rate is shared between all users of that cell, data rates of up to few 100kbps are more
common. With the advent of UMTS Release 5 the High Speed Downlink Packet Access
(HSDPA) increases this bit rate to up to 10Mbps, shared between the users of a cell. While
HSDPA is currently being deployed and it is started to be used, the access speed of wired
links at homes is increased to few Mbps, which does not need to be shared with other
users. Hence, comparable wireless access is again not possible in Hot Spots, where many
users share the wireless bandwidth.



2 Chapter 1: Introduction

In parallel to the cellular networks Wireless Local Area Networks (WLANS) have been
developed. The paradigm of these networks is completely different, as they aim at low
cost high bit rate access. This comes at the cost of QoS, which cannot be guaranteed and
efforts to differentiate at least between service classes have not yet found the way into
the mass market. Instead, WLANSs are deployed in many Hot Spots, usually consisting
of one or few access points only. As in cellular systems, the users connect directly to the
access point, but with less transmission power. Hence, the coverage is reduced, but also
the spatial frequency reuse is increased. Handovers between access points are possible,
but rarely used. The aim of these networks is to offer fast Internet access to users at that
location; moving users that want to stay connected while traveling long distances have to
use cellular systems. However, because of the comparable low operational cost and the
high bit rates, WLANS build a strong alternative for Internet access at Hot Spots.

The channel bit rate of an access point to be shared between all users in a WLAN could
be as high as 54Mbps. But, also at lightly loaded access points, the data rate of users
is much lower, because of the probabilistic medium access protocol and the resulting
overhead. The probabilistic channel access method poses also the problem of a variable
channel access delay and further variabilities in the available bit rate to the user. The delay
fluctuations could disturb real-time communication, because of the high delay jitter. The
bit rate changes due to the channel access are usually not so problematic as long as the
average bit rate is reasonably high. However, it depends on various other parameters than
the channel access method. E.g., I will show in the next section that the bit rate available
to a user of a WLAN can drop from reasonable values to a small fraction of that, only
because other users have changed their locations. In many scenarios, even the high bit
rates of WLAN today are not high enough or not efficiently enough exploited to offer
users the Internet access quality in Hot Spots, which they are used from their wireline
connection at home.

The aim of this thesis is to identify the main issues and performance influencing parame-
ters of wireless Internet access at Hot Spots. Further, I will propose methods to increase
the efficient use of todays WLAN systems and judge them by means of analytical and
simulative performance evaluation.

The first task is to identify the main performance influencing parameters of WLAN. It
is important to know, why users are confronted with such highly variable bit rates. By
knowing the reasons, one could possibly find counter measures. To do so, | will first build
an analytical model of WLAN, verify and evalute it in Chapter 2. The model includes
a physical layer abstraction, that considers different modulation schemes and their error
characteristics at bit level. The Medium Access Control (MAC) layer is modeled in great
detail, as one could expect that access to the shared channel plays a significant role for
the overall performance of users and system. This model is then used to analyze the QoS
of different applications. First simple Constant Bit Rate (CBR) flows are considered from
the access point to the users, a traffic characteristic that multi-media streaming applica-
tions could generate. Then the model is enhanced to Transmission Control Protocol (TCP)
flows from the access point to the users. This represents the case where users download



data from the Internet, still the most common application in the Internet today. Finally,
bi-directional CBR traffic is modeled, representing e.g. voice communication. After veri-
fying the model by means of simulations, I identify the QoS of users in a WLAN and the
main parameters on which the QoS depends.

One of the main QoS influencing parameters is the location distribution of all other users
that are connected to the same access point. I make use of that to control the QoS of users
connected to a WLAN in Chapter 3. QoS control in WLAN is different from QoS control
in fixed networks. Some requirements on a QoS control system are defined, which reflect
the special properties of WLAN. Then two QoS control systems based on user locations
are proposed and their superior performance is shown by means of simulations.

The QoS control systems allow to enhance the QoS of selected users and further to in-
crease the efficiency of the access point. Still, the capacity of the network is not suffi-
cient to satisfy all users. One way to increase the capacity is multi-hop communication.
Thereby, stations act as source, destination and router in parallel, possibly forwarding
flows for other stations. As the number of hops increases, the hop length decreases and
more efficient communication takes place. | investigate how multi-hop communication
can increase the network capacity in our access network scenario in Chapter 4.

Multi-hop communication has been researched for years and many different proposals
have been made to increase the capacity further or make the communication more effi-
cient. First, it is important to find out which of these mechanism should be used in the
special case of multi-hop Internet access networks that is considered. Two basic wireless
communication mechanisms, namely rate adaptation and power control are investigated
to see their effect on the network capacity. These mechanisms are evaluated in Section 4.2
regarding a theoretical maximum performance gain.

Next, a suitable routing algorithm needs to be found that reaches the performance limits
as good as possible. | develop an analytical evaluation methodology to compare selected
routing algorithms from related work. Further two routing metrics are proposed that use
the capacity of the access network very efficient and these are evaluated as well. The eval-
uation methodology is verified as well as the performance figures by means of simulations
and it is shown that the new routing metrics outperform those of related work and nearly
reach a theoretical upper performance limit.

Finally, I conclude this thesis in Chapter 5, where | summarize again the problems and
issues of WLAN usage in areas with high user density. I highlight my findings and give
suggestions on how to enable efficient Internet access in Hot Spots.






Chapter 2

An Analytical Model of WirelessLAN

Wireless LAN (WLAN) in general is able to offer users high bit rates and reasonable low
delays, compared to other wireless communication technologies. However, the offered
Quality of Service (QoS) is highly variable and usually not controlled. A user might get
fast access at one point in time and the same user is offered a very low bit rate shortly
afterwards. There is a significant dependence between the QoS of all users and a change in
the wireless connection to one user could have performance implications to all others. All
these factors make it hard to estimate the QoS of communication over WLAN. However,
many applications could benefit from a more stable QoS or at least a more predictable
one. E.g. users that are connected to cellular networks and get into coverage of a WLAN
access point would need a reliable QoS estimation to make efficient handover decisions.
In this section, the problem of identifying the main performance influencing parameters,
i.e. the parameters that this QoS variability depends upon, is tackled.

Itis a well known fact, that research, development and performance evaluation on network
and transport layer requires the right models of the lower layers of the communication
protocol stack (see for example [46]). The right models could thereby range from very
detailed bit level modeling to rather abstract models at packet or flow level, depending on
the issues that are to be investigated. E.g., a proof of concept for a signaling protocol might
require only a high level packet error and delay model, whereas a performance evaluation
of media transmission over a wireless channel requires detailed bit error modeling.

The first step now, is to build an analytical model of WLAN to get a good understanding of
the system and be able to investigate the effect of parameter changes on the user or system
performance. As said above, this model needs to have the right level of abstraction. The
bit level needs to be considered, because different modulation schemes can be used. These
in turn determine large parts of the transmission speed and error probability. The packet
level must be considered in detail, because the MAC layer controls channel access by a
probabilistic access scheme that is expected to have a significant performance implication.
Further, packet retransmissions could be scheduled for corrupted or lost packets. Finally,
the flow level has probably significant performance implications, because all flows will
usually share the common bottleneck access point in order to reach the Internet or reach

5



6 Chapter 2: An Analytical Model of Wireless LAN

the users from the Internet. Hence, an analytical model of WLAN is required on bit,
packet and flow level; it will be developed and presented in this chapter.

First, an overview of WLAN and especially the IEEE 802.11b system is given in the next
section. WLAN performance has been studied for quite some time now, resulting in many
different WLAN models at different levels of abstraction. The main related work in this
area is presented in Section 2.2 and thereby it is shown how to differentiate the model
to be newly developed from the prior art. The analytical model of WLAN at bit level is
presented in Section 2.3. There, the assumed propagation and error model is presented
and a transaction error probability depending on parameters such as the used modulation
scheme and distance between sender and receiver is derived. Considering the channel
access mechanisms of WLAN and finally deriving the MAC layer throughput of a station
depending on its distance to the access point is done in Section 2.4, where the packet level
model is presented. Assuming Constant Bit Rate (CBR) traffic from the access points to
the users, the service time distribution of the access point is calculated and from that the
throughput that each user will get is estimated in Section 2.5. The results are verified by
simulations.

In Section 2.6 the scenario is enhanced to consider TCP traffic flows via the access point
to the users. Thereby, the access point is modeled as an M/G/1/B queuing system. The
system is analyzed by mean of a Markov chain and from that the loss rate and delay is
calculated. This enables to determine the TCP throughput that users achieve. Again, the
performance is evaluated in detail and the findings are verified by means of simulations.
While the TCP throughput calculation already required to consider collisions on the wire-
less channel, because TCP data packets might be sent downlink at the same time as a TCP
acknowledgement uplink, the collision model is further enhanced in Section 2.7. There,
bi-directional voice traffic is modeled using the queuing model and Markov chain analysis
from the previous sections.

2.1 Introduction to WirelessLAN

WLAN in general is a wireless data communication possibility in a locally limited area.
Most WLAN technology used today is based on the IEEE 802.11 standard. All models and
investigations in this dissertation are also based on this standard. Hence, | will describe
the main properties and issues of WLAN according to IEEE 802.11 in this section.

2.1.1 A Short History

The Institute of Electrical and Electronics Engineers (IEEE) identified the need to have a
wireless alternative to Ethernet LAN and started standardising WLAN in its activity group
IEEE 802.11 in the early nineties. In 1997 the first standard, IEEE 802.11, was released.
It specified two different raw data rates, namely 1 Mbps and 2 Mbps, to be transmitted via



2.1: Introduction to Wireless LAN 7

Infra-Red (IR) signals or in the Industrial Scientific Medical (ISM) frequency band at 2.4
GHz. Further, the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
scheme was defined to access the channel.

Event though, the manufacturers adopted this first standard and designed a variety of IEEE
802.11 compliant devices, interoperability was not necessarily given. This was due to
the fact that the standard allowed different implementation possibilities which could lead
to problems in interoperability. In 1999 the first amendment to the initial standard was
released as IEEE 802.11b. Here, the physical layer was enhanced by two more possible
data rates, 5.5 Mbps and 11 Mbps. As the interoperability problems were still present,
but the manufactures saw the significance of the WLAN market, the Wireless Fidelity
(WIFI) alliance was founded in 1999. The WIFI alliance is an organization of about 200
companies that certificates WLAN products according to interoperability. The work of the
WIFI alliance increased the acceptance of WLAN at end users and was the driving factor
to the success of WLAN that we see today.

In parallel to the IEEE 802.11b standardization, the IEEE 802.11a amendment, released
also in 1999, described also a new physical layer in a frequency band at 5 GHz; data rates
of up to 54 Mbps are possible. In 2003 the IEEE 802.11g amendment was finalized, where
it is possible to have these high data rates in the same 2.4 GHz band as the IEEE 802.11b
standard.

2.1.2 |EEE 802.11 Architecture

The IEEE 802.11 architecture is based on the main building blocks Station, Basic Service
Set (BSS), Extended Service Set (ESS) and Distribution System (DS). An overview on
how these could be interconnected can be seen in Fig. 2.1.

The smallest IEEE 802.11 entity is a station. A station is a component that connects to
the wireless medium. It consists of a MAC and a Physical Layer (PHY). A station can
be portable, mobile, or embedded and offers fundamental services such as authentication,
de-authentication, data delivery and privacy.

A BSS is a set of stations communicating with one another. A BSS does not refer to a
sharply bounded area because of propagation uncertainties. If all stations within a BSS
are mobile and there is no connection to another (wired) network, the BSS will be referred
to as an ad-hoc network. An ad-hoc network is typically a short lived network with a
relatively small number of stations created for a temporary purpose, e.g. exchange files
during a group meeting. All stations communicate directly with one another. A BSS which
includes an Access Point (AP) is called infrastructure BSS. The AP is a dedicated station,
which provides additional functionality. Any communication among stations is routed
via the access point. The AP is also defined as a gateway to the wired network or to
a Distribution System (DS), which interconnects multiple BSSs to enlarge the WLAN
networks.
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Figure 2.1: IEEE 802.11 architecture overview.

The DS and BSS allow forming a wireless network of arbitrary size and complexity. This
type of network is referred to as an Extended Service Set (ESS). All stations within an
ESS may communicate with each other and mobile stations may move between BSS.
Thereby, BSS can be physically disjoint or co-located, or they can be partially or com-
pletely overlapping.

2.1.3 Protocol Architecture

The IEEE 802.11 protocol architecture is depicted in Fig. 2.2. Five different physical
layers are available up to the time of writing, which are subdivided further into a Physical
Medium Dependent (PMD) and a Physical Layer Convergence Protocol (PLCP) layer.
The PMD provides the actual interface to send and receive data between two or more
nodes. The PLCP allows the IEEE 802.11 MAC to work with a minimum dependence
on the PMD sublayer. It opens the opportunity to use the same MAC protocol on top of
several physical layers by offering the same interface.

The MAC layer is situated on top of the physical layer and subdivides into a Distributed
Coordination Function (DCF) and a Point Coordination Function (PCF). The DCF incor-
porates all basic MAC functionalities and provides for the fundamental contention service,
which is similar to the asynchronous unreliable service offered by IEEE 802.3 networks.
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Figure 2.2: IEEE 802.11x protocol overview.

The optional PCF resides on top of the DCF and offers time bounded and contention free
service.

The IEEE 802.11x standards provide five physical layers based on Infrared (IR), Fre-
quency Hopping Spread Spectrum (FHSS), Direct Sequence Spread Spectrum (DSSS),
DSSS with the use of Complementary Code Keying (CCK) modulation, and Orthogonal
Frequency Division Multiplexing (OFDM), respectively.

In IEEE 802.11b, there are two possible PLCP frame structures, depicted in Fig.2.3. The
long preamble type frame is backwards compatible with the 1 and 2 Mbps version. It
consists of a SYNC field for receiver synchronization purposes, a Start Frame Delimiter
(SFD) field marking the start of the frame, a Signal field indicating which data rate must
be used to receive the Protocol Service Data Unit (PSDU), a Service field, which primarily
indicates which type of modulation must be used to demodulate the PSDU, a Length field
indicating the frame end to the receiver, and a Cyclic Redundancy Check (CRC) field used
to check the correctness of the received header. The next field called PSDU contains the
payload data. The preamble and the header are sent at 1 Mbps using DBPSK modulation.
The PSDU is sent at the speed indicated by the Signal field.

Since the long frame preamble imposes a considerable overhead at higher data rates, a
frame with a short preamble, which is not backwards compatible to the 1 and 2 Mbps
frame version with the long preamble, was introduced. Therefore all stations in a BSS
will have to support a short preamble frame type if it is used by one station. A frame
with a short preamble primarily differs from its counterpart in the SYNC field, which is
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Figure 2.3: PLCP frame structures in for the long and short preamble mode.

considerably shorter. The preamble part of the frame is sent at 1 Mbps while the header
part of the frame is sent at 2 Mbps. The PSDU is sent at 2, 5.5 or 11 Mbps.

2.1.4 |1EEE 802.11 Medium Access Control

The primary task of the IEEE 802.11 MAC protocol is to provide an efficient, fair, secure
and reliable data transfer service. Several problems arise because of the communication
medium being a radio channel. The MAC protocol has to take the noisy and unreliable
channel into account. This includes that the channel conditions may change rapidly.

The basic MAC protocol is similar to the 802.3 MAC. It belongs to the Listen Before Talk
(LBT) protocol class, but uses additional features, e.g. immediate acknowledgements or
channel reservation. The IEEE 802.11 MAC works in a distributed manner, although it
also supports centralized control.

2.1.4.1 FrameFormats

An IEEE 802.11 frame as shown in Fig 2.4 basically consists of a frame header, a frame
body and a Frame Check Sequence (FCS). Not all fields in the MAC header are used for
all MAC packets. The actual frame composition using the fields described below and the
exact meaning of these depend on the type and subtype of the frame.
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Figure 2.4: General MAC frame format.

The Frame Control field comprises information needed by the receiving MAC to
interpret the subsequent fields of the MAC header. It contains information such
as the type (data, control, management) and subtype (specific type of frame, e.g.
Beacon) of the frame, whether the frame is a fragment and further fragments are
outstanding, whether the frame is retried and encrypted or what the power mode of
a station is or will be after a successful frame exchange.

The Duration/I D field indicates how long an ongoing frame exchange lasts, where
a frame exchange consists of a MAC data packet plus MAC acknowledgement in
unicast mode or only the MAC data packet in broadcast mode. The value is used
to update the Network Allocation Vector (NAV), which provides a virtual carrier
sense capability. The virtual carrier sense mechanism is described in detail in the
next section.

The Addressfields describe the originator (source address) and/or the receiver (des-
tination address) of a particular frame. Two additional address fields can be incor-
porated, depending on the type of the frame. These two fields may be used for the
BSS identifier (only probe request frames), for the transmitter address or for the re-
ceiver address (which can be different from source and destination address because
the frame is sent via an AP into another BSS).

The Sequence Control field identifies the frame by a particular number and enables
the receiver to detect duplicate frames. Four Bits of this field are used to number
fragments if the packet is fragmented.

The Frame Body contains the information specific to each data or management
frame. It may be as long as 2312 Bytes.

The FCSfield contains the result of the CCITT CRC-32 polynomial applied to the
MAC header and the frame body. It is used to check the correctness of the entire
MAC frame.

2.1.4.2 Distributed Coordination Function

The Distributed Coordination Function (DCF) is the basic operation mode. It is gener-
ally described as Carrier Sense Multiple Access / Collision Avoidance (CSMA/CA). This
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means it is a Multiple Access (MA) scheme with a Carrier Sense (CS) and a Collision
Avoidance (CA) component.

If the MAC receives a request to transmit a frame, it first checks the availability of the
radio channel. If the channel is sensed idle for a Distributed Inter-Frame Space (DIFS)
time interval, the frame transfer starts immediately. There may be an additional random
delay introduced by the CA mechanism if there was an ongoing transmission while the
transmit request was received. The CA mechanism is explained later in more detail. If no
other station starts a frame transmission before the CA phase is over, the MAC will start
the transmission of the frame. Afterwards the MAC awaits an Acknowledgement (ACK)
from the receiver of the frame within a Short Inter-Frame Space (SIFS) time interval.
Upon reception of the ACK the whole procedure starts over for a new request to transmit
a frame, if any. If the station has not received the ACK after time Extended Inter-Frame
Space (EIFS), the frame is retransmitted until it is successfully received or the maximum
retry counter expires. Retransmissions influence the CA mechanism as explained later.
The basic access mechanism is depicted in Fig. 2.5.

|_ Carrier Sense

|
CA Phase

||||||||

Frame Frame ACK

| DIFs |  Backoff | sIFs
r(ErFS}T Window

Figure 2.5: IEEE 802.11 basic access mechanism.

As said above, a frame is usually transmitted without any delay after sensing the channel
idle for DIFS time. If the channel was not silent during the DIFS listen interval, con-
tention for the radio channel is assumed, which can lead to a higher collision probability.
The MAC counteracts contention with the CA mechanism, which basically introduces an
additional delay before the actual frame transmission to spread the channel access of dif-
ferent stations in time. If the radio channel remains idle within in this random interval, the
frame transmission is started. The interval is called backoff window and is calculated as:

Tbo =b- Tslota (21)

where b denotes the backoff value drawn from the contention window. b is a discrete
random variable uniformly distributed between 0 and C'W; Ty, is the duration of a time
slot, which is a physical layer dependent parameter. The contention window, C'W, is
initially set to a value CW,,,;,,, which is 31 in the initial IEEE 802.11 standard. Each time
a transmission fails, the MAC layer assumes that this had happened due to a collision and
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thus further reduces the collision probability by increasing the backoff window interval.
Thereby, the contention window is increased as follows:

CW oy = 2 - (CWOM -+ 1) — 1. (22)

However, a maximum contention window, C'W,,,... is defined, which is 1023 in the initial
IEEE 802.11 standard. In case of a successful transmission the contention window is
reduced to CW = CW,in.

A station, which receives a signal from another station while listening to the radio channel
during the backoff interval, defers until the channel was idle for a DIFS interval again. In-
stead of computing a new backoff value it uses the old value minus the time already spent
during the backoff interval of the previous channel access attempt. Therefore a station that
lost the competition for channel access has a higher priority for the next channel access
attempt.

Besides physical layer channel sensing, additionally virtual channel sensing is used by
means of the Network Allocation Vector (NAV). It indicates usage of the channel, inde-
pendent of the outcome of the physical layer channel sensing. The NAV is set according
to the duration field of a received frame. The duration field contains the time in microsec-
onds that is needed for a successful completion of the frame exchange sequence. Even
if a station cannot detect the entire frame exchange, e.g. due to range limitations, it will
not disturb an ongoing transmission by accessing the channel itself, since the set NAV
indicates an unavailable channel.

Usually not all stations within a BSS are aware of an ongoing transmission because of
range limitations. As a result collisions can occur at the receiver. This problem is com-
monly referred to as the Hidden Terminal problem. To combat this, a four-way handshake
transmission mode, namely Ready to Send (RTS)/ Clear to Send (CTS), can be used op-
tionally. By transmitting an RTS message prior to the data all stations in the vicinity of
the sender are informed about the start of a transmission. Although we could assume col-
lisions only to occur at the receiver, the sender has to inform its vicinity as well, since it
has to receive the ACK frame to complete a frame transfer successfully. Accordingly the
intended receiver of a frame sends a CTS to inform its vicinity. The surrounding stations
update their NAV and will not transmit as long as the NAV is set. The RTS frame may col-
lide with other frames as well since the basic channel access rules apply. But the collision
time, i.e., the total time between the start of the transmission of at least two frames and
the end of the transmission of the frames, is significantly reduced as a secondary effect.
Only short RTS instead of the longer MAC Protocol Data Units (MPDU) collide.

Fragmentation is a MAC feature to combat packet errors. Generally, long packets are
more likely to be hit by an error than shorter packets. Therefore, a frame can be split into
several fragments if the frame size exceeds a certain adjustable threshold value. Fragmen-
tation may be combined with the RTS/CTS mechanism. Fragmentation is transparent to
the upper protocol layers. In order to transmit a fragmented frame efficiently, the frame is
sent as a fragment burst. Normal access rules apply for the first fragment. The remaining
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Figure 2.6: IEEE 802.11 point coordination function.

fragments are sent immediately after a SIFS, if the previous frame was acknowledged.
If one fragment remains unacknowledged, the transmission of the frame is resumed with
unacknowledged fragments following the basic access rules. In other words, instead of
transmitting the entire frame again, which can incur a considerable overhead, only the
missing part of the frame is sent. The packet size plays a major role regarding the perfor-
mance. The largest payload of a MAC packet is 2312 Bytes and the smallest is O Byte.
Assuming an ideal radio channel, large packets would result in a high throughput perfor-
mance because of the small overhead payload ratio. However, the collision window and
the channel access delay may be increased, in turn reducing the throughput. Small packets
a priori lead to a lower throughput because of the higher overhead-payload ratio, but the
packet error probability is reduced. Therefore the likelihood of a successful transmission
over an impaired radio channel can be increased to a certain extent if shorter packets are
used.

2.1.4.3 Point Coordination Function

The IEEE 802.11 MAC may also incorporate an optional access method called a Point
Coordination Function (PCF), which is only usable on infrastructure network configu-
rations. This access method uses a point coordinator (PC), which operates at the access
point of the BSS, to determine which station currently has the right to transmit. The oper-
ation is essentially that of polling, with the PC performing the role of the polling master.
The functionality of the PCF is depicted in Fig. 2.6.

The PCF uses a virtual carrier-sense mechanism aided by an access priority mechanism.
As can be seen in Fig. 2.6, the time is divided into a contention period and a contention
free period. During the contention period the basic access scheme is used, mainly for
stations using the best effort service. The contention free period is governed by the PCF
mechanism.

To start a contention free period, the PC sends a Beacon management frame that sets the
NAV in all stations to the length of the contention period. This beacon is sent after sensing
the channel idle for a PCF Inter Frame Space (PIFS). The PIFS is shorter than DIFS to
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have priority over basic access data frames, but longer than SIFS in order to allow ACKs
to be sent before the contention free period starts.

After reserving the channel with the beacon frame, the PC polls the stations for uplink
data and sends the downlink data scheduled for this contention free period. Therefore, the
downlink data for the first station is sent and/or the first station is polled. The frame is
sent a SIFS period after the beacon frame. If data was sent, the PC waits for an ACK. If
a station was polled, the PC waits for data. In both cases the PC has to wait for a SIFS
period only, after which it either receives data or ACK or polls the next station. The ACK
of the previous data packet sent is always piggy-backed onto the data frame to the next
station, as is the poll to the same station the data is sent to.

2.2 Related Work

The performance of WLAN has been investigated for years now. The result of this effort
is a variety of analytical WLAN models, simulation studies and test bed measurements.
For the aim of finding the main performance influencing parameters of WLAN, a bit
level, packet level and flow level model is required to come to reliable conclusions. In this
section the related work is described and it is shown why the existing models were not
sufficient for this work.

First, related work on modeling WLANSs assuming saturation conditions is described.
Saturation conditions mean that the stations always have a packet to send. After that,
models are described that do not make this assumption, but rather consider some kind of
application or packet arrival process at the stations. These models are usually described
by queuing systems.

2.2.1 Packet Level Modelsunder Saturation Conditions

Bianchi was the first to describe an analytical model of the DCF at packet level in [13],
[14] and [15]. The average throughput is evaluated by means of modeling the channel ac-
cess behavior with a two-dimensional Markov chain. A number of sources are assumed,
which are saturated, i.e. always have packets to send. Transmission errors are not consid-
ered and all packets are sent with the same modulation scheme. As the aim of this thesis
is to investigate the effect of all parameters on the user performance, especially the users’
locations, a more accurate model of the packet transmission itself is required. Further,
looking at applications that are in use at Hot Spots today, e.g. surfing the Internet, multi-
media streaming, voice communication, saturated sources cannot be assumed. Still, this
quite simple model has proven to be accurate in predicting the performance of WLAN
under the above mentioned assumptions and is the reference to nearly all following work
done on WLAN modeling.
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In [23] Chatzimisios et al. extend the above mentioned Bianchi model to calculate the av-
erage transmission delay of packets, including channel access delay, but excluding queu-
ing delay. In [24] the authors further enhance the model to consider a finite number of
retransmissions and calculate the transmission delays in that case. Further a packet drop-
ping probability is calculated, where packet drops occur only if the maximum number
of transmissions is exceeded. The same model is used in [26] and [27] to investigate the
effect of the backoff parameters on the delay and throughput performance and further in
[114] to investigate the effect of allowing stations to send packet bursts instead of single
packets. Another enhancement of that model is described in [25], where transmission er-
rors are considered by means of a fixed bit error rate. All of these models have in common
that saturated sources are assumed and rate adaptation is not considered.

Ziouva et al. extend the Bianchi model to consider a state in which a station could send
without invoking the backoff procedure in [130]. However, according to the IEEE 802.11
standard this is only allowed, if a station wants to send a packet, has not sent a packet
immediately before and senses the channel idle for time DIFS. As Bianchi considers sat-
urated sources only, this state would not be reached. In [130] the authors falsely assume
that this state is also entered when a station has just sent a packet and immediately after
that senses the channel idle for time DIFS. Still, the analysis of considering the additional
state without backoff is useful for investigations of non-saturated sources. However, the
proposed Markov chain is solved under the assumption of saturated sources.

In [19] Cali et al. use a similar model to calculate the saturation throughput for different
numbers of competing stations. Further, a theoretical upper bound of the throughput is cal-
culated assuming a perfect channel access scheme. It is shown that by tuning parameters
of the backoff scheme this maximum throughput can nearly be reached. However, the op-
timum parameters depend on the environment and scenario and thus would be need to be
changed dynamically. The authors prove their results by simulations. Xiao et al. calculate
a theoretical throughput limit of 802.11 networks in [121]. They also consider different
modulation schemes and come to the conclusion that regardless of the used transmission
bit rate a theoretical throughput limit exists, which depends on the channel access scheme
and transmitted overhead. A similar investigation with the same results was conducted
by Jun et al. in [65]. Even though different modulation schemes are considered, | cannot
make use of these models for my work. In these models, all stations use the same modula-
tion schemes and work under saturation conditions. Bit errors are not modeled and neither
are queuing losses, which means that packets can get lost only because of collisions.

In [47] and [49] the authors extend the Markov chain of the Bianchi model to consider
transmission errors. Thereby, a fixed bit error rate is assumed. Further, the authors con-
sider a finite number of retransmission attempts, which also has an influence on the
WLAN performance in terms of throughput and delay. In [50] the authors extend the
two dimensional Markov chain analysis of Bianchi to a three dimensional Markov chain.
The third dimension represents the retransmission count of a packet and hence a finite
number of retransmissions could be modeled here as well.

In contrast to his original work with the Markov chain analysis, Bianchi proposed a dif-
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ferent methodology to model DCF in [16]. Here, conditional probabilities are used to cal-
culate throughput and delay. This procedure can be extended to account for other backoff
operations, but still considers saturated sources and ideal channel conditions. A similar
methodology was used by Tay et al. in [107], were mainly the dependence between con-
tention window size, number of sources and collision probability was investigated. In
[73] Kumar et al. use the Bianchi assumptions and show that the packet transmission rate
of a station depends on its collision probability and the collision probability depends on
the packet transmission rate, resulting in a fixed point problem. Solving that problem the
authors come to similar performance results as Bianchi.

Heusse et.al. were the first to describe the performance anomaly of WLAN by means
of an analytical model in [51]. The performance anomaly is the fact that users which
transmit their data using a lower bit rate modulation scheme degrade the throughput of
all users. The model used for this work is however quite simple: Saturated sources are
considered and an average throughput is calculated. Further, the authors consider ideal
channel conditions and define each user to transmit with a certain modulation scheme.

In [78] Li et al. enhance the Bianchi model to consider different traffic service classes.
However, still only saturated sources and ideal channel conditions are considered. A sim-
ilar investigation is performed by Xiao et al. in [122]. In [74] Kuo et al. calculate the
average delay and throughput for different service classes using conditional probabilities.
Similarly, the packet transmission delay is calculated for the IEEE 802.11e enhancements
under saturation and ideal channel conditions by Banchs et al. in [9]. In [10] the authors
extend this work to model admission control decisions to guarantee delay limits for pri-
ority packets.

Wau et al. propose a DCF enhancement to increase the performance of reliable transport
protocols over WLAN in [120]. Collisions between transport layer acknowledgements
and the next data packet are avoided by allowing sending the transport layer acknowl-
edgement directly after the MAC layer acknowledgement. The authors show an improved
performance by means of an analytical model considering again saturated sources and
ideal channel conditions.

In [113] Vishnevsky et al. consider the seizing effect, which describes the fact that a
station which has just sent a packet has a slightly increased probability of being able to
send the next packet as well and thus seizing the channel. The significance of the seizing
effect is shown to be depending on the backoff parameters. In the model that is proposed
in this work, the seizing effect is implicitly considered, as the DCF is modeled in detail.
However, because competing saturated sources are rarely considered, this has no effect
on the performance.

Kim et al. show in [70] that throughput of stations is depending mainly on the collision
probability, which in turn mainly depends on the number of stations that want to send. The
authors propose a scheduling strategy, where nodes first calculate the network utilization
according to the model and the observed collision probability. The calculated network uti-
lization is used to determine a waiting time, by which the transmission is delayed. Using
this mechanism, the collision probability can be decreased and the throughput increased.
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In [75] Kwon et al. investigate WLAN performance by means of a simple model con-
centrating on the backoff mechanism only. A new collision resolution algorithm is then
proposed, which is shown to perform well in simulations.

2.2.2 Modeling WLAN by Queuing Systems

A WLAN station can well be modeled by a queuing system as it logically consists of a
queue and a server. The parameters that describe the queuing system are the arrival rate
and distribution, the service time and distribution and the buffer space. There are many
investigations published on modeling WLAN by means of queuing systems. However,
the assumptions and abstractions are quite different, e.g. finite buffer space is only rarely
considered, and the service time calculation usually does not include physical layer is-
sues, such as different modulation schemes and bit errors. We will describe here the main
related work in this area.

The Bianchi model and all other models described above consider saturated sources only.
In [17] Bruno et al. present results of a simulation study of TCP downloads in a WLAN
Hot Spot. The main result is that the saturation condition is not fulfilled and the perfor-
mance changes significantly from results assuming saturation. As TCP downloads can
still be considered as the main application in the Internet today, the need to consider the
flow level in addition to the packet level is obvious. The authors build an analytical model
of TCP over WLAN in [18]. By means of conditional probabilities they calculate the
channel utilization, assuming that the access point has always a packet to send. The sta-
tions reply with TCP acknowledgements. Infinite buffers are assumed in the access point
as well as the stations. Hence, queuing losses cannot occur. Further, ideal channel condi-
tions and only one modulation scheme are considered, meaning that transmission errors
or different transmission delays do also not occur.

Tickoo et al. model WLAN stations as G/G/1 queuing models in [108]. The service time
distribution is calculated from the DCF packet dynamics. Ideal channel conditions and
no rate adaptation are considered. As the authors consider infinite buffers at the stations,
queuing losses are not considered. Evaluating the performance of these stations under
variable traffic load, the authors note a significantly reduced collision probability if the
network is not saturated. The authors extend their model in [109] to consider different
service classes.

In [82] Litjens et al. model besides the packet level also the flow level. The authors first
calculate the throughput for saturated sources from the Bianchi model. Assuming that all
users get the same share of the throughput, this serves as input to a processor sharing
model at flow level. Assuming a flow size distribution, they calculate the average flow
duration. The authors could reproduce the typical processor sharing performance, i.e. the
flow durations are small in low load situations, but increase rapidly from a certain load
value onwards. In [30] the authors extend their model to support different service classes
according to the IEEE 802.11e standard.
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In [126] Yin et al. consider non saturated sources and further transmission errors. The
transmission errors are assumed to be the same for all stations. To model non-saturated
sources, the authors assume each station to have a fixed probability to be backlogged,
I.e. having to send the next packet immediately after the previous one. While this lets the
authors investigate the network and channel state in more detail, it does not give an insight
to the user performance. Queuing losses and individual station dependent loss rates and
modulation schemes are important factors that would need to be considered.

TCP over WLAN is modeled by Miorandi et al. in [88]. It is assumed that all stations
download data via the access point and further that the access point has always a packet
to send. Hence, the TCP dynamics are not modeled. Assuming ideal channel conditions
the time to send a TCP data packet and receive a TCP acknowledgement is calculated
and from that the access point throughput is determined. The effect of delayed acknowl-
edgements is considered, by modifying the model such that an acknowledgement is sent
only after the reception of two data packets. They make use of fact that the terminals in
WLAN receive a fair share of data from the access point in [89] as it was done in the
processor sharing model in [82]. In [89] they consider HTTP downloads to multiple users
via an 802.11 access point. Assuming that each user gets a fair share, the authors cal-
culate the mean delay of short lived TCP connections. They focus on investigating the
effect of different TCP enhancements. Ideal channel conditions and no rate adaptation are
assumed.

In [39] Foh et al. calculate the throughput of WLAN under ideal channel conditions and
again, it is assumed that each station in the network gets the same share of that through-
put. The authors then construct a state dependent M/M/1/k queue, where the number of
customers in the queue represent the number of users in the system. Hence, the queue is
here not used to model the station itself, but rather used to model the number of active
users in the WLAN. With the users in the system the service time is changed according to
the available throughput share to the users.

Lei et al. extend the Bianchi model to power managed WLANS in [77]. Thereby, packets
that are destined to a station that is currently in sleep modus are buffered. The authors
model that by means of an M/G/1 queuing system with bulk service. Even though buffer-
ing of packets is explicitly considered and the main issue of the investigation, only infinite
buffers are considered. Further, transmission errors or different modulation schemes are
neglected and hence packets can only be lost because of collisions.

An M/G/1/k queuing model is developed by Ozdemir et al. in [93]. The service time is
thereby described by a Markov Modulated General Independent (MMGI) process. The
number of currently busy nodes determines thereby the service time. The authors show
by means of simulations that their model approximates WLAN behavior quite well. How-
ever, ideal channel conditions and only one modulation scheme are considered. Hence,
packet failures could only happen because of collisions. Integrating a transmission error
model is not trivial, because an important assumption for their model is that all stations
suffer from the same packet error probability. The authors consider collisions as the only
source of packet loss and thus this assumption is valid for their cases.
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In [12] Bellalta et al. model the stations as M/M/1/k queues. Hence, finite buffers in sta-
tions are considered and queuing losses could happen. The average throughput is calcu-
lated from the Bianchi model under saturation conditions. Assuming that all stations get
the same share of throughput, the average service time is calculated and the distribution is
assumed to be exponential. The packets are assumed to arrive according to a Poisson pro-
cess. An ideal channel is assumed. Considering the finite buffers lets the authors calculate
a loss probability, but the service time distribution cannot be assumed to be exponential
in rate adaptive WLANS as will be shown below.

In [21] Cantieni et al. model the WLAN stations by M/G/1 queuing systems. Markovian
arrivals are considered and hence also non-saturated sources. The service time is calcu-
lated considering multiple modulation schemes, where the authors however simply assign
certain stations to use certain modulation schemes. Packet losses could still only happen
because of collisions, because neither transmission errors due to corruption, nor queuing
losses are considered. The latter comes because the authors derive only a mean service
time and not the service time distribution. Having only the mean service time does not
allow to enhance the model to finite buffers and calculate a dropping probability.

Summarizing it can be said that a variety of analytical WLAN models exists, but these
models all lack some level of detail. Most of the models assume saturated sources. As it
was shown in [17], the collision probability is significantly different in scenarios where the
sources are saturated, in contrast to situations in which application behavior is considered.
Especially in the case of TCP transmissions, the collision probabilities are only a small
fraction of what we see from saturated sources. As TCP is the main transport protocol
used in the Internet today, | think that saturated sources cannot be assumed for my work.

There are models from related work that do consider non-saturated sources. In this case,
calculating performance parameters usually involves solving a queuing system. Most of
the models approximate the arrival process by a Poisson process, which is a reasonable
assumption and simulation results from related work verify that. The service time is in
some related work assumed to be exponentially distributed as well. It will be shown later
that this cannot be assumed. Some authors calculate the average service time only. How-
ever, in order to calculate a loss probability, assuming finite buffer space, the service time
distribution is required. An important thing to consider for the service time distribution is
rate adaptation, transmission errors and resulting retransmissions, because these factors
influence the service time significantly. This is however done in very few publications
and not detailed enough. Individual users should be modeled using modulation schemes
independently from each other and thus facing individual error probabilities as well.

Summarizing it can be said that even though a variety of analytical models exists, none
of these can be used to determine the performance influencing parameters as it is aimed
to do. Therefore a new model is required that considers non-saturated sources, i.e. a de-
tailed flow level model. Further the packet dynamics have to be considered to calculate
the service time distribution of a resulting queuing system. The service time calculation
must include physical layer details, such as transmission errors and different modulation
scheme characteristics.
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2.3 Bit Level Moded

In this section an analytical WLAN model is described that fulfills the requirements to
model the relevant details at flow, packet and bit level. Thereby, first the bit level model
is developed and presented. The bit level model describes the packet transmissions and
receptions. The distance between sender and receiver, the modulation scheme to be used
and the data packet size serve as the input parameters. Taking certain assumptions as
described in this section, the transaction error probability can be calculated from that. |
define the transaction error probability as the probability that the MAC data packet or the
MAC acknowledgement corresponding to that packet contain at least one bit error.

2.3.1 Propagation and Path L oss

The signal strength decays on the path from sender to receiver. This path loss is depending
on several parameters, e.g. distance between sender and receiver, environment, antennas,
etc. While it is not possible to describe the exact signal propagation for all environments,
different models exist, that can be applied to typical scenarios, such as signal propaga-
tion in micro or macro cells, in urban street canyons, etc. The COST-231 Walfish-lkegami
model [33] describes the path loss of a radio wave in micro cells. This model is adopted
here, as it considers an environment that is likely to be seen in WLAN Hot Spot deploy-
ments. The path loss is given as

Pr(d) =42.6 + 26 - logd + 20 - log f., d > 20m, (2.3)

where f. is the carrier frequency. For distances d < 20 m free space attenuation is as-
sumed, where the signal strength decays exponentially with a path loss exponent of 2.
The mean received power at distance d is then given in dB as

P.(d) = P — Pr(d), (2.4)

where P, is the transmitted power, given in dB.

Obstacles between sender and transmitter additionally reduce the received signal power.
This can be well modeled with a log-normally distributed random variable ([44], [101]
and [115]) leading to the received signal power of

Pr(d) :Pt_PL(d>+X07 (25)

where X, is a zero-mean Gaussian distributed random variable (in dB) with standard
deviation ¢ (also in dB).
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2.3.2 Bit Error Rate

From the received signal power, the signal to noise ratio is derived. Thereby, thermic
noise at the receiver is assumed and interference is considered only from other WLAN
terminals. IEEE 802.11 allows only one station to send at the same time on the same
frequency and thus the noise at a station is assumed to be additive with constant spectral
density N,. The received noise power can then be calculated as N = N, - B, where B
denotes the bandwidth of the received signal. With the time required to send one chip, T.,
and the chip-rate, R., the energy per chip is given as

The chip-rate is defined in IEEE 802.11b as R. = 11 - 10° chips/s. The transmission
rate, R;, however, varies for different modulation techniques between 1 Mbps, 2 Mbps,
5.5 Mbps and 11 Mbps. The processing gain can be calculated depending on the used
modulation scheme, m, as

G(m) =10 -log (n;:ftl)lli)s) , 2.7

where n,. denotes the number of chips per n, bits using modulation scheme m.

By assuming only white Gaussian noise at the receiver, bit errors occur independent from
each other. While this is not very realistic in real implementations, it serves here as a kind
of worst case estimation, because a packet is already discarded if only one bit is corrupted.

The IEEE 802.11b standard describes four different modulation schemes, with differ-
ent transmission rates and error characteristics, namely Differential Binary Phase Shift
Keying (DBPSK) transmitting with 1 Mbps, Differential Quadrature Phase Shift Keying
(DQPSK) with 2 Mbps and two Complementary Code Keying (CCK) schemes with 5.5
and 11 Mbps. The bit error probabilities can be calculated theoretically as a function of
the modulation scheme and signal to noise ratio. However, these calculations do not con-
sider possible losses from implementation, which change the performance significantly.
As an example Fig. 2.7 shows the theoretical and measured bit error performance of the
Intersil HFA 3861B WLAN processor, taken from [62]. We see that the theoretical values
for all modulation schemes are much better (up to 4 dB) than the measured ones.

These measured bit error rates are used for our investigations. The bit error rate perfor-
mance vs E./N, follows from adding the processing gain, which can be calculated from
the received signal strength as described above.

2.3.3 Transaction Error Probability

As described above, MAC layer data packets are acknowledged. A transmission attempt
fails if either the data packet or the acknowledgement is corrupted by at least one bit
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Figure 2.7: Theoretical and measured bit error rates vs. signal to noise ratio for WLAN
modulation schemes. On the left side the measured (BER) and theoretical (THY) bit error
rates for the 1 Mbps DBPSK and 2 Mbps DQPSK mode are shown; the right figure shows
the 5.5 Mbps and 11 Mbps CCK modes.

error. As described in Section 2.1, the data and acknowledgement packets have a PLCP
preamble and header of length L,,,,, which is transmitted at 1 Mbps. Additionally, the data
packet has MAC header of size L,,,. and the IP payload of size L. The acknowledgement
has MAC data of size L., but no further payload. The probability of a failed transmission
attempt for an IP packet of length L is then given as:

polLomid) = L= (L= palm, )+ Bt ioc) (1= py (my, d)) o)
(2.8)

where p,(m, d) denotes the bit error probability at distance d and transmission mode m.
m IS the 1 Mbps transmission mode.

Summarizing the bit level model, the error probability of a data packet’s transmission and
acknowledgement is described to be depending on the length of the data to be sent, the
used modulation scheme and the distance between sender and receiver.

2.4 Packet Level Model

In this section the packet level part of the WLAN model is described. Here, the channel
access according to the DCF is modeled. Therefore, first the message exchange is de-
scribed, that is involved in transmitting an IP packet from the access point to a mobile
station. Because these messages can get lost and might need to be retransmitted, the delay
of data transmission is variable depending on the error probability. The channel access de-
lay, before the station can start transmitting the packet is depending on its history, i.e. the
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more transmission attempts have failed, the higher the mean channel access delay. Having
calculated the transmission and channel access times, it is shown how the throughput can
be optimized, by dynamically choosing the modulation scheme depending on the location
of the user.

2.4.1 Channel Access Time

The DCF is here considered as the only MAC protocol, as this is the most commonly
configured channel access method. As described in Section 2.1, the DCF in WLAN co-
ordinates the channel access of all stations. Thereby, all stations that want to transmit will
first wait a fixed time 7} ,. If after that time the channel is still idle, they draw a random
backoff time. This time is continuously being reduced, while the channel is still sensed
idle. After expiration, the station is allowed to access the channel, i.e. send the data packet.
After a station has sent data, it waits for an acknowledgement from the receiving station. If
this is not received, the data packet is assumed to be lost and scheduled for retransmission.
For each retransmission the interval, from which the random backoff value is drawn is
increased. The number of transmission attempts is limited. If the maximum number of
transmission attempts is exceeded, the packet is discarded.

Internet Protocol (IP) packets that are to be transmitted via WLAN are encapsulated:
The MAC layer adds a MAC header of size L,,,., containing fields such as source and
destination addresses. These MAC PDUs are further encapsulated by a preceding PLCP
header consisting of a PLCP preamble, a PLCP header and an end-delimiter having a size
of L,,. The PLCP header contains the information at which data rate the MAC PDU will
be transmitted. The transmitting station decides the transmission mode. There are two
different PLCP modes defined: Long and Short Preamble. Here, the Long Preamble mode
is assumed only, where the PLCP preamble and header are transmitted at 1 Mbps. In this
mode, the transmission of the PLCP preamble and header needs the time 7}, = 192 us.
Having a data packet of size L, the transmission time for transmission mode m is given
as

L + Lmac

T, (L =T _—
tac( 7m) plep + R(m) )

(2.9)

where R(m) is the bit rate of transmission mode m.

Assuming the previous packet was transmitted immediately before this packet the channel
first needs to be sensed idle for time 73 ;. Then the backoff value b is drawn from the
contention window. b is a discrete random variable uniformly distributed between 0 and
CW,.in. Every time slot, T, that the channel is sensed idle, the backoff value is reduced
by one. The channel access time for the first transmission attempt can then be described
as

Tca(l) = Tdifs +0b- Tslot- (210)
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Thus it follows for the expectation value of the channel access time for the first transmis-
sion attempt

CVZ””’” Tytor- (2.11)

Tca(l) = Tdifs +

After the packet is received, the receiver waits for time T,; and then sends an ac-
knowledgement. The acknowledgement has a length of L,.. plus the PLCP preamble
and header. The acknowledgement is transmitted at the same rate as the data frame was
received and the PLCP preamble and header is again transmitted at 1 Mbps, requiring the
transmission time 7)., as given above. Thus the transmission time of the acknowledge-
ment is given as

Lack
Ttmack (m) = Tplcp + % (212)

Now, that the data packet’s and MAC acknowledgement’s transmissions times and the

channel access times before and in between these are calculated, we can sum them up to
get the overall channel busy time for the first transmission attempt as

Tb(1> L> m) - Tca(]-) + T;Sx(La m) + Tsifs + Emacka (213)

or its expectation value as

Tp(1,L,m) =T,o(1) + Tiu(L,m) + Tsips + Ty, .- (2.14)

If after this time the station has not received an acknowledgement, it assumes that the data
packet was lost and initiates a retransmission. The retransmission attempt is similar to the
first transmission attempt, only that the maximum contention window is increased to

CWhew =2+ (CWold + 1) - L (215)

For further transmission attempts the contention window is further increased. However, a
maximum of five transmission attempts is allowed, before the packet would be discarded.
The mean channel access delay for the k-th transmission attempt is thus given as

Qk_l(CWmm + 1) -1
2

Tca(k) - Tdifs + : Tslotu (216)

where k£ = 1..5 is the number of the transmission attempt. The mean channel busy time
for k transmission attempts is then given as:
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k
Ty(k,Lym) = k- (Tu(Lym) + Tge + Ty (m) + Y Tea(k).  (2.17)

i=1

2.4.2 Throughput and Rate Adaptation

The transmission attempt duration was calculated above and from the bit level model the
transaction error probability is given. Putting that together, the expected throughput, that
users with a distance d to the access point can achieve can be calculated. The throughput
is here defined as the maximum MAC layer goodput that a user can get, if he offers a load
higher than the capacity of the link and is the only sending station. The expectation value
for the throughput is then given as:

5
—_— L

where p, denotes the probability that a packet is transmitted in the k-th transmission
attempt and is given as follows:

pk:(Lvm?d) = (1_pe(Lamvd))'pe(Lymvd)(k_l) (219)

The calculated expectation value for the throughput is shown in Fig. 2.8. All packets are
assumed to have a data length of 1000 Bytes. The highest bit rate modulation scheme,
which can provide 11 Mbps physical bit rate, offers under perfect channel conditions a
MAC layer throughput of less than 5.5 Mbps. This is due to the channel access protocol
on the one hand and the preamble transmission at a bit rate of only 1 Mbps on the other
hand. At distances of about 70 m from the access point, the throughput of this modulation
scheme decreases until it reaches zero at about 90 m distance. This decrease in throughput
happens, because the packets are received with a lower signal strength and thus the bit and
packet error probability increases. First, this is compensated with retransmissions, and
thus the throughput is degraded slightly, but at distances of more than 90m the throughput
drops to zero, because all packets have to be discarded. Similar results are shown for the
other modulation schemes, where the drop distances however increase with a decreasing
bit rate.

From Fig. 2.8 it is obvious, how rate adaptation works: The modulation scheme is chosen
such, that the throughput is maximized. Hence, in near distances to the access point,
terminals can achieve high throughput with the highest possible modulation scheme. If
the terminal is located further away from the access point, a different modulation scheme
is used, that has a lower channel bit rate, but a lower error rate as well.
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Figure 2.8: Throughput depending on the used modulation scheme and distance between
sender and receiver

In the coming analytical investigations, perfect rate adaptation regarding throughput is
assumed, i.e. the sending station always chooses the modulation scheme for the transmis-
sion that offers the highest throughput.

2.5 Constant Bit Rate Traffic over WLAN

Having described WLAN at bit and packet level, the throughput that a user could achieve
under saturation conditions was calculated. Now, multiple users and different traffic con-
ditions are considered. The first considered applications are non-adaptive constant bit rate
sources that stream data via the access point to users.

2.5.1 Scenarioand Assumptions

Several stations are being served by one access point. All users get data via the access
point from non-adaptive sources, e.g. multimedia streaming applications. The packets for
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each user are assumed to arrive according to a Poisson process, where the same mean
packet rate is sent to each user. The arrival rates are chosen such, that the sum over all
stations is larger than the access point’s capacity. Hence the access point will always have
data to send, which means that the access point operates under saturation condition here.
The packet size is assumed to be the same for all arriving packets. Then, we are interested
in the fraction of bandwidth that each user gets.

As we have seen in the previous section, the distance between the access point and mobile
station determines the received signal strength and thus influences the packet transmission
delay significantly. This means that the user locations’ will have a strong influence on the
overall performance. IV users are assumed to be randomly located as follows: All users
are located within a circular area with radius R around the access point. Within this area,
the users are located randomly according to a spatial uniform distribution.

2.5.2 Queuing Model

In order to model the scenario as described above, the access point is substituted by a
queuing system. The access point serves all stations and is the only server of the system.
The access point has only one queue, which has a capacity of B. The arrival process is
the sum of NV Poisson processes with the same arrival rate \;. Thus we have a Poissonian
arrival process with arrival rate A = N - \;. The only non-trivial parameter of the queueing
system is the service time distribution. If the locations of the users are known, the service
time distribution can be calculated, which will be done in the next section. We can thus
model the access point by an M/G/1/B-queueing model.

Now, the service time distribution of this queuing model is derived. Thereby, first the
service time distribution of one user located at distance d is calculated. Then the service
time distribution for a random user distribution in a location area of a certain radius is
determined from that. The service time distribution depends on the user locations and
because of the user locations being random, the service time distribution is random as
well. Hence, the expectation value for all service time probabilities is calculated assuming
the users to be randomly distributed according to a uniform distribution.

First, a single user is assumed to be served, which is located at distance d to the access
point. The distance to the access point determines the mean received signal strength and
thus the used modulation m according to Fig. 2.8. The probability p, that the k-th trans-
mission attempt is successful is given in Egn. 2.19. For each transmission attempt, the
overall transmission time is increased by a fixed part and a random part as follows (see
also Eqgn. 2.17):

Ty(k,L,m) = k-Tpo(L,m)+ Y T.(i) (2.20)
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Here, T.(¢) is a discrete random variable describing the contention time before the i-
th transmission attempt. The variable is uniformly distributed in the current contention
window CTV (i) according to the following probability mass function:

fr.p(t) = P(T(i) =7 Tot)

{m if 0<7<CW(>)

2.21
0 else ( )

The sum over these random variables, > 7.(i), is also a discrete random variable. The
probability mass function can be found by the convolution of each of the probability mass
functions of the contention times:

s no(™) = fr s fre ok frw- (2.22)

The probability mass function of the busy time, fr, .z (7), can be found by shifting by
the fixed delay part.

Now, we have calculated the probability mass function of the channel busy time if exactly
k transmission attempts are required. The probability that exaclty % transmission attempts
are required, p;, was given in Egn. 2.19 in dependence of the used modulation scheme, the
length of the packet and the distance between sender and receiver. For a given user, i.e. a
given modulation scheme, packet length and distance to the access point, the service time
probability mass function can thus be calculated as

5
J1(L,m.d) (1) = Zpk(LJH, d) - I1,0e,1,m) (T). (2.23)

k=1

Now, the service time distribution for the scenario, where users are located in a circular
area around the access point with radius R is derived. As said above, inside this area the
users are randomly distributed according to a spatial uniform distribution. We want to
investigate the effect that the locations of the users have on the overall performance first
and not yet the effect that the number of users have. Hence, the users are placed with the
density p = N/mR? in location areas with the radius R. The density is scaled with the
radius of the placement area, in order to have the same amount of users connected to the
access point.

All sources are assumed to send packets with a fixed and equal mean packet rate. Fur-
ther, the queue employs a simple First-Come-First-Serve (FIFO) queuing discipline. This
means that all sources have on the average the same number of packets in the queue and
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the same number of packets being served. This is independent of the service time, which
can vary significantly between packets sent to different users. From this, it follows that
the probability that the next packet to be sent is destined to a certain mobile station, is
equal for all stations, regardless of their location.

In order to determine the overall service time distribution, the area is divided into rings
around the access point. The first ring has an inner radius of 0 and outer radius Ar. The
ring 7 has an inner radius of /7 — 1 - Ar and an outer radius of v/ - Ar. This gives us,
that all rings have the same area A = = - Ar? and because the distribution of users is
homogenous, the expected number of users in each ring is also equal.

Iterating over all of these rings, their contribution to the service time distribution is calcu-
lated. If we assume Ar to be small enough, all locations in area 7 have roughly the same
distance d = /i - Ar to the access point. The probability mass function of the service
time of one user at distance d is given in Eqn. 2.23. Now the probability that a packet is
destined to a user located in area 1 is required. The expected number of users is the same
in all of these areas. Further, as all CBR sources send with the same rate, the number
of packets in the queue is the same for all users. Thus, the probability of a packet being
destined to a user in one area, is the same for all of these areas and given as 1/4,,4.. The
probability mass function of the service time can then be calculated as:

imaz 1

fTb(L) = Z fTb(L,m,\ﬂAr) (T) T
i=1

Zmax

(2.24)

It is important to note, that the shown service time distribution is only valid for a given
user distribution. If the area, where users are placed is modified or a different process to
place the users in this area is used, the service time distribution will be different.

The service time distribution allows to easily calculate the throughput of each user. Again,
we benefit from the fact that all sources have on the average the same number of packets
in the queue and thus being served. Hence, each mobile station of that scenario, regardless
whether it is placed directly next to the access point or at the edge of the location area,
will experience the same throughput. We only have to find the average service rate of the
queuing system and divide this by the number of users.

The service rate distribution can be easily found from the probability mass function of
the service time, where the probabilities are given for all possible service times. Each
service time can be converted into a service rate by calculating . = %b From the service
rate distribution, the expected service rate is calculated. This is divided by the number of
users to get the expected throughput per user.
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Figure 2.9: Histogram (a) and Cumulative Distribution Function (b) of the access point’s
service time, where users are randomly distributed in a circular area around the access

point with radius R = 100m

2.5.3 Performance Evaluation and Verification

By means of a queuing model formulas for the service time distribution and the through-
put per user were determined. In this section the service time distribution and throughput
per user are calculated for some sample values and the analytical findings are verified by

means of simulations.

Therefore, the scenarios are implemented in the network simulator (see [92] for details
about the simulator). I used the existing IEEE 802.11 MAC implementation of the simu-
lator in its version ns-2.26, but additionally implemented the rate adaptation functionality.
The rate adaptation is based on the received signal strength as follows: Each node main-
tains for each other node, where communication is possible, an average received signal
strength value. The average is continuously calculated over the last 20 samples. From this
value the modulation scheme is selected. The modulation scheme influences the error rate

performance as we have described in previous sections.

2531 ServiceTime

First all users are placed in a circular area around the access point with radius R = 100 m.
This means that most of the users should have very good channel conditions and thus low
service times. The measured and calculated service times are shown in Fig. 2.9(a). The
cumulative distribution function (CDF) of the service times is depicted in Fig. 2.9(b).

We see that the simulation matches the analytical model fairly well, which can be seen
especially well in the CDF plot. As one could expect, the service time is low, i.e. most of
the packets are served within one ore two milliseconds. These are the packets that need
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Figure 2.10: Histogram (a) and Cumulative Distribution Function (b) of the access point’s
service time, where users are randomly distributed in a circular area around the access
point with radius R = 200m

one transmission attempt only and are transmitted with a high bit rate modulation scheme.
Because of the close distance between users and access points, the received signal strength
is high and these packets dominate this scenario.

However, we see a second smaller peak around four milliseconds. These are the packets,
which are transmitted with a lower modulation scheme. Still, the absolute value of the de-
lay is small, because the modulation scheme influences only the MAC PDU transmission,
which is only one part of the overall service time, as was shown in the previous sections.
It can be seen in the figures, where more users are placed in greater distance to the access
point, that the retransmissions attribute more additional delay.

The important thing to note for the verification of the analytical model is that the two
peaks can be reproduced reasonably well.

The radius of the location area is now increased to 200m and the results are shown in
Fig. 2.10(a) and Fig. 2.10(b). The simulations still match the calculations very well. All
peaks in the histogram can be reproduced. Each of these peaks represents a certain mod-
ulation / number of retransmissions combination. We see that some of these peaks are
now centered at much higher delays, which is attributed to the retransmissions. A retrans-
mission requires a new channel access delay, which is also increased compared to the
previous delay, and additionally another transmission delay, which is constant. This delay
is more significant than a lower bit rate modulation scheme.

We see especially, that the peaks at higher service times get broader. This is because the
number of retransmissions increases and thus the probability mass function is generated
using the convolution of the contention window distributions. If two distributions have
x1 and xo different values, where the probability is non-zero, the convolution of these
distributions has x; + x5. Hence, the convolution broadens the peaks.
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Figure 2.11: Histogram (a) and Cumulative Distribution Function (b) of the access point’s
service time, where users are randomly distributed in a circular area around the access
point with radius R = 220m

In Fig. 2.11(b) and Fig. 2.11(a) the same results are shown for users located in an area
of 220m radius. Again, the simulation matches the calculations. Here we see that the last
peak, which corresponds to the case of five transmission attempts at the lowest modulation
scheme, is increased at the cost of the other peaks. Users at distances of more than 200m
only have a very low probability of receiving any packet correctly.

As the user distribution is homogeneous over the area and the area grows by 2 with the
radius, the higher distances to the access point dominate in the user distribution. That is
why we can see the whole service time distribution being shifted significantly to higher
delay values, by increasing the location area radius only by 10%.

25.3.2 Throughput

The service time distribution shows already a strong dependence on the user locations.
Now, we want to see the effect of the user locations on the throughput that each user
receives. Therefore 25 scenarios are considered, where the users are placed in a location
area with radius between 10m and 250m. The throughput of each of these is measured and
the mean and variance is calculated. Together with the theoretical throughput the result is
depicted in Fig. 2.12.

Again, we see that the analytical model is verified by the simulations: the measured aver-
age throughput matches the analytically received values.

We see that the variance of the measured throughput is very low, which means that all
users are getting roughly the same throughput. As explained before, this is because pack-
ets to all destinations have equal probability to be served by the access point and it is here
verified by the simulations.
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Figure 2.12: Throughput per user (for the simulated curve the mean and variance over all
users is shown)

This means the throughput of a user is determined mainly by the location of other users.
We see that in this case the throughput of all users may degrade from 300 kbps to 10 kbps
only because users are spaced further apart from the access point. The reason for this be-
havior is that all users access the channel with equal probability, but stations with lower
modulation schemes and/or higher transmission attempts dominate in time. So, much
more time is spent on serving the users that are located at greater distance, while the
users next to the access point will get the same packet rate as those. What is more, be-
cause the area where stations can be located increases with 72, more stations are located
in greater distance. This results in the drastic throughput degradation in scenarios, where
users are located in larger areas.

We have seen that the throughput of any user is determined by the locations of all users.
Now, we want to see the effect that one or few users which change their location, have
on the performance of a group of users, that stays directly next to the access point. This
is @ common scenario that one could see when a user is connected to an access point and
downloading some data as some others do as well. Then, this one user starts moving away
from the access point, but does not terminate the connection. The access point will still
try to send all packets for this user. The transmission will require a long time, because



2.5: Constant Bit Rate Traffic over WLAN 35

of a low bit rate modulation scheme being used and possibly many retransmissions. Dur-
ing that time all other packets wait in the queue of the access point. Hence, it is clear
that the throughput of all other users decreases. However, the extend of this throughput
degradation would be interesting to know.

We show this in Fig 2.13. In case of one user moving away from the access point, we see
already a huge performance degradation of all users: The throughput drops by roughly
75%. In case of two or three moving users the throughput further decreases, but the most
impressive result is the huge influence that the location of one user has on the performance
of all others.

3.5 T T T T

1 Moving User

2 Moving Users

3 Moving Users

Throughput per User [bps]

O | | 1 1
0 50 100 150 200 250

Distance between Moving User(s) and Access Point [m]

Figure 2.13: Throughput per user for the case of one or few user(s) moving away from
the access point

This scenario shows the problem of an open WLAN: As no admission control or dropping
policy is implemented, few users in large distances can degrade the throughput of all
others and lead to a highly inefficiently run access point.
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2.6 TCP Trafficover WLAN

A strong dependency of the user performance on all users’ locations was shown for CBR
traffic in the previous section. In this section a different application is considered and it is
investigated whether the performance dependence is persistent. Most of the applications
that use the Internet today are still based on the Transmission Control Protocol (TCP).
Hence, the traffic seen in the Internet and also in WLAN Hot Spots is mainly consist-
ing of TCP packets. In this section the performance of TCP connections over WLAN is
evaluated.

The scenario is depicted in Fig. 2.14. Users are assumed to download data from Internet
servers via the access point. The users are distributed around the access point, located
at distances d,,. The TCP connections have a basic round trip time of RTTy(n). This
round trip time is attributed to the Internet link and does not include the queuing delay
at the access point and the transmission time of data over the wireless link. The Internet
link is further assumed to contribute a packet drop rate of p;, where packet drops occur
independently from each other. The TCP packets of a user n arrive at the access point with
a packet rate of \,,. The TCP sender in the Internet hosts adapt this packet rate according
to the seen overall loss rate and the overall round trip time.

Server

User

T User
MO User

Server Access Point

Server

Lser

Server

Figure 2.14: Considered scenario of several TCP users downloading data from Internet
servers via a single WLAN access point.

2.6.1 TCP Model

According to the well known TCP model of Padhye et al. [94] the packet rate of a TCP
flow depends on the flows round trip time and the packet loss rate. In our case the arrival
rate of one flow can be described as:
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1 3
M= BT\ 2 ) (225)

where RT'T(n) denotes the round trip time of the user » and is given as the sum of the ba-
sic round trip time RT'T,(n), the queueing delay in the access point, 7, the transmission
time of the data packet, 7;4(n), and the transmission time of the TCP Acknowledgement,
Tia(n):

RTT(n) = RTTy(n)+T,+ Tig(n) + Tru(n) (2.26)

The loss probability p(n) is composed of the losses in the queue of the access point, due
to queue overflow, p,, the losses over the wireless link of the data packet, when the last
MAC retransmission attempt has failed, p,,(n) and the loss probability of the Internet link,

pr-

p(n) = 1=[(1=pg)(1=puw(n))(1—=pa(n))(1 —ps)] (2.27)

Losses of TCP acknowledgements are not considered to influence TCP’s throughput, be-
cause of the cumulative acknowledgements used by TCP.

2.6.2 Access Point M odel

The access point is again modeled as a queuing system, having one queue and one server.
The queue has a length of B, in which packets from all down-link TCP connections arrive.
The server works according to the DCF protocol.

2.6.2.1 Arrival Process

All TCP sources send their packets via the access point to the users. Hence all flows
multiplex into a single packet stream at the access point. As it was done for example in
[80] and [6], we assume that the packets of the multiplexed stream arrive according to a
Poisson process, having an arrival rate which is the sum of all users’ packet arrival rates:

A= >\ (2.28)
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2.6.2.2 Service TimeDistribution

The service time is depending on the destinations of the packets that are transmitted,
because of the channel busy times dependence on the location of the user. In Section 2.5
the service time distribution for fixed user locations and a fixed rate of each source was
calculated and verified.

The service time is a discrete random variable and hence can only adopt a limited number
of values. However, the number of different service times that can occur is large as can
be seen from e.g. Fig. 2.10(a). For the investigations here, we approximate the service
time distribution to fewer discrete values and their probabilities. This allows solving the
queuing system for its packet loss rate and packet sojourn time numerically in reasonable
computation time.

In Fig. 2.10(a) and Fig. 2.11(a) we have seen that there are certain peaks in the distri-
butions. These peaks correspond to certain number-of-retransmission and modulation-
scheme combinations, e.g. the first peak represents the packets that are transmitted in the
first transmission attempts using the highest modulation scheme. The values around the
middle of the peak stem from the fact that the contention time is randomly chosen from a
uniform distribution, depending on the maximum contention window.

For the approximation, only the expectation values of the service times are used for each
of these number-of-retransmission and modulation-scheme combinations, i.e. all peaks
are approximated by their centre value. The expected service time of all combinations is
already given in Eqn. 2.17. The probability that this service time happens for a particular
packet depends on the destination node’s location. The location determines the used mod-
ulation scheme, which is chosen to optimize the throughput according to Fig. 2.8. Further,
the location and modulation scheme determine the probability that exactly & transmission
attempts are required.

In Egn. 2.19 the probability that exactly & transmission attempts are required, py, was
calculated considering only transmission errors due to corruption. This was correct for the
case, where we considered only downlink flows. Now, that TCP as the transport protocol is
assumed TCP acknowledgements are transmitted uplink. Collisions are possible between
downlink data packets and uplink TCP acknowledgements. This effect of a flow’s self-
collisions was already described in [120].

In the special case of all TCP flows going downlink and all TCP acknowledgements going
uplink, the probability that a TCP packet collides with a TCP acknowledgement can be
easily calculated as follows: A TCP data packet is transmitted from the access point to a
terminal. The MAC layer PDU is received by the terminal and given to the TCP socket,
which generates a TCP acknowledgement and schedules this for transmission at its MAC
layer. During this time the MAC acknowledgement was already received by the access
point, which has chosen a backoff time for the next packet to be transmitted. The backoff
time was chosen from an interval of CW,,,;,, possible values, where one of these values
leads to a collision with the TCP acknowledgement that is to be transmitted from the
terminal to the access point. Which backoff time would lead to a collision depends on the
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time that the TCP socket needs to produce an acknowledgement and pass this to the MAC
layer. The important thing is that it is exaclty one value and thus the probability to chose
that one value out of CW,,,;,, values is p. = 1/CW,ip.

In the calculation of the collision probability, it was assumed that only one TCP acknowl-
edgement and one data packet are contending for channel access. It is possible that more
than one TCP acknowledgement is waiting to be transmitted. However, this is a rare event
as it can only happen, when the data packet wins the channel contention against a TCP
acknowledgement. The access point has to backoff for the channel access, as it has just
transmitted a packet. The terminal senses the channel idle at the time the TCP acknowl-
edgement is to be transmitted and thus only has to wait the time 77, . If a collision had
happened, the probability that the access point is able to access the channel first is in-
creased, but the collision itself is a rare event. Given these reasons, the case that several
acknowledgements are waiting to be transmitted is neglected. It will be shown in the per-
formance evaluation and verification that this assumption can be made.

Now, the probability that exactly & transmission attempts are required is calculated as:

P = (1 - pe)(l - pc) : (1 - (1 - pe)(l _pc»(k_l) (229)

Considering the uplink traffic, the expected transmission time also has to be adjusted.
During a TCP acknowledgement is sent, the access point can neither transmit itself a
packet, nor reduce its backoff counter, because the channel is not sensed idle. As reasoned
above, it is assumed that in most cases the data packets have to wait for the TCP acknowl-
edgements to be transmitted. During the transmission of the TCP acknowledgement, the
backoff timer for the data packet is paused. Hence, we have to add the transaction time of
a TCP acknowledgement to the expected service time. The TCP acknowledgements are
transmitted with a modulation scheme that is determined from the distance between the
access point and the acknowledging station. This station is the receiver of the previous
TCP data packet. Hence, we can add it to the transaction time of that TCP data packets
transmission, where the transaction time of the acknowledgement is calculated using the
same modulation scheme as the TCP data packet. The service time then still is depending
only on the number of transmission attempts and the used modulation scheme and the
probability for a certain service time is then given as:

0 VTy(k,m,L), m#m(r)

Pk VT(,(/{J, m, L)’ m = m(T) (230)

mﬁ_x|d_m_{

Thereby, m(r) is the modulation scheme that optimizes the MAC layer throughput at
distance r according to Fig. 2.8. p;, is the probability that exactly & transmission attempts
are required considering corruption and collisions as given in Eqn. 2.29.

The fraction of packets in the queue for user n is proportional to the arrival rate of his
flow in relation to the sum of all arrival rates. The probability that the packet, which is
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currently being serviced, is for user n is thus given as \,,/\. Now, we can calculate the
service time distribution as:

fr, = Y _P(,=X | d=r)-P(d=r) (2.31)
n;l )\
— ;P(Tb:X|d:r)-T" (2.32)

2.6.2.3 Markov Chain Analysis of the Queueing System

The access point can now be described as an M/G/1/B queueing system, where the packets
arrive according to a Poisson process with an arrival rate \. The service time can only
adopt discrete values and the distribution thereof was calculated as shown above. The
service time distribution depends thereby on the number and locations of the users and
their number of packets in the queue in relation to the total number of packets in the
queue.

Having the arrival rate and service time distribution, now the loss probability p, and the
mean time spent in the system 7; can be calculated. The queueing system is thereby
described as a Markov chain as shown in Fig. 2.15. The states of the chain are named
with tuples (s, t), where s denotes the number of packets in the queue and ¢ is the index
of the service time T; of the packet that is currently being serviced. An exception is state
0, where no packet is in the queue.

In each of the states a packet is currently being serviced with service time 7;. At the time
the service of this packet has started s packets were in the queue. The transitions between
states happen only, if a new packet is being serviced. The probability that a service time
T is chosen is denoted by P(T, = T;) = Pr,. The probability of = new packets arriving
in time 7 follows from the arrivals according to a Poisson process as

pry = YIS om (2.33)

The transition probability from state (s;,¢;) to state (s, £2) is denoted by ps, 4, .s,1, and the
stationary probability of being in the state (s, t) is given as 7.

The transition probabilities are then given as:
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Figure 2.15: Markov chain of the M/G/1/k queueing model of the access point.
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The first case describes the transition probabilities from the state with an empty queue
to any state with one packet in the queue. The probability is given by the distribution of
the service time, as calculated above. Other transitions from this state are not possible.
Transitions two or more steps to the left cannot happen, because this would mean that at
least two packets were serviced, which would be against the state transition definition. In
the second case, sy — s1 + 1 packets have arrived during the service of the current packet.
Together with the departing packet the transition goes s, — s; steps to the right. However,
this is only true for states with less then (B — 1) packets in the queue. Transitions to a
state with exactly (B — 1) packets in the queue are described with the third case. Here the
probability that more than B — s, packets arrived during the service time is summed up.
Then packets would have been lost, and the queue would have been filled at the time just
before the transition happens. The transition will move one packet from the queue into the
server, leaving B — 1 packets in the queue. The last case describes transitions from states
with one packet in the queue into the state with an empty queue, which happens with the
probability that no packet arrives during the current service time.

The stationary distribution 7 is found by solving the equation P 7 = 7, where P denotes
the matrix of all transition probabilities.
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To calculate the loss probability, the expectation value of the number of lost packets during
one packet being serviced is calculated. Iterating over all states, the probability that more
packets arrive during the service time than would fit into the queue is calculated. The
sum over these probabilities multiplied with the number of lost packets results in the
expectation value of lost packets:

B 20 00
E{#losses} =) > m, | > (i—1)-PB(T)|. (2.35)
s=1 t=1 i=B—s+1

The expected number of arrivals per serviced packet can be calculated similarly as:

B 20
E {# arrivals} = Z Z Tor- A Th. (2.36)

s=1 t=1

The loss rate is then calculated as:

E {# losses}
= . 2.37
Pa = E {# arrivals} (237)
To calculate the expected time spent in the system, the mean service time, Ty, is first cal-
culated from the service rate distribution function. The expected time spent in the system
is then given as:

B 20
T,=).> m-s- T (2.38)

s=1 t=1

We can see here already, that the time spent in the system and the packet loss rate in
the queue are both depending on the locations of the users, because of the service time
distributions depending on the locations. Further, they are influenced by the arrival rate of
all users, because again these influence the service time distribution and additionally the
expected number of arrivals as calculated above. This dependency will be shown in more
detail in the following throughput calculation and performance evaluation.

2.6.3 TCP Throughput Calculation

Now, the loss probability and sojourn time of the queueing system are shown to be de-
pending on the packet arrival rate and service time distribution. On the other hand, we
have the packet arrival rate depending on the user distribution, the queueing delay and the
loss probability. This results in a fix-point problem, which can be described by a system
of non-linear equations. For each set of user locations these equations can be solved to
get the TCP transmission rates.
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2.6.4 Performance Evaluation and Verification

The model, described in the previous sections, should be used to evaluate the performance
of TCP users and again identify the parameters, on which this mostly depends. Therefore,
first two scenarios are investigated, where the density and number of users is different,
but the area in which they are located is the same. Then, two scenarios are considered,
where the same number of users is located either in near proximity of the access point, or
the users are divided into two groups. One of these being located near the access point,
the other at a greater distance. For these scenarios the TCP throughput of each user is cal-
culated. To verify our results, the scenarios are also simulated using the same simulation
environment as described in Section 2.5.3. For all following investigations it is assumed
that the Internet link contributes R7"T, = 200ms fixed delay and p; = 1% loss rate.

2.6.4.1 Uniformly Distributed Users

For this investigation the users are assumed to be located at equidistant distances from
the access point. In the first scenario, N = 10 users are located at 20m, 40m, ..., 200m
distance from the access point. In a second scenario the density is doubled. Thus we
have 20 users placed at 10m, 20m, ..., 200m distance from the access point. Thereby, we
placed the users on a straight line originating at the access point. However, placing the
users anywhere on the cirlce with the same distance to the access point would give the
same results. The results are depicted in Fig. 2.16.

First thing to note is that the analytical model fits the simulation results very well. The
analytical values are always within the shown 95% confidence intervals of the simulations.

Further we see that within each scenario, nearly all users get the same TCP throughput,
regardless of their location. This is because they all share the same access point queue
and thus suffer from the same packet drop rate at entering the queue and the same delay
before leaving the queue. This is in contrast to a first intuition, suggesting that the users
which are located in proximity to the access point should get a higher throughput.

However, there are few users that achieve less throughput. As said before, the TCP
throughput depends on the Round Trip Time (RTT) and the overall loss rate. The loss
rate on the wireless link (at the TCP layer losses occur only, if all transmission attempts
at the MAC layer have not been successful) influences the overall loss rate as well. Even
though this loss rate is negligible for most of the users, the user located at d = 100m
suffers from losses on the wireless link. This is, because the rate of the wireless link is
adapted to maximize the MAC layer throughput. The MAC layer throughput is maxi-
mized, by tolerating few losses, but using a faster modulation scheme. These few losses
indicate congestion to the TCP sender, which in turn reduces the sending rate. The next
user located at ¢ = 120m does not suffer from these losses, because the MAC layer uses
a lower modulation scheme already. The loss rates are then again very high at the bor-
der of coverage, where only few packets are received correctly, even though the lowest
modulation scheme is used. Here, the TCP throughput drops to zero.
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Figure 2.16: TCP throughput for users distributed uniformly along a line from the access
point.

We can see that the throughput is in general higher in the scenario with a lower user den-
sity. This is clear from common sense, because less users share the scarce resource access
point. The throughput is roughly halved, because the user distribution is not changed, but
only the number of user is doubled. Hence, the access point can still transmit roughly with
the same packet rate.

2.6.4.2 Different User Locations

In this section two scenarios are investigated, where the number of users is the same, but
the locations change. In the first scenario, all users are located in near proximity to the
access point (maximum distance 50 m). In the second scenario, half of the users are still
near the access point, while the other half is located hundred meters further away. The
received TCP throughput in presented in Fig. 2.17.

We see that, again, the simulations match the theoretical findings very well. Further we
see again, that within a scenario all users get a similar data rate share. However, the rate
each user gets, is highly different between these scenarios. Users in the first scenario
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Figure 2.17: TCP throughput for two different user location distributions. In the upper
curve all users are located in near proximity to the access point, while in the lower curve
half of the users moved 100m further away.

nearly double the data rate, even though the number of users has not changed. Hence, the
location of five users reduces the throughput significantly for all users.

The confidence intervals in the first scenario are very small, because all users are very
near to the access point. Thus, the packet loss probabilities are very low, even though
the highest modulation scheme is used. The low packet loss rates reduce the probability
of retransmissions and the contention window is kept at small values. This reduces the
randomness and thus the variability of the throughput significantly.

2.6.4.3 TCP Throughput Dependence on User L ocations

We have seen that also for TCP throughput the locations of users are one of the most
influencing factors. Similar to the evaluation of CBR traffic over WLAN, it is interesting
to see the TCP throughput of one user, right next to the access point, changes if the
location distribution of the other users had changed.

Again, one user is placed next to the access point and others randomly in a circular area
around the access point with a radius R,,... Within this area the users are placed randomly
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with a user density set to p = N/7R2, .. This ensures that the same number of users are
placed, regardless of the chosen R,,... The maximum radius is varied from R,,,., = 50m
t0 R4 = 200m and the TCP throughput of the one user next to the access point is

calculated and measured. The result is shown in Fig. 2.18.
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Figure 2.18: TCP throughput of one user next to the access point, while other users are
placed randomly with in a circular area around the access point with radius R,

The most striking result is the extent to which the throughput of a user depends on the
locations of other users at the same access point. While the tested user has not moved,
the throughput was degraded from about 230 kbps to 60 kbps. This shows also the impor-
tance of throughput estimation techniques for WLAN access. Handover decisions should
consider user locations as well as quality of service or admission control systems. A user
having the choice between different access networks, should not only choose the network
according to signal strength or bit error rates, as it is done common handover algorithms
or admission control systems today. Instead the quality of service should be estimated,
and it is shown with this work, that all users and their locations have to be considered for
that.
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2.7 Bi-Directional Voice Traffic over WLAN

In this section the performance of bi-directional voice applications over WLAN is eval-
uated. In the previous section, it was already shown that a station can be modeled with
an M/G/1/B queuing system, which was solved for the delay and loss probability. Here,
additionally the channel utilization and collision probability will be calculated.

A similar scenario to what was considered in the previous section is assumed here: An
access point serves N users. The users are distributed around the access point, located at
distances d,,. Each user is running a voice application and is communicating with another
voice application which is assumed to be connected to the access point via a lossless line
with zero delay. This enables to derive the quality of service parameters of the WLAN
without the effects from other (possibly long delay and lossy Internet) links. The voice
applications are non adaptive and generate packets according to a Poisson process with a
constant packet source rate \,,.

2.7.1 Maodifications of the Queueing Model

In the previous section, the access point was already modeled as an M/G/1/B queuing
system. Here, this procedure is extended to model each station as a similar queuing sys-
tem. However, now that significant bi-directional traffic is considered, modifications to
that model are required.

As given above the applications generate packets according to a Poisson process, and
hence the arrival process at the terminals is Poissonian with arrival rate \,,. At the access
point N voice applications generate packets and the resulting arrival process is the sum
of the single processes and is again Poissonian this time with the arrival rate > \,..

The collision probability was already included in the calculation of the probability that a
certain amount of transmission attempts are required (see Eqn. 2.29). However, the colli-
sion probability is depending on the number of stations that want to access the channel,
the channel utilization and the transmission attempt rate of the stations. It will be shown
later how to calculate the collision probability from these values.

Considering the uplink traffic, the expected transmission time also has to be adjusted. A
station that wants to transmit a packet draws a random backoff timer value and decre-
ments that only when the channel is sensed idle. If another station is transmitting, the
backoff timer is paused. This means that the backoff time needs to be divided by (1 — U),
where U is the utilization of the channel. The service time is then depending on the num-
ber of transmission attempts, the used modulation scheme and additionally the channel
utilization.

The analysis of the queuing system proceeds similar to the presented analysis in the pre-
vious section, which results in the calculation of the loss probability and the sojourn time.
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2.7.2 System of Equations

Now, a system of equations is described, which is used to calculate the voice over rate-
adaptive WLAN performance. First the collision probability is calculated and the prob-
ability that the channel is idle. From that the utilization of the channel is derived. Then,
we can calculate the service time distributions of all stations and solve the correspond-
ing queuing systems for loss probability and delay. The loss probability is then used to
calculate the rate with which transmission attempts are started.

Each station may need several MAC layer transmission attempts for each successful IP
packet transmission. Similar to many related work articles, e.g. [15], it is assumed that
each station starts transmission attempts with exponentially distributed interarrival times.
It will be shown in the performance evaluation, that this assumption is valid. In our case
we have processes with rate )., , for the terminals and A, for the access point (the
access point is denoted as station 0 in variables and equations). It will be shown later how
to calculate these values.

If the channel is idle for at least the time T;rg, We can calculate the probability that
station n does not start a transmission in a time slot as

ps’n — €_>\t.'c,n‘Tslot' (2.39)

The probability that station n starts a transmission in a time slot is thus

Pten = 1-— Psn- (240)

The probability that all stations do not start a transmission in a time slot and hence the
channel is idle for this time slot is given as

N
n=0

The channel idle time, i.e. time until the next transmission attempt happens is geometri-
cally distributed and so the mean value is given as

_ 1
T, = .
L —pi

(2.42)

The probability that exactly one station starts sending in a time slot is given as:
N N

s = Y [p 0 ps,j] @43
=0

@ J=0;37#i
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The probability that more than one station starts a transmission in a time slot is given as:

Pta>1 = 11— Di — Dta=1- (244)

Now, the probability is required that the next transmission attempt, which is started after
the idle period, occurs in a collision, which is given as the conditional probability of a
collision under the condition that a time slot is not idle. This probability is given as:

Ptz>1 _ Ptz>1 (245)
Diz=1 + Piz>1 1 —pi

Pe =

The utilization of the channel is defined as the fraction of time the stations are not allowed
to decrement their backoff timer. It is given as

(T + 1)

The expected channel idle time until the next transmission attempt is started, 7';, was
already calculated. The transmission time for station n is simply given as the time the
station needs to transmit the packet and wait for the acknowledgement, which depends
on the used modulation scheme. Additionally the time T)»;rs needs to be added, because
stations need to sense the channel idle for at least this time before they are allowed to
decrement their back-off timer. The average transmission time of the access point is the
average transmission time over all other stations weighted with their packet arrival rates.
The overall mean transmission time is calculated by averaging over all transmission times
of the stations and the access points and weighting these again by their arrival rates.

With the collision probability and the utilization we can calculate the service time dis-
tributions of all M/G/1/B queueing systems. The arrival rate is given by the application.
Hence, these queuing systems can be solved as it was described in the Section 2.6.2.3 and
as results the packet loss rate, p, and the queuing delay 7 is received.

The queuing system needs to be solved here for all stations in the network, which in-
creases the computational effort significantly. The effort of solving the queuing system of
the access point is the same as it was for the TCP traffic analysis. However the effort of
solving the queuing systems of the stations is less: The stations use a fixed modulation
scheme and thus the number of different service times that can happen is reduced by a
factor of four. Thus the number of states in the Markov chain is reduced by a factor of four
as well and thus the calculation of the stationary state probabilities is done much faster.
This enables to estimate the quality of service for voice communications over WLAN in
reasonable computation time.

Having solved the queuing systems for their sojourn time and loss probability, the mean
transmission attempt rate can be calculated. The arrival rate at the queue is given as \,,.
However, some packets are dropped, because of the limited queue size and thus the rate
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is reduced by the dropping rate, p,. Each packet, however, might need several transmis-
sion attempts. The expected number of transmission attempts per queued packet can be
calculated using the probabilities p, as given in Eqgn. 2.29:

Nizn =Y k- pi. (2.47)

The transmission attempt rate is thus given as:

Atz,n - /\n . (]- - pq) : Ntz,n‘ (248)

The transmission attempt rate was used to calculate the collision probability as described
above. Thus, we now have a set of non-linear equations, which are solved numerically.
In the next section some interesting results from the calculations as well as simulation
results that support the findings are described.

2.7.3 Performance Evaluation and Verification

The model, described in the previous sections, is used to evaluate the performance of voice
applications and especially identify the parameters, on which this mostly depends. First,
the dependence of the voice performance regarding loss rate and delay on the number
of users and their locations is presented. Scenarios are set-up with the number of users
varied from N = 10 to N = 20. Further the scenarios are varied by the locations of
the users. Again, all users are placed randomly in a circular area around the access point
with a radius R. This maximum distance to the access point is varied from R = 25 m to
R =250 m.

To validate the analytical findings simulations of these scenarios are performed as well.
The same rate-adaptive wireless LAN implementation in the network simulator is used as
described above.

2.7.3.1 Packet LossRate

The first investigated performance parameter is the packet loss rate.

The uplink loss rates are negligible in all considered scenarios. All flows go downlink via
the access point and thus the arrival rate at the access point, compared to the stations’
arrival rate is multiplied by the number of active flows. The transmission opportunities
are however fairly distributed between all stations. This results in the access point having
a much higher load than the other stations. In scenarios where the access point is loaded
as such that losses are below the threshold for reasonable quality of service, the stations
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Figure 2.19: Downlink packet loss rates vs. the number of users

only have a very small load. This is why the queues in the stations are most of the time
empty and queuing losses do not happen at all. The losses due to transmission errors
and collisions are negligible. This will be verified by showing the low collision rate later.
Hence the uplink packet loss rates are not shown here.

The mean downlink packet loss rate vs. the number of users is depicted in Fig. 2.19 and
vs. the maximum distance to the access point in Fig. 2.20.

The first thing to note is again that the simulations match the calculated results well. All
calculated values are within the 95% confidence intervals of the simulation results.

Further, it can be seen that the loss rate increases with the number of users and with the
radius of the area in which the users are placed. As said above, the losses happen mainly
at the queue in the access point (the low collision probability is shown below). Hence, it is
clear that a higher number of users induce a higher loss rate: The arrival rate at the access
point queue increases while the service rate stays constant.

Similar reasons can be given, why the packet loss rate increases with the radius of the area
in which the users are located. The distance between access point and the user determines
the modulation scheme with which the packet is sent and the error and retransmission
probability. Hence, a user near to the access point can communicate faster. As the average
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Figure 2.20: Downlink packet loss rates vs. the maximum distance to the access point

distance to the access point increases with the radius of the location area, the packet
transmissions need on the average more time. This means the service rate decreases, while
the arrival rate stays constant. Thus, the packet dropping rate at the queue increases.

It is assumed that using current voice codecs the voice quality would be still acceptable
for packet loss rates up to 5%. Looking at Fig. 2.19 and Fig. 2.20 again, we see that up to
N = 16 users can use the voice over WLAN service well, if they are all located within a
maximum of R = 100 m to the access point. If some users move out of this area the loss
rate increases rapidly to values, which would render the voice service useless. The loss
rate behaves similarly, if more stations use the voice service: We see that N = 20 users
will not be able to use the service, regardless of their locations.

2.7.3.2 Deay

The packet losses happen, because more packets enter the queue at the access point than
leave it. The queue fills up until its capacity is reached and packets need to be dropped.
The increasing number of packets waiting in the queue should be visible from the trans-
mission delay as well. The downlink delay is measured as the time between entering the
queue at the access point and being received correctly at the station. The uplink delays
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Figure 2.21: Downlink delay vs. the number of users

are all small in the considered scenarios and thus not shown here. The reason is again
the significantly higher load of the access point compared to the stations’ load and as the
delay is dominated by the queuing delay in the access point, the stations’ delay is small.
The mean downlink delays are shown in Fig. 2.21 and Fig. 2.22.

The delay follows the same trend as the packet loss rate. However, the delay starts to
increase already with fewer users and reaches saturation. This is because the queue fills,
but does not need to drop packets with e.g. NV = 14 users. In scenarios where a significant
amount of packets need to be dropped, the queue is always full and the delay reaches a
maximum, even if the number of users is increased further.

However, increasing the location area of the users does not lead to a saturation point of
the delay. The increased location area does not only fill up the queue, but also decreases
the service rate, which increases the delay further.

Comparing Fig. 2.19 and Fig. 2.21 we see that for scenarios with reasonable packet loss
rates (again, assuming that typically voice codecs could accept loss rates of up to 5%), the
delay is always below 20 ms. Hence, one could concentrate on the loss rate as performance
criterion.
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Figure 2.22: Downlink delay vs. the maximum distance to the access point

2.7.3.3 Collision Probability

It was stated above, that the main reason for downlink packet loss is queue overflow
in the access point. Here, the collision probability is shown and evidence is given that
collisions are negligible compared to packet drops at the queue. The collision probability
for the considered scenarios is given in Fig. 2.23. We see that the collision probability
increases significantly with an increasing number of users. The more users want to access
the channel simultaneously, the higher the collision probability. In most of the cases the
access point is saturated and thus always has a packet to send. The stations’ packets could
therefore collide with the access point’s packets. Further, increasing the number of active
users increases the probability that multiple users want to access the channel at the same
time as well, leading to a collision between packets for two stations.

The collision probability increases only slightly with the radius of the location area of
the users. The slight increase can be reasoned by a higher transmission rate, because of
retransmissions. This is also visible from Fig. 2.24, where the channel utilization is plot-
ted for the considered scenarios. Here, we see that the channel utilization increases with
the number of users and with the radius of the location area. A higher channel utilization
increases the probability that multiple stations try to access the channel simultaneously.
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Figure 2.23: MAC layer collision probability vs. the number of attached users and the
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However, the effect that more users have on the collision probability is much more signif-
icant.

The collision probabilities are in general very low, because we consider non saturated
sources. The access point is in most cases the only station that has always data to send.
The other stations are fed by a Poisson source with a significnatly smaller arrival rate.
The service rate could be as high as the access point’s service rate, because of the DCF
distributing the transmission opportunities fairly between all stations including the access
point. Hence in the stations the service rate is much higher than the arrival rate. Thus,
the other stations are most of the time idle. Low collision probabilities for non saturated
sources were already reported in [9] and this finding is reproduced with the model pre-
sented in this section.

2.7.3.4 ldleTimeDistribution

In the course of deriving the collision probability, it was assumed that MAC packets are
transmitted according to a Poisson process. This is reasonable, because the stations are
not saturated, i.e. they do not always have a packet to be sent. The arrival process at the
stations is Poisson and the sum over all stations is then Poisson. However, the access point
is for most scenarios saturated and thus the packet transmission process is not Poissonian,
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but follows the service time distribution, which we have calculated above as well. Thus
the overall process is not Poissonian, but we show that it can be approximated by such a
process.

The channel idle time was measured in the simulations for a specific scenario and com-
pared to an exponential distribution with the calculated mean idle time. The cumulative
distribution functions of both are depicted in Fig. 2.25. We see that the assumption was
valid, as the distributions differ not significantly. Further, the loss rate and delay from the
calculations were compared with the simulations and have shown a good match.

2.8 Conclusions

An analytical model of CBR flows, TCP flows and voice traffics over rate adaptive wire-
less LAN was developed and verified with simulations. With help of this model perfor-
mance parameters of the WLAN service can easily be calculated for arbitrary user distri-
bution. The level of detail at bit, packet and flow level distinguishes the model from related
work in this research field and allows to draw interesting conclusions on the performance
influencing parameters in rate adaptive WLAN.
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The most striking result is the extent to which the quality of service of one user depends
on the locations of other connected users. This shows the importance of quality of service
estimation for inter-system handover decisions, which should consider user locations.

One could figure out clear thresholds regarding user locations and number of users for
which the quality of service would still be in reasonable bounds. This helps in designing
quality of service control algorithms that consider the locations (or signal strength) of
users to derive user admission or user drop decisions. This will be exploited in the next
chapter about a location based quality of service control system.

Another important finding is that the quality of service is highly asymmetric: All users
have nearly no packet loss and very low delay uplink. However, all users share possibly
high packet loss and high delay downlink, because they all communicate via the access
point, which is the bottleneck in the considered scenarios. It was shown that in scenarios
with reasonable quality of service for the users, the channel utilization is around 50%
only.






Chapter 3

L ocation Based Quality of Service
Control

3.1 Introduction

In Chapter 2 it was shown that the throughput of rate adaptive WLAN as it is used today,
is mainly depending on the number of users that are connected to the access point and on
the location of these. The throughput of a user can be decreased by orders of magnitude
only because other users have changed their locations. As the users are usually mobile,
this leads to high Quality of Service (QoS) variations of all communication participants
at an access point.

Many applications that are in use today require a certain minimum QoS. E.g. voice com-
munication requires a minimum throughput and maximum delay. If these applications
are used in a WLAN Hot Spot, as evaluated in Chapter 2, it is likely that a user will re-
ceive the minimum QoS at some times and will fall short of that QoS at other times. In
cases of heavily loaded access points it is also possible that the minimum QoS can never
be reached. The quite low and further highly variable quality of the WLAN service is a
problem for using these applications in WLAN Hot Spots.

To overcome this problem, the QoS needs to be increased in general and especially be
less variable. This could be achieved by introducing admission or QoS control. By QoS
control it is meant here that new connections of some users might have to be rejected and
even ongoing communication of a user could be dropped. This is done for the sake of
many other users, which would then still be able to communicate with a given minimum
QoS. To reject or drop the right users at the right points in time in order to use the given
resources most efficiently is an ambitious aim and in this section different QoS control
systems are proposed that fulfill this aim more or less well.

59
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A QoS control system should consider the users’ locations, as was shown in the previous
section. Users which are close to the access point, receive the data with high signal
strength and can achieve a high throughput. These should not suffer from users which
are far away from the access point. In preferring the users in proximity to the access
point, one could further increase the overall performance of the WLAN. The QoS control
algorithms are defined in detail below and are evaluated regarding QoS guarantees and
overall throughput of the access point via simulations.

In the next section first the requirements of a QoS control system for WLAN are ana-
lyzed. Thereby the differences of QoS control in wireline and wireless communications
are highlighted. In Section 3.3 the related work on QoS for WLAN is described and it is
explained, why the related work is not suitable. Then two QoS control systems are defined
based on user locations in Section 3.4. The first system being a straightforward approach
of allowing users to communicate only, if they are within a certain admission area around
the access point. The second system is more sophisticated in sizing this admission area
dynamically depending on the load of the access point. These two QoS control systems
are evaluated by means of simulations in Section 3.5.

3.2 Requirementson QoS Control in WLAN

QoS control for WLAN is different from QoS control in fixed networks. Fixed throughput
guarantees can not be given, because of the wireless channel. If users depart from the
access point, their throughput will degrade regardless of what a QoS control system could
do. This is also the difference to cellular systems, where moving users would handover
to other base stations. WLAN is characterized by a limited coverage and handover to
another access point is usually not possible. Hence, first some requirements on a QoS
control system for the WLAN scenario are defined and described.

First, one requires from a QoS controlled WLAN system that users receive a certain QoS
with a certain probability. This probability is a good measure of the QoS control system’s
performance: The higher it is the better.

Besides a QoS communication probability, a QoS control systems should increase the of-
fered QoS in general or the amount of users to be accepted. Basically, the given resources
of the WLAN system should be used as efficiently as possible.

As said in the previous section, users in proximity to the access point require less re-
sources and thus should receive a preferred service. These users should have a higher
probability to reach their requested QoS.

Summarizing, QoS control in WLAN needs to fulfill the following requirements:

1The user’s location is considered as the performance indicating parameter. One could of course use
the received signal strength at the access point as well and in a real life implementation, this is how it
should be done. According to the analytical model the location of a user is mapped to the signal strength.
The location of the user is more descriptive and helps in understanding the correlations between users and
WLAN performance and hence it is used here.
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e Enable QoS communication with a certain probability.
e Increase the overall throughput of the WLAN.

e Minimize the QoS violations for users within a certain maximum distance to the
access point.

3.3 Redated Work

The need for mechanisms to support QoS communications in WLAN has been iden-
tified by the research community for a long time. The DCF is robust and needs little
co-ordination between nodes, but offers a probabilistic service only. QoS cannot be guar-
anteed. Not even relative QoS, i.e. giving high priority stations a better QoS than low
priority ones, can be provided by the basic DCF.

The IEEE realized this lack of QoS support and defines a QoS extension to DCF in its
amendment IEEE 802.11e [59]. An Enhanced DCF (EDCF) is defined, which allows
for differential QoS. According to the standard, a station implements separated queues
for different traffic service classes. The parameters of the DCF, such as minimum and
maximum contention window, are adjusted according to the priority class of the current
packet being sent. By means of this configuration, prioritized channel access is realized.
There has much work been done on EDCF and similar technologies. Analytically and by
means of simulations, the performance of different parameter settings have been evaluated
and a variety of these have been proposed in the literature.

The EDCF functionality accomplishes the aim of having relative QoS. However, look-
ing at the requirements that were defined in Section 3.2, a different approach is needed.
According to the requirements we have to differentiate users according to their locations
and reject or drop users that do not use the resources efficiently. The EDCF approach is
orthogonal to the needed solution in that it differentiates traffic classes. It can well be used
additionally to the QoS control system that will be defined.

In [35] Deng et al. first modified the backoff parameters of DCF to give priority chan-
nel access to selected traffic flows. Qiao et al. propose backoff parameter settings to give
weighted fairness to flows and maximize the network efficiency in [100]. Aad et al. pro-
pose different mechanisms to differentiate the service in [1]: Modifying the inter frame
spacing, modifying the contention window parameters or allowing different packet sizes
for different service classes. In [8] the Banchs et al. modify the backoff parameters of
service classes dynamically, based on measured QoS parameters. Kanodia et al. propose
a slightly different scheme in [68]: The channel access is also differentiated by means of
different contention window parameters, but the coordination between stations is differ-
ent: The stations piggyback their head-of-line packet’s priority value on their transmitted
MAC packets (RTS/CTS or Data/Ack packets). Hence, all stations in the neighborhood
are able to generate a priority table and adopt their backoff parameters accordingly.
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Vaidya et al. describe a distributed fair scheduling mechanism for WLAN in [111].
Thereby, stations are assigned a weight corresponding to their throughput service class.
The backoff values are then chosen depending on the weight and additionally the size
of the packet to be sent. Flows with smaller sized packets would get a lower throughput
when having the same number of transmission opportunities. By considering the packet
size in the backoff parameter calculation this is compensated for. In [95] Pattara et al.
propose a distributed deficit round robin scheduling. According to the throughput class a
node gets a service quantum rate assigned. The backoff value is decremented by this rate,
meaning that the probability of a transmission opportunity increases with this rate.

Xiao et al. describe a distributed admission control in [123]. However, it still relies on a
central QoS aware access point. The access point calculates a transmission budged, i.e. an
additional transmission time that can be used in the next beacon period, and communicates
this budget in the broadcasted beacon. The stations might add part of the budget to their
currently used time share. In case of zero transmission budget, new flows are rejected. In
[124] Xiao et al. extend this scheme by accepting new flows tentatively. The performance
is then measured during the next beacon interval and according to the results the flow
might continue or be rejected.

In [104] Shah et al. describe another centralized approach. A bandwidth manager is used
to assign flows a time share to access the channel. The time share is calculated from the
bandwidth requirements and the currently available bandwidth.

In [97] Pong et al. want to give service guarantees in addition to service differentiation.
Hence, the authors use EDCF and identify the need to have additionally admission con-
trol. Therefore, they measure the collision probability and use the Bianchi model [15] to
calculate the throughput of a certain service class with the corresponding backoff param-
eters. The admission control entity compares the achievable throughput to the required
QoS of all flows and determines whether the new flow is to be admitted. Yang et al. use a
similar admission control mechanism in [125]. It is based in a slightly different through-
put model. Additionally to admission control for real time flows, best effort flows are
accepted. Rate control in all nodes is used for best effort services, i.e. it is controlled that
best effort service data is only admitted into the network in such an intensity that the
real-time flows are not disturbed. Similarly, Zhai et al. proceed in [127]: First a channel
busyness ratio is calculated. Thereby the stations measure continuously for each time slot
the probability that a successful transmission is going on, an unsuccessful or the slot is
idle. From that the busyness ratio is calculated. The authors note that for networks with a
business factor below a threshold delay and loss is low and the network is efficiently run.
In contrast, if the busyness ratio increases beyond a threshold, the network is overloaded
and QoS cannot be guaranteed. Hence, admission control and rate control for best effort
traffic is done to keep the busyness ratio below the threshold.

Similarly, Zhang et al. propose an admission control system in [128]: Traffic is catego-
rized into service classes. If a new flow wants to be admitted, it is checked whether band-
width from the best effort service class can be converted to the requested service class.
The conversion is done, because different service classes have different DCF parameters
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according to the IEEE 802.11e amendment. If the best effort bandwidth can be converted
and further enough residual bandwidth would remain in the best effort class, the flow is
accepted.

Gu et al. propose in [43] another measurement based admission control algorithm. Nodes
measure either the relative occupied bandwidth or the average collision probability. Based
on thresholds of these measures, new flows are accepted or rejected. In [112] and [11] the
Virtual MAC and Virtual Source are proposed, which are basically measurement based
admission control algorithms as well. The Virtual MAC resides in parallel to the MAC
implementation. It behaves like the real MAC in that it contents for channel access by
means of the DCF backoff algorithm. However, packets are not really sent, but the Virtual
MAC only checks whether a collision would have had happened, if the packet had been
sent. This enables the Virtual MAC to estimate the channel access delay and collision
probability. In the Virtual Source this is further extended by simulating a real applica-
tion. Virtual packets are generated, time stamped and passed through the Virtual MAC.
This enables a more detailed delay and application layer loss rate estimation. A similar
approach is followed by Zhang et al. in [81]. However, the authors substitute the simu-
lation of the Virtual MAC with a model based approach. They build an analytical model
of WLAN under non-saturation conditions from which the performance parameters are
calculated. The model is however based on exponentially distributed service times, which
leads, as shown in the previous chapter, to wrong performance results.

While these mechanisms enable QoS differentiation and partially give also QoS guar-
antees for some users, the focus of this work is rather on the WLAN system itself. As
stated in the requirements in section 3.2, the given resources should be used as efficiently
as possible. This is not achieved with the solutions given above. User locations have a
significant influence on the overall performance of the WLAN, but are not considered in
any of the given solutions above. As users that are nearer to the access point require less
resources, these users should be handled prioritized, as stated in the requirements. This is
also not possible with any of the above mentioned QoS control systems.

Some of the related work mentioned above uses a model-based admission control, e.g.
[81] or [97], which is a useful approach for this work as well. The WLAN model as
described in the previous chapter, can be used to predict the QoS of users and the perfor-
mance of the whole system. Based on the predicted performance users can be admitted,
rejected or even dropped from the system. This approach will allow to guarantee QoS
to some users on the one hand and optimize the overall performance on the other hand.
Inspired by the related work as cited above, | will follow that approach in the following
sections and show its benefits by means of a detailed performance analysis.

3.4 Location Based QoS Control

In the previous chapter | have shown that the throughput depends on the locations of the
users. Further, in the requirements it is stated that users at certain locations should have
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a preferred QoS. Hence, a QoS control system for rate adaptive WLAN should consider
the locations of users.

In this section two different location based QoS control mechanisms are described. While
the first one is rather simple and straightforward, the second one reacts dynamically to the
connected users and their locations.

3.4.1 SimpleLocation Based QoS Control (SLBQC)

A straight forward approach to location based QoS control would now be, to accept con-
nections only for users within a certain maximum distance to the access point. The area
in which connections are accepted is denoted as the admission area. This algorithm is re-
ferred to as Simple Location Based QoS Control (SLBQC). In this algorithm all users are
accepted within a maximum distance to the access point of d,,,.. If users move further
away, their communication is interrupted and the call is dropped. If users try to connect
from a distance larger than d,,.., the call is rejected right from the beginning. If these
users move into the admission area, the call is established.

SLBQC requires a fixed maximum distance, which is set for the performance evaluation
to d0: = [60,100,150] m. Looking at Fig. 2.8 again, we see that for d,,,,, = 60 m
connections with the highest modulation scheme are accepted only. For d,,,.. = 100 m
the two highest schemes are accepted and for d,,,.. = 150 m we block connections with
the lowest modulation scheme.

3.4.2 Location and Throughput Based QoS Control (LTBQC)

A more sophisticated admission control scheme would try to set the size of the admission
area dynamically, depending on the load of the access point. This is what is done in the
Location and Throughput Based QoS Control (LTBQC).

Here, the signal strength of all users is continuously monitored at the access point. Fre-
quently, the expected throughput of each user is calculated from these signal strengths.
In addition the calculation is done if a new user wants to connect to the access point. If
the expected throughput falls short of the defined minimum throughput, users have to be
dropped. The system will select the users which are farthest away from the access point,
because these users have the highest influence on the performance degradation of the
whole system. Further, in the requirements in Section 3.2 it was stated, that users in prox-
imity to the access point should get a preferred QoS. After dropping a user, the expected
throughput is again calculated and more users might have to be dropped. Eventually the
expected throughput will be larger than the set minimum threshold. Due to moving users,
the expected throughput changes rapidly over time and it might well be that a user is again
accepted at the next throughput calculation.
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3.5 Performance Evaluation

The performance of the QoS control systems is evaluated by means of simulations. 1 will
first describe the considered scenario and then present a detailed performance evaluation
of the QoS control systems.

3.5.1 Scenario

A scenario is assumed, where users want to download content from a server connected to
the access point with a constant data rate, e.g. a voice streaming service. This corresponds
well to the investigation on CBR traffic via WLAN, that was conducted in Section 2.5.
The users move in a fixed area, which could be e.g. an area where passengers wait for
their planes at an airport.

Scenarios are simulated in which N users move randomly in a circular area around the
access point. The location area has a radius of R = 200 m. The users move according to
the random waypoint mobility model: a user selects a random waypoint of the considered
location area and moves there with a constant speed, randomly chosen from the interval
[1m/s; 3m/s]. After reaching this location, a new waypoint is chosen and the user moves
there with a new constant speed.

As said above, a voice streaming application is considered. Users download the voice
stream via the access point with a fixed data rate of 48 kbps. The minimum throughput
per user is thus also T'P,,,;,, = 48 kbps.

The same simulation environment is used as was done in the evaluation of the analytical
WLAN model in the previous chapter.

For each user, the received QoS in terms of throughput is monitored. This allows to cal-
culate the fraction of time during which a user had on average not received the minimum
throughput. This metric represents the QoS violation probability, i.e. the probability with
which a user will receive a QoS less than the guarantees. Further, the overall throughput
at the access point is measured continuously.

3.5.2 Quality of Service Violation Probability

First, in Fig. 3.1 the QoS violation probability is shown, i.e. the fraction of time that users
did not get the minimum throughput. Thereby, the number of users in the scenario is
varied from N = 5to N = 50. The number of users determines the load of the network.

In very low load scenarios (5 or 10 users), the fraction of time that the users did not receive
the required throughput is very low without using any QoS control. This is because the
load of the network is low and all users can be satisfied in most cases, even if some users
are at large distance from the access point. By blocking users that are farther away than
150 m the fraction increases slightly. This is due to the blocking of users that could have
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Figure 3.1: The QoS violation probability measured as the fraction of time that a user did
not receive the minimum required throughput.

been allowed according to the access point load. We see this more clearly when looking
at the SLBQC scheme with a maximum distance of d,,,,, = 100 m. About one third of
the time the users cannot receive the required QoS, because during this time they are at
locations that are farther away than 100 m. Still, we see from the other schemes, that most
of these users could have been accepted. The LTBQC performs always best, because it
admits just as many users as the system capacity allows. Even for very low load scenarios,
some users are blocked. E.g. for ten users, the average fraction of time that a user did not
receive the required QoS is 0.2%. Even though this is negligible compared to the other
schemes, where the time fraction is 2.3% for no admission control and at 4.2% for SLBQC
with d,,,... = 150 m, we see that blocking some users is beneficial for all users on average,
even for low load scenarios.

In higher load scenarios, the benefit of QoS control is even greater. We see that for 25
users in the system, the QoS can never be kept without control. However, with LTBQC in
only about 20% of the time the users suffer from QoS degradations.

Comparing the different SLBQC results, we see that a certain admission area size is per-
forming at a constant level for low loads in the network. This is because the performance
is only determined by the number of users that are outside the admission area. All users



3.5 Performance Evaluation 67

inside the admission area are accepted and the QoS can be delivered. At some load, this
changes, e.g. for a load of 30 users in the network, all users in the admission area of
100 m radius can be satisfied (even though only about two thirds of the users are inside
this admission area). Increasing the number of users further, leads to a higher amount of
users in the admission area and the throughput of all admitted users degrades. That is why
the QoS violation probability increases that drastically from 30 users onwards. The same
behavior is visible for an admission area of 150m radius and a threshold load of 15 users.

The LTBQC does not suffer from this effect. Here, the admission area is dynamically
adjusted to fit the load of the access point. In high load scenarios the admission area
would be quite small, but inside this area, all users receive a good quality of service.

Next, it is checked whether the overall throughput of the network could be increased by
QoS control. The average throughput at the access point is shown in Fig. 3.2.

Further, the throughput at the access point over time is depicted for a short simulation
period in Fig. 3.3.
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Figure 3.2: Average throughput at the access point.

From Fig. 3.2 we see that the average throughput at the access point increases nearly
linearly for low load scenarios and without QoS control. This is because nearly all users
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can be satisfied and receive the required bit rate. Thus, the more users, the higher the
overall throughput. However, this changes dramatically in scenarios of more than 20 users.
The interesting point is that the average throughput still increases well from 15 to 20 users,
while the QoS violation probability is for 20 users already as high as 70%. This is because
without the QoS control all users are accepted and their received bit rate contributes to
the overall throughput. However, the bit rate is in most cases below the required service
bit rate and thus the users suffer from QoS violations.

The SLBQC mechanisms show a constantly increasing throughput with the load until a
threshold is reached. This threshold is the maximum capacity of the access point for the
user distribution inside the admission area. We see that for an area with radius 150m the
maximum average throughput is shortly below 1 Mbps. In case of an admission area of
100m radius, the throughput is still increasing until up to 50 users in the network. Still,
from the QoS violation probability, we see that for this amount of users, no one will
receive an acceptable QoS, just all users will receive something.

Again, LTBQC performs best, because it adapts the admission area to the load. Hence, if
many users are placed next to the access point, the admission area could be quite small,
but the average throughput would be very high. We can expect the dynamic LTBQC to
outperform all other schemes for all offered load values.

In Fig. 3.3 the average throughput of the access point in a high load scenario is shown over
time. Interesting to see is that the throughput of the SLBQC with the smallest admission
area is highly variable over time. This is because the number of users in the admission
area is highly variable and all users inside the area get exactly the required bit rate. Hence,
if a user enters or leaves the admission area, the throughput at the access point increases
or degrades immediately by one time the required bit rate. That is why we also see only
few discrete values in the curve, namely integer multiples of the required bit rate.

Now, that we have seen that LTBQC fulfils two of the requirements we set for an admis-
sion control system for WLAN, namely that the QoS communication is possible with a
certain probability and that the overall throughput in the WLAN is increased, it is inter-
esting to see whether the third requirement is fulfilled as well: Does the admission control
minimize the probability of QoS violations for users close to the access point?

To answer this question, the scenarios as described above were simulated again, but this
time one static user is placed next to the access point. The QoS of this user is measured
in terms of received bit rate over time. Again, the QoS violation probability is evaluated
by measuring the fraction of time the user did not receive the required minimum bit rate.

In Fig. 3.4 the QoS violation probability of the one user next to the access point is pre-
sented. Using no QoS control, even this user will not be able to use the voice service if
the WLAN is loaded with more than 10 users. For a load of 15 users, the probability of
service violation is already 10% rendering the voice service useless. The picture is only
slightly better with a fixed admission area of 150m radius. The service can still not be
used in cases of 15 users or more. Differently, the QoS guarantees are kept for reasonable
network load values if the admission area size is reduced to 100m. In this case the mini-
mum throughput is reached all the time if less than 30 users are in the system. However,
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Figure 3.3: Throughput at the access point over time.

for higher load scenarios, the QoS violation probability increases rapidly. Basically, this
could have been seen from Fig. 3.1 already, where the curve for this admission area size
increases also rapidly for loads of 30 users and more.

The QoS violation probability is always zero if the admission area has a radius of 60m
only, or if it is dynamically adjusted according to the LTBQC algorithm. Still, we have
to keep in mind that for a fixed admission area size with a radius of 60m we accept only
about 30% of the users in our scenarios and thus block 70% of the users right from the
beginning.

3.6 Conclusion

QoS control in WLAN systems is different from what is done nowadays in cellular sys-
tems or even fixed networks. It is in general not possible to give fixed QoS guarantees to a
user connected to an isolated access point. Still, some applications today require at least a
minimum QoS, e.g. voice communications require a certain minimum throughput. To en-
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Figure 3.4: QoS violation probability of one user next to the access point.

able such applications to be used efficiently in WLAN systems, three basic requirements
on an admission control system were defined.

Keeping these requirements in mind and the fact that the QoS in WLAN mainly depends
in the location of users, two QoS control strategies are proposed. The SLBQC mecha-
nism allows users to connect to the access point only if they are placed in an admission
area of a certain fixed size. The LTBQC algorithm adjusts the size of the admission area
dynamically depending on the load of the access point.

In a performance evaluation it was shown that the minimum QoS requirements of a voice
streaming application can only be met, if the network is loaded with very few users. For
reasonable network loads, the probability that the QoS guarantees are violated increases
rapidly and renders the voice service useless.

Defining a fixed admission area, it was possible in some scenarios to allow using the voice
streaming service. Especially a user in near proximity to the access point will have a very
high probability to receive the required throughput. However, this comes to the cost of
efficiency. Many users are blocked, even if the access point is not heavily loaded. The
overall throughput at the access point is reduced in most scenarios.

Adjusting the admission area size dynamically, as is done with the LTBQC algorithm
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performs very well: The number of users that have to be blocked is minimized; the access
point is loaded to its maximum, but not beyond. A user which is located close to the
access point will be able to use the voice service in all considered scenarios. The overall
throughput at the access point is drastically increased compared to all other investigated
schemes, including the case of no QoS control.

Summarizing it can be said that QoS control in WLAN can allow the use of voice services
and by means of the LTBQC algorithm the efficiency is maximized in terms of number of
service users and throughput at the access point.






Chapter 4

Wireless Multi-Hop Internet Access

Deployment of WLANSs in Hot Spots allows serving some users with sufficient QoS, as we
have seen in the previous chapter. However, if the number of users increases, the capacity
limit of the WLAN will soon be reached and either users have to be blocked or do not
receive the envisioned QoS.

To increase the capacity of the networks multi-hop communication is seen as a possible
solution. In wireless multi-hop networks terminals act as routers by forwarding flows for
other stations. As it was shown in Chapter 2, the distance between sender and receiver
influences the quality of the transmission. Low distance communication is more reliable
and faster. Hence, communication via multiple small hops could improve the communica-
tion quality compared to transmitting the data directly from the source to the destination.
However, the wireless medium is shared between all stations and each transmission gen-
erates interference, which means that communication via multiple hops generates more
interference than communicating directly.

In this chapter, the first task is to find out what we can gain from multi-hop communica-
tion when providing Internet access at Hot Spots. Secondly, it is investigated how to gain
from it. The contribution thereby is twofold: Firstly, theoretical upper bounds of the per-
formance in wireless multi-hop access networks are calculated. These are used to see the
effect of multi-hop communication in general and further to judge whether one should use
rate adaptation or power control in these networks. Secondly, routing algorithms and met-
rics are investigated in order to see to which extend they reach the performance bounds.
Two new routing metrics are then proposed, which should use the existing capacity of the
network more efficiently.

I will first describe an analytical model of a wireless multi-hop access network, based on
the WLAN model described in Chapter 2. The analytical model allows formulating an
optimization problem to find the best routes from sources to destinations. These routes
are used to calculate an upper bound of the performance that can be achieved in wire-
less multi-hop access networks in Section 4.2. Thereby, the effect of rate adaptation and
power control is also investigated to see, whether these technologies lead to significant
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performance improvements. Suggestions are given, whether to use these technologies in
wireless Internet access networks.

In Section 4.3 routing algorithms and metrics are investigated. Therefore, the related work
is first reviewed and candidates from the variability of existing routing algorithms and
metrics are selected to be investigated in greater detail. Two new routing metrics that try
to use the existing network capacity most efficiently are described in Section 4.3.3.1. The
selected prior art algorithms and the newly defined routing metrics are evaluated in Sec-
tion 4.3.4. An analytical performance evaluation method is used to judge the efficiency of
the different routes that were found using the different algorithms and metrics. Thereby
voice traffic is considered only. The evaluation method is then verified by means of sim-
ulations. In the simulations the performance of the routes under TCP traffic is shown as
well.

4.1 A Mode of the Multi-Hop Access Scenario

The first task of multi-hop communication investigations is to describe the scenario and
assumptions in form of a network model.

The wireless multi-hop Internet access scenario has many similarities with pure ad-hoc
networks as being researched for years now: Nodes can act as source, destination or router
simultaneously. Flows are routed through the network from source to destination, possibly
via multiple intermediate nodes. The main difference to pure ad-hoc networks is that in
the multi-hop Internet access scenario a set of access points exist, which are not mobile.
The access points start or terminate all flows, because all users of this network want to
communicate with the Internet via any of these access points.

Usually, wireless users are mobile. Moving users require that a routing protocol cares
about mobility management and information exchange between nodes to get node and
link status information. Routing protocols for wireless multi-hop networks are a separated
research field, which is not considered in this work. This field is orthogonal to the capacity
analysis that I will describe here. Routing algorithms are investigated and it is shown how
many flows can be routed in a certain scenario, considering a perfect routing protocol. Any
routing protocol that delivers the required information to the routing algorithm could be
used then. It is the goal to clearly distinguish the routing algorithm’s performance and the
capacity of the network from the routing protocol’s performance. Therefore, all influence
of the routing protocol is neglected and only the routes that certain routing algorithms and
metrics would find in a wireless multi-hop access scenario are evaluated.

In the model N users are randomly distributed in a circular area with a radius of r, ac-
cording to a spatial uniform distribution. Either one or three access points (APs) act as
gateways to the Internet. In case of one AP, it is located in the centre of the area. In case
of three APs, they are located at the corners of a triangle having a distance of 27 between
each others.



4.1: A Mode of the Multi-Hop Access Scenario 75

Two different services in the network, namely Voice over IP (MolP) and TCP are evalu-
ated. In the first case K users want to use the VoIP service. The communication peer is
assumed to be connected to the Internet and hence all users communicate via the access
point. Since the VOIP service is bi-directional, F = 2K flows have to be routed, where K
flows start and K flows are terminated at the access point. The communicating users are
selected randomly from all users. | denote by s( f) the source and by d( f) the destination
node of flow f. A VoOIP source generates packets with a constant packet rate and packet
size. The packet rate is defined as R; = 50 packets/s, the packet size is 72 Bytes including
IP, UDP and RTP headers. The maximum packet loss rate is 5%.

In the case of TCP service, users are assumed to be downloading data from the Internet.
Again, K users are actively downloading data using TCP. All users download from the
Internet and thus in the network the access point is the source and the node the destination
of the flow within the access network. The TCP bit rate is not fixed. TCP adapts its sending
rate according to the seen round-trip time and the loss rate and thus the flows are called
elastic flows. All senders use a TCP NewReno implementation.

The access points and nodes use WLAN according to IEEE 802.11x as communica-
tion means. Rate adaptation is used with A different modulation schemes. All of these
schemes have different transmission rates and different error properties for a given re-
ceived signal strength. For the numerical analysis, the four modulation schemes of IEEE
802.11b with 1 Mbps, 2 Mbps, 5.5 Mbps and 11 Mbps are assumed. Additionally to what
I have assumed in the previous chapters, a node transmits with one of P different power
levels.

In Chapter 2 an analytical model of rate adaptive WLAN was described and the MAC
layer throughput in dependence of the received signal strength and the modulation scheme
was derived. The modulation scheme that maximizes the MAC layer throughput is here
always used to transmit the packet. Together with the propagation model and the loca-
tions of the users, for each two users ¢ and j the modulation scheme mmaxp can be
determined, that is used when transmitting with transmission power level p. Further in
Chapter 2 the packet transmission rate was calculated, which depends on the received sig-
nal strength, the packet size and the modulation scheme. The possible packet transmission
rate between nodes 7 and j using modulation scheme m and power level p is denoted as
R;" . Similarly D] denotes the transmission delay of a packet from node i to node j
with modulation scheme m and power level p.

If the received signal strength is above a signal detection threshold, the nodes can hear
each other, even though they might not be able to communicate. If nodes hear each other
they also disturb each others communication and this is denoted by the interference indi-
cator a; ; as

B {1 if nodes 7 and j disturb each others transmission at power level p 1)

a. . =
“I 0 else
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In IEEE 802.11 the DCF controls the medium access to ensure that nodes that can hear
each other do not transmit at the same time. Communication is always bi-directional,
because acknowledgements are transmitted from the receiver to the sender. Thus, a link
interference indicator, that describes if communication via link (z,7) disturbs the commu-
nication on link (k,l), can be calculated as follows:

b]()i,j),(hl) = min ( ik T a] g+ ap, + a] b 1) (4.2)

The link interference indicator is limited to a maximum of one, because it should only
be indicated, if any node of a first link is disturbed by any node of the second link. The
amount of disturbance between links is not relevant for the following considerations.

Further, | define a route indicator 7/ ;P as

1 ifflow f is routed with modulation scheme m and transmission

f7 7 _ o -

Ty = power p between nodes 7 and j (4.3)
0 else

In case of constant bit rate flows, where a flow has the bit rate 1, the load of link (s, j),
considering all interfering links and flows routed via these links, is calculated as:

N N P M F R
EEESE e fon, e
=1 I=1 p=1 m=1 f= )

4.2 Theoretical Performance Limits

Power control and rate adaptation are two mechanisms of wireless communication tech-
niques which are successfully deployed today. Rate adaptation uses the existing band-
width more efficiently, by choosing a modulation scheme that maximizes the throughput
for a given signal to noise ratio. Using rate adaptation in multi-hop networks could en-
hance its performance similarly. As it is already implemented in WLAN cards and access
points today, it can be used without additional costs.

Using power control, a station adopts the transmission power. In individual power control
every station individually sets the transmission power to the lowest possible value that
still enables communication to the intended receiver. Individual power control in WLAN
environments according to the IEEE 802.11x standards is problematic. The IEEE 802.11
channel access mechanisms are not designed for power control. Work arounds and so-
lutions to the problem have been proposed, but all of these have some drawbacks and
performance issues. Still, it was shown in [5] and [91] that due to the spatial reuse of the
transmission frequency, the capacity of the network can be increased.
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It should be shown here, to which extend one could theoretically gain from power control
and rate adaptation in wireless multi-hop Internet access networks. It is important to know
these performance limits, to judge whether one should use these technologies in the con-
sidered networks at all. As said above, rate adaptation can be used without additional cost
in general, but the routing protocol might need to propagate information about used mod-
ulation schemes between nodes, leading to an increased overhead. The use of individual
power control is problematic in WLAN anyway, as described above. Hence, deploying
these technologies results in an increased effort or cost and by calculating performance
limits, it can be judged, whether it is worth the effort.

Using global knowledge, routes from mobile stations to the gateway are calculated such,
that a certain throughput per flow can be guaranteed. The number of flows that can be
routed with these guarantees serves as a theoretical upper performance limit. It is an upper
limit, because the route calculation will find a route with these guarantees if one exists.
It is a theoretical result, because the routes are calculated using global knowledge, which
is usually not available to the routing entity. However, comparing the performance of
these routes using power control and/or different modulation schemes lets us see to which
extend one can gain from these mechanisms.

The involved technologies are first described in the next section in greater detail. Then,
an optimization problem is formulated in Section 4.2.2, which is solved to calculate the
optimum routes. The performance gains of using different technologies are presented and
evaluated afterwards.

4.2.1 Power Control and Rate Adaptation in WirelessLANSs
4.2.1.1 Power Control

Power control in ad-hoc networks leads to mainly two benefits. On the one hand the en-
ergy consumption of the terminals will be reduced, if they transmit with less power while
still preserving connectivity. On the other hand the capacity of the network could be in-
creased because of increased spatial reuse of the medium: Stations transmitting with less
power generate less interference and possibly enable more stations to transmit simulta-
neously. Here, 1 am concerned with the latter benefit only, i.e. | want to investigate the
possible effect that power control has on the network capacity.

In general power control mechanisms in ad-hoc networks can be divided into two cate-
gories, namely common power control and individual power control. In common power
control, all stations of a network agree on the same transmission power level. Usually a
power level is selected that assures a certain degree of connectivity between nodes that op-
timizes some performance parameters. In [45] and [91] it was shown that common power
control could increase the throughput in ad-hoc networks.

In individual power control, each station might use a different transmission power level.
The transmission power is usually selected as such that the next hop can be reached with
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a certain error probability or that the station has a certain number of neighbors. Its use
in WLAN stations which use the IEEE 802.11 channel access mechanisms is however
problematic. The medium access is based on the listen before talk principle, which means
that stations have to sense the channel idle for certain periods of time until they can be
reasonable sure that no other station is transmitting at the same time. This mechanism is
based on symmetric communication, which means that a station is assumed to be able to
hear other stations which are disturbed by its own transmission. This assumption is not
necessarily valid, if stations transmit with different power levels. Hence, collisions could
occur, because some stations might not be aware of ongoing transmissions.

In [66] Jung et al. describe extensions to the WLAN MAC layer that enables individual
power control. Thereby the handshake messages, which are exchanged before the data,
are transmitted with the maximum power level. This enables stations that overhear these
reservation messages to reserve the following medium time for the transmitting station.
The data packet is then transmitted with lower power. During the data transmission the
power is periodically increased shortly to signal the ongoing transmission to stations that
were not able to receive the handshake messages correctly. The authors show that the
energy consumption can be reduced significantly, while the stations do not suffer from
throughput degradations or an increased number of colliding data transmissions. However,
spatial reuse of the medium is not possible with this kind of mechanism. There are other
publications that use similar mechanisms, e.g. [5], [42], [99]. All of these have in common
that spatial reuse is not possible.

In [90] the Monks et al. follow a different approach by introducing busy tones. Busy tones
are sent on a different frequency and indicate to other stations ongoing transmissions.
While the authors show for this mechanism the possibility to reduce energy consumption
and additionally gain from spatial reuse of the medium, the costs are additional frequen-
cies and non standard conform hardware.

Summarizing it can be said that using individual power control in ad-hoc networks to gain
from spatial reuse of the channel is possible with additional costs. It will be investigated
here, whether individual power control in multi-hop access network scenarios is worth the
effort.

4.2.1.2 RateAdaptation

Rate adaptive WLAN stations select for unicast data transmissions a modulation scheme
that maximizes the throughput for a given signal to noise ratio. The higher the received
signal strength is, the higher can be the data rate of the modulation scheme that can be used
while still keeping a certain bit or packet error probability. Rate adaptation is widely used
in WLAN stations today. In [67] Kamerman et al. describe the auto rate fall-back mech-
anism that follows a trial and error approach to select the optimum modulation scheme.
The data transmission is first tried with a high bit rate modulation scheme and reduced in
cases of transmission errors. In [52] Holland et al. describe a rate adaptation mechanism
that measures the signal strength of the handshake messages, which are sent with the low
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bit rate modulation scheme before the data is transmitted. The signal strength is then used
to select the modulation scheme that provides a certain maximum error probability.

Even though rate adaptation is possible to be used in general without additional cost, as
it is implemented in WLAN cards today, there are issues which need to be considered,
when using it in multi-hop communications. The routing algorithms can gain from using
rate adaptation, by finding more suitable routes using possibly higher bit rate modulation
schemes. However, the information about the possible modulation schemes on the links
needs to be transported to the entity that calculated the route. This is the task of the routing
protocol. Even though the routing protocols’ performance is not explicitly considered in
this work, it is worth noting that the protocols need to gather and transport more informa-
tion. This increases the overhead and resource consumption and thus leads to some costs
as well.

4.2.2 Optimization Problem

In this section an optimization problem is described that helps in finding routes for the
flows using global knowledge of the network. A practically relevant routing algorithm
would usually not have all this information available and thus might not find these routes.
Thus the result is more of a theoretical nature, but still provides useful insights.

The performance is measured by whether a routing for a certain scenario was found that
fulfils the QoS requirements of all flows. A theoretical upper limit of the performance is
then calculated by means of the optimization. Doing so with and without certain tech-
nologies enables to judge a maximum performance gain that one could expect from using
the corresponding technology.

With the definitions from Section 4.1 the optimization problem is formulated as follows:

Minimize
N N P M 1
22222 i (45)
i=1 j=1 p=1 m=1 f=1 (V]
subject to
N P M
(IO D WSS @9
i=1 p=1 m=1
N P M
IO NG R @)
i=1 p=1 m=1
N P M N P M
V(faywithi£snigd: Y S S il =3"3"N " (a8)
j=1 p=1 m=1 7j=1 p=1 m=1

V(i,7): Lij <1 (4.9)
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e = 0 (4.10)

(i, j, m, p), with m > mmazxy; : 1

In the objective function (Eqn. 4.5) all transmission delays of all routes are summed up. By
minimizing this objective function, routes are selected, which have a shorter transmission
delay, if that is possible. The objective function is not important for the performance
metric: The performance is measured by identifying whether a routing can be found that
fulfills the QoS requirements of all flows. This is determined by the contraints only and
hence the objective function enables to select the best routing from multiple possible
routings, but the performance is measured only whether at least one feasible routing was
found.

In Eqgn. 4.6 it is ensured that each node that is a source node for a certain flow has exactly
one route of this flow leaving the node. Similarly in Eqn. 4.7 it is ensured that for a
destination node of a certain flow exactly one route of that flow enters the node. Eqn. 4.8
considers all nodes that are neither source nor destination and restricts the solutions that
for each of these nodes the net flow is zero, which means that the same number of routes
enter and leave the node for a specific flow.

The physical constraints from the wireless medium are put into the last two constraints.
In Eqgn. 4.9 the load of each link is limited to a value smaller or equal to one. The load is
defined in Eqn. 4.4 and considers all routes in the interference range of the link. Another
restriction from the wireless medium is that some modulation schemes are not possible
between specific nodes. It is described above already, that each link has a maximum pos-
sible modulation scheme assigned, which depends on the received signal strength. By
Eqgn. 4.10 it is ensured that routes are used only with the maximum possible modulation
scheme.

The Mixed-Integer Linear Program (MIP) as described above can be solved for reasonable
sized networks with the commercial solver CPLEX [61], which employs the Branch-and-
Bound method (see [76] for details). The result is a complete routing of all flows under
the constraints given above. If several solutions are possible the routing with the least
transmission delay would be chosen. However, it is possible that no solution exists. This
could be because too many flows need to be routed via a specific interference region and
links in that region would have a link load larger than one. Another reason could be that a
node is located too far from any other node and communication is simply not possible. If
the optimization problem does not find a feasible solution, the QoS requirements of flows
cannot be guaranteed.

4.2.3 Performance Evaluation

Several multi-hop Internet access scenarios are evaluated regarding the possibility to
find a feasible routing. It is assumed that only one access point is present in the cen-
ter of a circular area with a radius of R = 200m. Different other parameters of the
scenario are varied: The node density is varied by selecting the number of nodes as
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Figure 4.1: Fraction of scenarios in which a feasible routing was found for one modulation
scheme and different power levels

N = 20 or N = 40. The offered load to the networks is varied by selecting the num-
ber of flows in the network between F' = 2..30. Further, the scenarios with power con-
trol are evaluated, where the station can select one out of eight different power levels
(P = {0.1,0.5,1, 5,20, 50, 100}mW), with power control of four different power levels
(P = {0.5,5,20,100}mW) and without power control, where every packet is sent with
a transmission power of P = 100 mW. The rate adaptation is evaluated by allowing ei-
ther four modulation schemes with {1, 2, 5.5, 11}Mbps, only one modulation scheme of
1 Mbps or only one modulation scheme of 5.5 Mbps.

For each parameter combination ten random scenarios are generated. Thereby, the users
are located randomly across the area according to a uniform distribution. The nodes that
use voice communication are selected randomly from all mobile stations. The correspond-
ing node is assumed to be located in the internet and hence all routes end at the access
point. To judge the performance of power control and rate adaptation, each of these sce-
narios is optimized and the fraction of scenarios per parameter combination in which a
feasible routing was found is counted. Further mean link utilization in the network or at
the access point is calculated.

4.2.3.1 Power Control Performance

First, the effect of power control is evaluated, if rate adaptation is not used. Therefore,
the nodes use only one modulation scheme with 1 Mbps. Fig. 4.1 shows the fraction of
scenarios where a feasible routing was found for N = 20 and N = 40 nodes. The number
of flows was increased from 2 to 30.

The first thing to note is that the number of used power levels has hardly any effect on the
performance. In the scenarios with N = 20 nodes, routes are found for all scenarios with



82 Chapter 4: Wireless Multi-Hop Internet Access

0.7

o
)
T

Fraction of Scenarios
o
(6}
o
N
:

Fraction of Scenarios
o
o

o
w
T

0.2

-+ 1 Power Level
0.11| = 4 Power Level
—O— 8 Power Level

-+ 1 Power Level
0.11| —»— 4 Power Level
—O— 8 Power Level

i i i ) ; ; ;
0 5 10 15 20 25 30 0 5 10 15 20 25 30
Number of Flows Number of Flows

@ N =20 () N =40

Figure 4.2: Fraction of scenarios in which a routing was found for all modulation scheme
and different power levels

up to six flows. In higher loaded networks, a routing was found for only a small fraction of
scenarios. With one power level only, it was not possible to route 14 flows or more. With
four or eight power levels eventually a routing is found for some higher load scenarios,
but the gain is not significant.

The overall performance is increased with an increasing number of nodes. For N = 40
nodes, a feasible routing is found for roughly two more flows in the networks. The small
performance gain for eight power levels is due to the higher node density. Routes are
found with small distance hops, where a reduced transmission power leads to less interfer-
ence. However, the relative performance between the different power level configurations
IS not significant again.

The non significant performance gain of power control in the above mentioned scenarios
could be, because only one modulation scheme with 1 Mbps is used. To exclude that rea-
son, | now take a look at the effect of power control in rate adaptive scenarios. Therefore,
the nodes were allowed to use any of the four modulation schemes. The results are shown
in Fig. 4.2.

Basically, the curves follow the same trend as in the previous scenarios in that the dif-
ference between different numbers of power levels is hardly visible. For N = 40 nodes
power control could lead to small performance benefits. Hence, there must be a different
reason for the non-significant influence of power control on the number of flows that can
be routed. With power control the interference can be reduced and an increased spatial
reuse of the wireless channel should be possible. However, in the considered multi-hop
Internet access scenario it is not possible to benefit from spatial reuse.

To explain this the mean link utilization of the network is calculated. The average link
load (as defined in Eqn. 4.4) is calculated over all links, where communication is possible.
One would expect that the utilization is lower when using power control, because sending
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Figure 4.3: Mean link utilization for different power control configurations

with lower transmission power interferes less links. The result is depicted in Fig. 4.3: The
mean link utilization in the case of N = 40 nodes using all modulation schemes is shown.
The three curves show the mean link utilization for different numbers of power control
level and the confidence intervals (95%) of these. We see that the differences are not that
high; even if the mean link utilizations over all scenarios is lower with power control, the
confidence intervals overlap in most of the cases.

The small differences in the mean link load mean on the one hand, that spatial reuse of the
wireless channel is not that efficient in the considered multi-hop Internet access scenario.
On the other hand, even these small differences do not increase the number of scenarios
without overload situations significantly. This is because of the access point being a com-
mon bottle neck. Even though the link load in the whole network is decreased slightly, the
load at the access point is not. All flows terminate at the access point and hence must have
a link to the access point. Regardless of the power being used, the wireless channel at the
access point is used by all flows. This can be seen from Fig. 4.4, where the mean link
utilization is shown of all links of the access point only. The use of power control makes
no significant difference in the link utilization at the access point. That is, why there is
no significant difference in the number of routed flows: The access point is the common
bottle neck and using power control does not help in removing this.
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Figure 4.4: Mean link utilization at the access point for different power control configu-
rations

4.2.3.2 Rate Adaptation Performance

We have seen that we cannot increase the performance significantly by using power con-
trol. By reducing the interference on a spatial basis, the bottle neck at the access point
cannot be removed. Rate adaptation reduces the interference on a temporal basis: Pack-
ets can be sent with higher modulation schemes and consume less time on the channel.
Hence, the channel can be reused by other stations more quickly. From this interference
reduction, the access point might benefit as well.

In this section the results of the evaluation of rate adaptation in multi-hop Internet access
scenarios is shown. Some of the results are already included in Fig. 4.1 and Fig. 4.2,
where the power control results with and without rate adaptation are depicted. In order to
see the effect of rate adaptation more clearly these figures are summarized in Fig. 4.5 and
additionally the graph of using only the 5.5 Mbps modulation scheme is added.

We see from Fig. 4.5 in the 20 and 40 node scenarios that for a low load of the network
a correct routing could be found by either using all modulation scheme or using only the
lowest modulation scheme. However, if the nodes use only the 5.5 Mbps scheme a correct
routing is found only in some scenarios. This is because the network is not connected.
There are nodes that are at large distance to all other nodes. These nodes can be reached
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Figure 4.5: Fraction of scenarios in which a routing was found for different rate adaptation
configurations

with the low modulation scheme, but not with a higher one. Hence, we see that the low
modulation schemes are a must, when it comes to connect low node density networks.

Further, we see that for an increasing load on the network, the higher modulation schemes
pay off. If in the 40 node scenarios in Fig. 4.5(b) more than 18 flows should be routed, it
is not possible in any scenario to find a feasible routing with only the lowest modulation
scheme. This is because a transmission with the lowest modulation scheme blocks the
shared channel at each packet transmission for a long time; time in which another station
could have used the channel. It can be said that the low rate modulation scheme produces
a high temporal interference. Using only the one higher bit rate scheme, a routing in some
higher load cases can be found. Using all modulation schemes a feasible routing is found,
also in one scenario with 26 routed flows.

The strong effect that rate adaptation has can be reasoned by the significantly reduced
transmission times if higher modulation schemes are used as it was already guessed above.
In this way the interference is reduced as it is done using power control, but on a temporal
basis in contrary to the spatial basis. This can be seen from Fig. 4.6, where the mean link
load in the network is shown. Similarly to the power control investigations, we see a small
difference in the mean link load in the network when using rate adaptation. Even though
the difference is larger than for the power control investigations, there must be another
reason for the performance gain of rate adaptation that we have seen above. The reason is
given in Fig. 4.7, where the mean link utilization at the access point only is shown. Here,
the difference is not less than in the whole network, but even larger. This is because small
hops with high bit rate modulation schemes are preferred in proximity to the access point
and these hops block the channel for less time, because of the higher transmission speed.
We see the reduction of temporal interference in this figure.

In contrast to the interference reduction on a spatial basis, the temporal reduction has a
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Figure 4.6: Mean link utilization in the whole network

great effect on the performance. The access point is still the bottle neck, because all flows
still have to be routed via the access point. But the flows are routed towards the access
point with higher bit rate modulation schemes and hence the access point is blocked by a
single flow for less time. This allows accepting more flows to be routed.

4.2.4 Conclusion

The performance of rate adaptation and power control in the special wireless multi-hop
access network scenario was evaluated. The scenarios consisted of one access point and a
number of mobile stations. The performance was thereby measured as the probability that
for a specificly loaded network a routing could be found that fulfills the QoS contraints of
all flows.

The most striking result is that power control has nearly no influence in the considered
access scenarios. The mean link utilization is reduced marginally by using power control,
which shows that spatial reuse of the radio channel is facilitated, but the results show that
in the considered scenarios, this can hardly be exploited at all. | gave evidence that this
is because of the access point being the bottle neck. Hence a spatial bottle neck exists,
which cannot be relieved by reducing the spatial interference.
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Figure 4.7: Mean link utilization at the access point

Rate adaptation however, which reduces the interference in the network on a temporal
basis by reducing the transmission time when using higher modulation schemes, has a
great effect on the performance. In some scenarios about double the number of flows
could be routed by adding three higher modulation schemes to the basic one.

Considering the deployment issues of power control and further the existing implemen-
tations of rate adaptation in WLAN cards today, it can be said that in the Internet access
scenario power control is not worth the effort, while rate adaptation surely is.

4.3 Routing Algorithmsand Metrics

4.3.1 Introduction

The capacity of wireless multi-hop access networks is limited, as it was shown above. The
maximum number of flows that can be routed in a scenario were calculated, by finding a
routing that fulfills the QoS constraints of all flows. These routings were found using an
optimization problem, which was based on global knowledge: Information about all flows
and all nodes were present.
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In real networks, this information is usually not present in the routing entity. Usually a
routing protocol is run that distributes the information about the nodes, e.g. communica-
tion possibilities, possible modulation schemes etc. A routing algorithm uses this infor-
mation to find a route?.

In this work, the performance of routing algorithms and metrics in wireless multi-hop
access networks is evaluated. Therefore, related work done in the area of ad hoc routing
algorithms is reviewed first and some of the proposed algorithms and metrics are selected
for the performance evaluation. Further, two new routing metrics are defined that have
the aim of using the existing network capacity more efficiently. To evaluate the new and
existing algorithms and metrics the theoretical upper bound of the performance is again
calculated to judge not only the relative performance, but to compare the work also to an
absolute performance limit. Further, a new evaluation procedure, based on an analytical
network model, is presented, that lets us calculate the performance efficiently. It is proven
by means of simulations that the analytical evaluation procedure fulfills its aim of judging
the performance of the routing algorithms.

Again, it is the goal to clearly distinguish the routing algorithm’s performance from the
routing protocol’s performance. Therefore, all influence of the routing protocol is ne-
glected and the routes that certain routing algorithms and metrics would find in a wireless
multi-hop access scenario are evaluated only.

Related work on routing algorithms in wireless multi-hop networks is described in de-
tail in the next section. Then, new routing metrics are proposed in Sections 4.3.3.1 and
4.3.3.2. A set of existing algorithms and metrics plus the new metrics are evaluated in
Section 4.3.4. Thereby, the performance is investigated in scenarios with Voice over IP
and TCP traffic. Further, the performance is compared to a theoretical upper bound of the
performance.

4.3.2 Existing Routing Algorithmsand Metrics

As described above, several research fields are related to wireless multi-hop Internet ac-
cess networks and hence a variety of routing algorithms and metrics has been proposed.
In this section the main related work is reviewed. It is tried to categorize the existing rout-
ing algorithms and metrics. Therefore, | define the following categories, according to the
main metric that the algorithms consider:

e Hop Count: These are the most basic routing algorithms that were designed mainly
for classical pure ad-hoc networks. They enable communication between peers but
do not optimize the routes regarding any performance parameter.

YIn many implementations and proposals a routing metric is specified. In this case it is assumed that
a routing algorithm finds the least cost route according to the given metric. Both, routing algorithms and
metrics are interesting and relevant for usage in the wireless multi-hop Internet access scenario
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o Stability: Algorithms and metrics from this category aim at using paths that have
less probability to suffer from link breaks or outages.

e Link Load: Here, the algorithms and metrics considered try to minimize the load
of the network and improve directly user performance parameters, such as delay or
throughput.

¢ Interference: The user performance parameters are here improved by minimizing
the interference, e.g. by blocking the shared channel for less time or selecting paths
that disturb less other nodes.

e Energy Consumption: Algorithms from this category try to minimize the energy
consumption of stations and maximize the network life time.

Putting the existing algorithms in one of these categories is only an attempt to structure
the huge amount of related work. Of course there are algorithms that fit into multiple
categories, where | either chose the category which fits best to the original aim of the
algorithm’s designer or mention them in multiple categories.

4.3.21 Hop Count

In the early years of ad-hoc networking, researchers first had to solve the problem of en-
abling basic communication. Performance was rather an issue in terms of protocol over-
head than throughput, reliability or delay. As the research concentrated on the ad-hoc
routing protocol, the routes that these protocols found were mainly minimum hop count
routes. The Minimum Hop Count (MHC) routing metric finds routes that minimize the
number of hops between source and destination. I will consider this metric in the perfor-
mance evaluation, as it represents the most basic way of finding a path and the metric is
still used in nearly all routing protocols, today.

4322 Stability

Reliability of links and stability of paths is a severe issue in mobile ad-hoc networks. Mov-
ing nodes lead to frequent link breaks, which in turn lead to packet loss and throughput
degradation. Selecting a more stable path could be obtained with various mechanisms.

One approach is that nodes send beacons to their neighbors with a fixed frequency. From
the number of beacons that a neighbor has received in a certain interval, the link quality
can be judged. This approach is followed e.g. in [110], [85] and [34]. After judging the
quality of the link, different use can be made of it: In [110] links with higher quality
are always preferred. This leads to an increased hop count, but as more reliable links are
used the path stability is increased. Lundgren et al. use the link quality measure in [85] to
avoid Gray Zones. Gray Zones are links, where small routing protocol packets might be
transmitted correctly, but larger data packets could not be transmitted reliably. Avoiding
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these links leads again to a slightly increased hop count, but higher reliability and path
stability. In [34] De Couto et al. use beacons to estimate an error probability of links.
By means of the error probability an Expected Transmission Count (ETX) is calculated,
which defines the expected number of link layer transmission attempts to transmit a packet
via that link. Finally a path is chosen, that minimizes the cumulative number of expected
link layer transmissions. Here again, more reliable links are chosen. This approach further
aims at increasing the path throughput.

A different approach to judge the link quality is to measure the received signal strength.
This approach is followed e.g. in [38], [98], [41], [32], [54], [85] and [116]. In general
all these algorithms use signal to noise thresholds to avoid highly unreliable links. The
problem of this method is that the signal to noise ratio is usually fluctuating heavily,
making it difficult to estimate the real mean value. Filters could be used, but suffer always
from a tradeoff between agility and stability. Having a fast responsive filter will give
unreliable signal to noise estimations and vice versa. However, some of these algorithms
have proven to work well in certain scenarios in avoiding highly unreliable links.

Yet, a slightly different approach is followed in [4], where the authors do not use the
signal strength directly, but the changes of the signal strength, to estimate the remaining
link lifetime. Again, the problem of efficiently filtering the sampled data occurs, but the
authors show that with this algorithm a link break can be foreseen in many cases. In [40]
Gerharz et al. also estimate the link lifetime. However, it is not done based on signal
strength, but on the existing link duration. The mechanism is based on the observation
that the remaining lifetime of a link depends on its history. For some mobility models the
authors show that their assumption is true. It can be doubted however, that this mechanism
is usable in real world scenarios, where mobility occurs more randomly.

Other routing algorithms use the physical distance between nodes to judge the link qual-
ity, e.g. [63]. A drawback of this method is that nodes need to be equipped with Global
Positioning System (GPS) receivers or other means to know their exact location. Further,
the distance is not necessarily directly related to the link quality: Obstacles in the line of
sight could render a small distance link useless.

4323 Link Load

In ad-hoc networks communication often suffers from low throughput and high delay.
This is due to the wireless channel being shared by many nodes. Links are loaded by the
flows that are routed via the link itself, but also because other transmissions on the same
wireless channel interfere and load the link additionally. There are different approaches
in the literature to find paths that reduce the link load and hence increase the throughput
and decrease the delay.

Most of the proposed algorithms try to avoid links that are already highly loaded. There-
fore, measurements have to be conducted that reveal the current load of nodes and links.
The measurements can be active, i.e. introducing additional load in the network, or pas-
sive. The active mechanisms could face two problems: The measurements could generate
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a significant amount of overhead and further lead to route flapping, i.e. instabilities be-
cause of the load dependence of the route. The passive mechanisms still could face the
route flapping problem, but do not introduce additional load to the network.

One way to measure the load of a node is to count the number of flows that this node is
forwarding. This is done e.qg. in [48]. However, the number of routed flows is only roughly
linked to the load of a node, since flows can have different sizes, forwarding packets via
certain links can be more resource consuming, etc.

To consider the link load, the number of packets in the transmission queue can be ex-
plicitly used. This is done in e.g. [119], [55], [79] and [31]. Such cross-layer approaches
require tampering with the protocol stack, but are shown to reveal the load of a node quite
well. In contrast, implicit measurements of the transmission queue state is done in [83],
[105] and [3] by measuring packet delays. These delays include queuing, channel access,
transmission and possibly retransmission delays and thus reflect not only the load of the
link, but a more general quality metric. The wireless channel is usually assumed to be the
bottleneck resource and thus the measurement of channel utilization will give information
about the state of the transmission and interference area rather than of a single node. This
is exploited in [28] and in addition to the queue state also considered in [55], [79] and
[31].

Another possibility to avoid highly loaded links or areas is to estimate the currently avail-
able bit rate of a link. In fixed networks this could be done by the packet pair approach
[69]. Thereby, two packets are sent directly one after each other to ensure that they enter
the probed queue back to back. The time difference, between receiving the first and the
second packet lets the receiver directly estimate the available bit rate of the bottleneck
link. The packet pair approach is used by Draves et al. in [36], however the overhead is
significant and the estimation unreliable. In [129] Zhu et al. estimate the available bit rate
by assuming a perfectly scheduled TDMA medium access.

For the following performance evaluation, | want to compare a routing algorithm that
considers the link load and tries to balance the load. The algorithms that try to avoid highly
loaded links or areas are all based on measurements of certain link or node characteristics
as can be seen from the description above. Hence, these algorithms performance highly
depends on the way this information is gathered, propagated and used, i.e. it depends on
the routing protocol. As | want to evaluate the routing algorithms performance only, a
way needs to be found to evaluate the effect of load balancing without considering the
protocol influence. Therefore, a simple load balancing algorithm is defined, which relies
on the link load directly. This metric is usually not easily obtained. Collecting the data
is already problematic and filtering it suffers again from the tradeoff between agility and
stability. However, for these investigations, it is assumed that the link load is known and
Dijkstra’s algorithm is used to calculate the routes with the link cost defined as:

. 1
¢;; = min (1 I , cmax) , (4.11)
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where ¢; ; denotes the cost of a link between nodes 7 and j, L, ; is the current load of a
link calculated from all routes in the interference range of the sender 7 and receiver j and
Cmaz 1S @ Maximum cost that should not be exceeded. This is theoretical routing algorithm
is called the Load Balancing Algorithm (LBA).

4.3.24 Interference

An independent approach to load measurements and load balancing is to exploit certain
properties of the wireless links. As described above, in [34] De Couto et al. define the
expected transmission count (ETX) as the expected number of link layer transmissions
that are required to transmit a packet via a certain link. This metric includes a reliability
measure and by minimizing the cumulative number of expected transmission counts for
a path, the medium usage is minimized. Hence, delay and interference is minimized and
the authors show an improved performance in an experimental ad hoc network.

Another property of the wireless link is that most networks are based on rate-adaptive
Wireless LAN. Rate adaptivity is the ability to select a modulation scheme with a certain
transmission rate for a packet transmission considering signal to noise ratio, packet size,
error properties of the modulation scheme etc. such, that the overall throughput is maxi-
mized. Basically that means that packets are sent with higher modulation schemes and bit
rates via links with a higher signal to noise ratio. The difference in bit rate is significant,
e.g. the channel bit rate can be varied from 1 Mbps to 11 Mbps in IEEE 802.11b and
up to 54 Mbps in IEEE 802.11a/g. While delay based algorithms implicitly consider the
used modulation scheme, Awerbuch et al. consider a multi-rate MAC layer explicitly in
[7]. They define the Medium Time Metric (MTM) as the time a transmission will block
the wireless medium for other transmissions. Thereby, packet header transmission with a
lower modulation scheme, data transmission with a higher modulation scheme, channel
access overhead and possible retransmissions are considered, by calculating the cost of a
link as:

size

overhead + 2=
Cij = = , (412)

reliability; ;

where overhead denotes the time required for sending the packet headers with the lowest
modulation scheme, accessing the channel and waiting for and receiving the acknowl-
edgement. size is the size of the part of the packet that is transmitted with the higher
modulation scheme and rate; ; the data rate of that modulation scheme. reliability; ;
is the expected probability that a link layer transmission is successful. Putting that to-
gether, we have the cost as the expected time a packet transmission via that link blocks
the channel against other transmissions. This algorithm is also selected for the perfor-
mance evaluation to represent the class of algorithms that does not depend on the load
in the network. It is similar to the expected transmission count algorithm, but considers
different modulation schemes as well and hence a performance benefit can be expected.
In [106] Stevens describes an algorithm that reduces the interference, by minimizing the
number of interfered nodes of a path. The algorithm is called Least Interference Routing
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(LIR). For each two nodes in combination with every possible transmission power level,
an interference indicator, I, is defined. Different ways are proposed to set the interference
indicator: Firstly, I; ; = 1 if nodes 7 and j could communicate with good signal strength
with each others, else it is set to zero. This means that the indicator is set to one if the
nodes are neighbors. Secondly, the Signal to Noise Ratio (SNR) is measured between
nodes and according to thresholds the indicator is set to 1, 0.5 or 0. The route with the
minimum cumulative interference indicator is chosen. For the performance evaluation |
have selected the first possibility to calculate the interference indicator only.

4.3.2.5 Energy Consumption

Energy consumption is a major issue in ad-hoc networks. Many algorithms have been
proposed to conserve the energy and increase the network lifetime, e.g. [71]. In [102] the
cost of a link is set to the speed of its energy drain, in [103] nodes with low energy do not
forward route requests or in [2] the transmission power, load of the node and its battery
power is combined to a new routing metric. As most of these algorithms are indepen-
dent from the throughput increasing algorithms described above, | will not consider them
for the evaluation, which concentrates on finding routes that use network capacity most
efficiently.

4.3.2.6 Other Algorithms

In [53], [84], [117] and [22] architectures are proposed that combine cellular and ad-
hoc networks. Usually the nodes are equipped with a cellular and a WLAN interface. If
the quality via the cellular link decreases, proxy clients are searched, that could forward
the own connection more efficiently to the base station. Similarly in [72], [86] and [87]
two hop relays are considered. It is shown that the performance is good, especially if the
relaying node uses a different frequency, e.g. borrowed from a neighboring cell.

4.3.3 Routing Metricsfor More Efficient Use of the Network Capac-
ity

In this section new routing metrics are described that try use the existing capacity of the
network most efficiently. Therefore, the cumulative interference that a route induces in
other nodes is minimized. | propose two different metrics: Firstly, all interfered nodes
of a link are considered; secondly, only information about the neighboring nodes of the
receiver is used.

4331 InterferingLoad Metric

In a wireless multi-hop Internet access scenario the node density is usually quite high, be-
cause these networks are usually deployed in Hot Spots, where Internet access should be
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provided for many users. Further, a rate-adaptive WLAN is considered, which is already
exploited with the MTM algorithm. The high density of nodes results in many nodes
disturbing each others communication; only one node can communicate per time in an
interference range. Hence, a routing algorithm should minimize the interference as much
as possible to use the existing network capacity most efficiently.

The MTM algorithm makes a first step in minimizing the medium busy time, which effec-
tively minimizes the interference. However, the algorithm does not consider the number
of interfered stations. In a region with a high density of nodes, the same medium time
would generate more interference than in low density regions. Hence, the idea of the In-
terfering Load Metric (ILM) is to sum up the link load that is generated in all interfered
links, where a communication is possible (i.e. the maximum possible modulation scheme
is greater than zero) and use this as the cost of the link. Dijkstra’s algorithm is used to
calculate the routes with the link cost defined as the number of interfered links times the
medium time (medium time is defined in MTM, see Section 4.3.2.4 for the definition).

4.3.3.2 RecelvingLoad Metric

The problem of the ILM is the kind of information that is required. The knowledge about
interfered links is usually not available to a node. Still, I will evaluate this algorithm,
but further propose a slightly different one here, which is called Receiving Load Met-
ric (RLM). The number of interfered links is thereby approximated with the number of
neighbors of the receiver. This is based on the fact that the density of nodes in the di-
rect neighborhood is strongly related to the number of possible links in the interference
region. The number of neighbors is an information that is usually available in nodes, be-
cause common routing protocols require that information anyway. It will be shown in the
performance evaluation, that one could indeed approximate as such, and achieve a sim-
ilar performance. Hence, the cost of a link is defined as the number of neighbors of the
receiver times the medium time (as defined in MTM in Section 4.3.2.4).

4.3.4 Performance Evaluation

In this section some routing algorithms and metrics are evaluated regarding their perfor-
mance in a wireless Internet access scenario. A scenario is assumed as described in Sec-
tion 4.1. The number of users, of flows and also of access points is varied. The location
area of the nodes and access points is has a radius of R = 400 m.

Users of voice applications are interested in receiving a constant bit rate with a limited
error rate and limited delay. Hence, the performance in scenarios with voice users is mea-
sured as how many voice flows can be routed without generating an overload situation
in the network. This is similar to what has been done in the previous sections to evaluate
the performance of rate adaptation and power control. TCP users see their performance
rather in terms of throughput and hence this is used as performance measure in the TCP
scenarios.
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The optimization problem that was formulated in Section 4.2.2 lets us derive a routing
without overloaded links, if such a routing exists. Here, this method is used again in the
evaluation of the routing algorithms. As all information of the whole network is required
for the optimization, which the routing algorithms do not require, this serves as a theoret-
ical upper bound of the performance, i.e. | check with the optimization problem whether
a feasible solution exists and see if the routing algorithms are able to find one as well.

In Section 4.1 it was shown how to calculate the load of a link. This allows to judge
whether a certain routing of constant bit rate flows in a network leads to an overload
situation, where an overload situation is defined to occur if any link has a load greater than
one. This is used in the analytical performance evaluation in Section 4.3.4.1, where the
routings of all algorithms and metrics are checked for overload situations. This evaluation
procedure is fast and allows to quickly judge the performance of a new routing algorithm
or metric.

The algorithms are also evaluated by means of simulations. Thereby, first the analytical
evaluation procedure is verified by simulating the found routings and see whether a calcu-
lated overload situation corresponds to quality of service violation of the constant bit rate
flows. Secondly, the routings are also compared regarding their performance with TCP
flows.

4.3.4.1 Analytical Performance Evaluation

In this section the performance of the considered routing algorithms and metrics is eval-
uated analytically for the VOIP service. The analytical evaluation is computationally fast
and allows a quick comparison of routing algorithms. However, some assumptions and
abstractions have to be made. These assumptions are later verified in the simulations in
Section 4.3.4.2.

The procedure of the analytical performance evaluation is simple: The load of each pos-
sible link in the network is calculated according to Eqn. 4.4. Then the link loads are
checked for overload situations. The assumption is that an overload situation leads to
increased packet loss (because of the queue overflow) and delay (because of excessive
queuing) and renders the voice service useless. Hence, if an overload situation exists for
a specific routing, this routing is counted as non-feasible. If no such overload situation
is found the routing is counted as feasible. The optimization problem does basically the
same: The load of the links is one of the constraints to be fulfilled.

To analyze the performance of the routing algorithms the following parameters of the
scenario are varied:

e Number of access points: {1,3}
e Number of nodes: {40,50,60,70}
e Number of flows: {2,4,...,30} (1 access point) and {4,8,...,60} (3 access points)
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For each parameter combination ten scenarios were generated with a random user and
flow distribution. The main goal of the multi-hop access network is to route as many voice
flows as possible to/from the access point. So again, the main performance parameter is
defined as the fraction of scenarios for a specific parameter combination for which a
feasible routing could be found. A feasible routing is found if the link load on any link
in the network where a communication is possible is smaller or equal to one. Further the
mean link load in the network is measured as the average link load over all links in the
network, where communication is possible.

According to the procedure as described above, the performance of some algorithms from
related work and the two newly defined routing metrics is evaluated and further the theo-
retical upper bound of the performance is shown. The algorithms and metrics from related
work are the Minimum Hop Count (MHC) as the most basic routing metric, the Load
Balancing Algorithm (LBA) that was defined to be a representative for the proposed al-
gorithms that find paths which balance the load in the network, the Medium Time Metric
(MTM) and the Least Interference Routing (LIR) algorithm. The Interfering Load Metric
(ILM) and Receiving Load Metric (RLM) are evaluated, whether they fulfill their aim of
using the network capacity in a Hot Spot scenario well. Further the result of the optimiza-
tion problem is shown which provides an upper bound to the number of flows that can be
supported.

In Fig. 4.8 the fraction of scenarios where a feasible routing was found and the mean link
load for the scenarios with one access point and 40 - 60 nodes are shown. The graphs
of the LIR algorithm are not shown, as this algorithm found in all scenarios exactly the
same routes as the MHC algorithm. This can be reasoned by the fact that all nodes near
the center of the location area have usually at least seven to ten neighbors, depending on
the scenario. The nodes near to the center of the area are the important nodes, where the
routing algorithm could lead to benefits, because all flows need to be routed to the center
and hence this is the region of the most interference. The variability of the number of
neighbors is however not that large. Hence, the routing metric is dominated by a constant
offset for all nodes, which in fact lets the algorithm find the same routes as MHC does.

In general it can be seen that scenarios with few flows, i.e. up to 10 flows, all routing
algorithms usually find feasible routings. Only in the scenarios with 40 nodes, all algo-
rithms fail for few of these low load scenarios. This is because some nodes are simply not
connected and so of course no routing algorithm is able to route packets to these nodes. In
higher node density scenarios, this happens only once more, with 50 nodes and 8 flows.

If the load of the network increases, i.e. the number of flows to be routed increases, some
algorithms are not able to find a feasible routing any more. In very high load scenarios it is
never possible to find a routing without overload situations; in these cases the network is
simply overloaded. This trend can be seen also from the mean link load, which increases
rapidly with the number of flows.

Looking at the differences between the routing algorithms, we see that the minimum
hop-count (MHC) routing is always the worst performing algorithm, e.g. in 50 node sce-
narios, 12 flows could already lead to the MHC not finding a feasible solution; all other
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algorithms find for all scenarios up to at least 16 flows a feasible routing. One could
expect MHC to perform worst, as it is not designed to perform well in the Internet ac-
cess scenarios, but to enable communication at all. Still, the significance of the room for
improvements was surprising.

The optimal solution is of course always best performing, as it represents the theoretical
upper bound. Looking at the mean link load figures, we can see how this is achieved.
In low load scenarios, the mean link load is comparable to the other algorithms. This is
because several solutions exist and the optimizer selects the solution with the least delay,
which fulfills the constraints. In higher load scenarios this is different. Here, the number
of possible solutions is restricted to the ones with a lower mean link load and one of these
is selected. That is why we see a knee in the curves of the mean link load for the optimal
solution.

The medium time metric (MTM) performs significantly better than MHC. However, there
is still room for improvements. With MTM, links with higher modulation schemes are
preferred, which leads to the performance gain. However, because of the special sce-
nario, where the traffic density is high, especially around the access point, minimizing
the medium usage is not enough. The mean link load is not significantly decreased, be-
cause even if the medium time of a flow is decreased, the interference is not necessarily
decreased as well, because it also depends on the number of disturbed nodes.

That is, why the load balancing algorithm (LBA) performs nearly always better than
MTM. Here, regions of high load are avoided and the network is more evenly loaded.
We see that the mean link load is not significantly decreased compared to MTM or MHC.
However, the performance in terms of fraction of correctly routed scenarios is. This is
because the network is not less loaded, but rather more evenly. However, the performance
for this algorithm will always depend on how the first routes are found. As these are ba-
sically routed according to the minimum hop count, problems arise after a few of these
have been routed. The load balancing will now try to avoid the regions which are used
already, but as long hops were preferred for the first routes, the next routes have to avoid
large regions of high load.

This is what should be avoided with the newly defined algorithms: Generating much inter-
ference right at the beginning should be avoided. Each flow individually tries to minimize
the interference it generates, which is beneficial for all flows. This can be clearly seen from
the mean link load of the two algorithms (both induced load metric (ILM) and received
load metric (RLM)): Right from the beginning the mean link load is low and significantly
below the load of the other algorithms. In heavily loaded scenarios, the optimal solution
reduces the link load as well, to values comparable to the two algorithms’. We see that this
theoretical limit is reached impressively well with the ILM. It performs nearly as good as
the optimal solution. Further, its approximation, i.e. RLM, performs nearly as good.

In Fig. 4.9 the results of the analytical evaluation for three access points are shown. Ba-
sically, the results are similar to what we have seen for one access point. Especially, the
relative performances of the different routing schemes are the same as in the one access
point scenarios. That is why only the results of the scenarios with 40 and 60 nodes are
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Figure 4.9: Fraction of scenarios where a feasible routing was found and the mean link
load for the scenarios with three access points

shown. However, the capacity of the network in the same area is increased. With three
access points it is in all scenarios possible to route more than 30 flows with the optimal
solution. Considering all schemes, it can be said that the capacity is increased by roughly
50%. This is achieved, by increasing the number of access points by 200%. The possible
capacity gain from changing the routing scheme from MHC is nearly 100%. The realized
capacity gain by using the RLM compared to MHC routing is more than 50%. Hence,
we can conclude that we can gain much more from changing the routing algorithm than
from using more access points in the same area. However, the two methods to increase
the performance do not interfere with each other and changing the routing scheme and
placing more access points in the area performs best.

4.3.4.2 Verification of the Analytical Evaluation Procedure

In the previous section the routing algorithms and metrics were evaluated by means of an
analytical analysis: The link load was calculated and routings were counted as feasible if
the load is smaller than one on every link in the network. To verify the proposed evaluation
procedure as well as the performance results, I have also conducted simulations of the
scenarios described above. The results are shown in the next section.

The analytical performance evaluation shown in the previous section has revealed interest-
ing insights to the performance of the different routing algorithms and metrics. However,
assumptions were made, which need to be verified in order to trust the results. Especially,
it was assumed that an overload situation means that the QoS cannot be guaranteed. In
this section this assumption is verified by means of simulations.

Again, the networks simulator and MAC layer enhancements are used as explained in
Section 2.5. In order to evaluate the routing algorithms only, without influence from the
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Figure 4.10: Simulation results showing the fraction of scenarios where a feasible routing
was found.

routing protocol, a slightly modified version of the Manual Routing Agent is used. With
this routing agent, fixed routes are configured for all flows in all nodes off-line at simula-
tion start-up. During the simulation, no routing messages are exchanged.

In the simulations a routing is said to be feasible if all flows’ packet loss rate is below
5%. This is in contrast to the analytical performance evaluation, where it was looked for
overload situations in the network. By means of the simulations it should be shown that
these two criteria lead to similar performance results.

As the results are similar as in the analytical performance evaluation the results are shown
only for the fraction of correctly routed scenarios and only for 60 nodes and one and
three access points in Fig. 4.10. We see that the performance is slightly worse here than in
the analytical evaluation. This is because in the analytical evaluation it was assumed that
a link can be loaded up to 100%. However, because of the probabilistic channel access
scheme, this cannot be reached in the simulations.

Still, the results match the simulated results quite well and especially the relative perfor-
mance between the routing algorithms and metrics is the same. Hence, we can summarize
that the evaluation procedure gives reliable results.

4.3.4.3 Simulation of TCP Traffic Scenarios

The analytical evaluation is used for a computational fast answer on whether a routing
algorithm or metric is able to efficiently route VoIP flows. Additionally to the VOIP ser-
vices, also scenarios where users download data from the Internet via TCP are simulated
here. The TCP performance of the routing algorithms and metrics is presented below.

TCP downloads are still the most common application of WLAN Hot Spots today. As the
data rate of the TCP connection is not fixed, but adapted by the TCP sender according to
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the seen packet loss rate and round trip time, it is not possible to use the same performance
criterion as for the VoIP evaluation. The quality of the routing algorithm does not influence
the number of flows that can be routed, but rather the throughput that each flow would get.
Hence, the received amount of TCP data is measured and divided by the time in which
this data was received. This metric is called the TCP throughput.

The simulation results of the ILM are omitted in the figures for the sake of a better read-
ability. Its performance is similar to the RLM’s. In Fig. 4.11 we see again the same perfor-
mance trend: MHC routing performs worst leading in some scenarios to less than half the
throughput that is achieved with the routes from RLM. LBA performs worse than MTM
in these scenarios. This is because the selection of high throughput links is more efficient
than balancing the load with TCP. As TCP adapts its sending rate it can make use of high
throughput paths in contrast to VoIP flows, which have a fixed data rate.

4.4 Conclusions

Multi-hop Internet access has characteristics that are similar to pure ad-hoc networks in
some sense, but differ significantly in others. In order to judge the performance of rout-
ing algorithms and metrics, an analytical performance evaluation method was proposed
first. Further a theoretical upper performance limit was calculated. The method allows a
quick look on the performance of routing algorithms in case of fixed bit rate traffic. The
methodology was verified by means of simulations.

A second contribution was to investigate the performance of ad-hoc routing algorithms in
a wireless multi-hop Internet access scenario. We got very diverse results. Minimum Hop
Count routing, as done by most ad-hoc routing protocols today, does not perform well
and compared to the theoretical performance bound leaves much room for optimizations.
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Some algorithms from the related work were investigated and have shown already an
increased performance. However, there was still space left for optimization.

Thirdly, two new routing metrics were proposed, where the first, namely Induced Load
Metric is more of a theoretical nature, as it requires information in the nodes that is usually
not available. The second metric, namely Receiving Load Metric is an approximation
of the first one, but requires only very little information and hence is expected to be
easy to implement. The performance of these metrics is outstanding, as both nearly reach
the theoretical upper bound in our scenario. This was shown by means of an analytical
performance evaluation and further simulations.



Chapter 5

Conclusions

In this thesis wireless Internet access in Hot Spots was considered. Hot Spots are char-
acterized by a high user density, which poses strong performance requirements on the
wireless communication system. WLAN, as the mainly used access network in these sce-
narios provides high bit rate communication means, but offers an unreliable service with
a highly variable quality.

To stabilize and increase the quality of service, the performance influencing parameters
were identified first. Therefore, an analytical model of rate adaptive WLAN was devel-
oped. Although, a variety of analytical models exists, | have shown that none of these
fits the requirements for the envisioned performance analysis. The new model is charac-
terized by considering the bit level, packet level and different applications at flow level.
It was shown that for all considered applications, namely CBR, TCP and bi-directional
voice traffic, a strong dependence of the user performance on the locations of all other
users exists. The throughput was shown to be degraded significantly, only because one or
more other users have moved away from the access point. The model and all results were
verified by simulations.

The strong user location dependence of the throughput inspired the development of a
location based quality of service control system. Two such systems were proposed. Firstly,
users within a certain admission area are allowed to communicate with the access point,
and calls from users outside the admission area are blocked. In the performance evaluation
it is shown that blocking few users can be beneficial for all other users and allows to give
some quality of service guarantees. However, the static size of the admission area makes
the system usable for certain scenarios only. In high load scenarios, a small admission area
is required; in low load scenarios a large admission area can increase the performance. To
account for that | proposed a second quality of service control system, which maintains a
variable admission area, depending on the load of the access point. The analytical model
is thereby used to estimate the quality of service that each user would achieve if a set of
users were allowed to communicate. Based on this estimation, users at a large distance to
the access point are blocked until the quality of service of all other users is sufficient. In
simulations the superiour performance of this system compared to the more simple control
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system and the case of not controlling the quality of service at all was shown. Further it
was shown that the overall performance of the access point in terms of throughput is
increased.

Although, this quality of service control system allows some users to use applications that
require quality of service guarantees, the amount of users that can be accepted is limited.
Deploying such a system in a Hot Spot, would still mean that many users have to be
blocked. The problem here is the limited capacity of the network. One way to increase
the capacity is multi-hop communication. Multi-hop communication brings however new
problems, as routes from source to destination have to be found and maintained. Routing
protocols and algorithms care about that. The routing protocols thereby communicate the
information about links between all nodes and allow the nodes in this way to use a rout-
ing algorithm to calculate the route. The routing protocols become more complicated and
require more resources the more information needs to be transported. The amount of in-
formation depends on the routing algorithm and the wireless communication technologies
that are used.

Hence, different wireless communication technologies were investigated first. I concen-
trated on the use of power control and rate adaptation. The WLAN channel access does
not work well with power control, but by spending some effort and resources it is possible
to use it. Rate adaptation can easily be used, as it is implemented in WLAN cards today,
but poses more requirements on the routing protocol: Information about used modulation
schemes needs to be propagated. Hence, both technologies can be used, but require an
effort to do so. The task was now the see if these technologies provide a performance
gain that makes it worth the effort. To judge the performance gain, | formulated an op-
timization problem to find routes for all flows in the network. Thereby constraints are
formulated that guarantee some quality of service to all flows. By solving this problem, it
was judged how many flows under the given constraints could be routed. This was used
as the performance measure. Using power control with different number of power levels,
it is not possible to significantly increase the number of flows. Using rate adaptation it
is. Both of these technologies reduce the interference in the network: Power control on
a spatial basis, by transmitting with a lower power and hence interfering stations in a
smaller area. Rate adaptation on a temporal basis, by transmitting faster and interfering
other stations for less time. While the spatial interference reduction does not lead to a
significant performance gain, the temporal does. This is because of the access point being
a central bottle neck. The access point is utilized less if the links use higher transmission
speed. It is however not relieved in cases where the links are used with less power. In
these cases the utilization of the links is constant, regardless of the number of different
power levels used. By means of this investigation, it was concluded that power control in
wireless multi-hop access networks is not worth the effort, while rate adaptation surely is.

After identifying the performance limits under the assumption of global knowledge, the
next task was to find routing algorithms that come as close to these limits as possible. To
evaluate routing algorithms, a new methodology was proposed. By means of the analytical
model from the first part, the load of all links in the network was calculated, considering
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all flows that are routed. Thereby, the link load is influenced by the transmissions via this
link and all transmissions via links from the same interference region. Having calculated
the load of all links, it was checked whether any link load exceeds one. If so, an overload
situation exists, and it is assumed that the quality of service cannot be kept. Doing that
for different routing algorithms enables to compare them regarding their possibility to
find routings that guarantee the quality of service of all flows. The methodology was
verified by simulations and was shown to be a computational fast means to estimate the
performance of routing algorithms.

Some routing algorithms and metrics from related work were evaluated and it was shown
that there is space left to the performance of the theoretical upper limit. To exploit this,
new routing metrics were proposed, that try to use the existing capacity of the network
as efficient as possible. Thereby the interference on a temporal and spatial basis is mini-
mized. In the first metric this is done considering all nodes of a flows interference range.
It is usually not possible to have knowledge about all nodes in the interference range,
but it is common practice in most routing protocols to maintain a list of all nodes in the
transmission range. Hence, the nodes in the interference range were approximated by the
nodes in the transmission range in the second metric. In a performance evaluation it was
shown that both metrics nearly reach the theoretical performance bounds.

Summarizing, it can be said that wireless Internet access in Hot Spots with standard
WLAN equipment is possible but not optimized. The evaluation has shown that the user
performance is highly variable and further the capacity of the system is reached when a
reasonable number of users connect to the access point directly. The capacity of the net-
work can be increased by multi-hop communication, where the use of rate adaptation is
recommended, while power control should not be used. Routing algorithms are proposed
that use the capacity of the network most efficiently. The algorithms require only little
information and can be embedded in standard ad hoc network routing protocols.
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List of Acronyms

ACK
AP
BSS
CA
CBR
CCITT
CCK
CDF
CTS
COST

CRC
CSMAJ/CA
DBPSK
DQPSK
DCF
DIFS
DS
DSSS
EDCF
EIFS
ESS
ETX
FCS
FHSS
FIFO

Acknowledgement

Access Point

Basic Service Set

Collision Avoidance

Constant Bit Rate

Comité Consultatif International Téléphonique et Télégraphique
Complementary Code Keying

Cumulative Distribution Function

Clear to Send

Coopération européenne dans le domaine de la recherche
scientifique et technique

Cyclic Redundancy Check

Carrier Sense Multiple Access with Collision Avoidance
Differential Binary Phase Shift Keying

Differential Quadrature Phase Shift Keying

Distributed Coordination Function

Distributed Inter-Frame Space

Distribution System

Direct Sequence Spread Spectrum

Enhanced Distributed Coordination Function

Extended Inter-Frame Space

Extended Service Set

Expected Transmission Count

Frame Check Sequence

Frequency Hopping Spread Spectrum

First In First Out
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GPRS  General Packet Radio Service
GPS Global Positioning System
GSM Global System for Mobile Communications
HSDPA High Speed Downlink Packet Access
HTTP  Hypertext Transfer Protocol
IEEE Institute of Electrical and Electronics Engineers
ILM Interfering Load Metric
IP Internet Protocol
IR Infra-Red
ISM Industrial Scientific Medical
LBA Load Balancing Algorithm
LBT Listen Before Talk
LIR Least Interference Routing
LTBQC Location and Throughput Based QoS Control
MAC Medium Access Control
MHC Minimum Hop Count
MIP Mixed-Integer Linear Program
MMGI  Markov Modulated General Independent
MTM Medium Time Metric
NAV Network Allocation Vector
OFDM  Orthogonal Frequency Division Multiplexing
PC Point Coordinator
PCF Point Coordination Function
PDF Probability Density Function
PDU Protocol Data Unit
PHY Physical Layer
PIFS PCF Inter-Frame Space
PLCP Physical Layer Convergence Protocol
PMD Physical Medium Dependent
QoS Quality of Service
RLM Receiving Load Metric
RTP Real-Time Transport Protocol
RTS Ready to Send
SDU Service Data Unit
SFD Start Frame Delimiter
SIFS Short Inter-Frame Space
SLBQC Simple Location Based QoS Control
SNR Signal to Noise Ratio
SYNC  Synchronization

TCP

Transmission Control Protocol
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TDMA Time Division Multiple Access

UDP User Datagram Protocol

UMTS  Universal Mobile Telecommunications System
\VoIP \oice over IP

WIFI Wireless Fidelity

WLAN  Wireless Local Area Network

WWW  World Wide Web
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List of Symbols

a ; node interference indicator between nodes 7 and 7 with power level p
b backoff value

bi.y.epy NNk interference indicator

B capacity of the queue at the access point [packets]

Cij assigned link cost between node ¢ and j

cCw contetion window size

CWee Maximum contention window size
CWoin  minimum contention window size
CW,ew  newly calculated contention window size
CW,q  previous contention window size

d distance

maz maximum distance of a user to the access point for being accepted
dy destination node of flow f

d, distance between access point and user n

DiP transmission delay of a packet from node 7 to node j with modulation
scheme m and power level p

E. energy per chip

F number of flows in the network

fe carrier frequency

G processing gain

I interference indicator used in LIR

k transmission attempt

K number of voice users

L length of the MAC payload

Li; load of the link between node 7 and j
Lgei: length of a MAC acknowledgement
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Lo length of a MAC header

Lypiep length of a PLCP preamble and header

m modulation scheme being used

mmaz; ; maximum possible modulation scheme to be used between nodes i
and j with power level p

M number of different modulation schemes

Te number f chips

ny number of bits

N number of users

Ny spectral density of the noise at the receiver

Nizn number of transmission attempts required from station n

P TCP packet loss probability

Pa TCP acknowledgement loss probability

Db bit error probability

De collision probability

De transmission attempt error probability

Di probability that the channel is idle during a time slot

I packet drop rate of the Internet link

Dk probability that a packet is transmitted correctly
in the k-th attempt

Dq packet drop probability in a queue

Dsiti:sot,  transition probability from state (sq,¢;) to state (so, t2)

Dsn probability that station n is silent during a time slot

Dtz probability that station » starts a transmission in a time slot

Diz=1 probability that exactly one station starts sending in a time slot

Diz>1 probability that more than one station start sending in a time slot

Puw TCP packet loss probability on the wireless link

P number of transmission power levels

P path loss

P. received power

P transmitted power

rlm routing indicator

R bit rate of the currently used modulation scheme

R. chip rate

Ry packet rate of flow f

R, transmission rate

RSP possible packet transmission rate between nodes 7 and j using
modulation scheme m and power level p

RTT round trip time

RTT, basic round trip time



115

source node of flow f

channel busy time

backoff time

contention time

channel access time

time of a DIFS

time of a EIFS

channel idle time

transmission time of PLCP preamble and header
queueing time

time of a SIFS

time slot time

transmission time of the TCP acknowledgement packet
transmission time of the TCP data packet
transmission time

throughput

minimum throughput to fulfill QoS requirements
utilization of the channel

random variable describing the effect of obstacles on the received power
overall packet arrival rate at the access point
packet arrival rate for user :

MAC layer transmission rate of station n

MAC layer transmission rate of the access point
service rate

stationary probability of state (s, )

user density
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