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Numerische Simulation von Hysterese-Effekten in

ferromagnetischen Materialien

mit der Methode der Finiten Integration

Kurzfassung der Arbeit

Die vorliegende Arbeit befasst sich mit der Anwendung von Hysterese-Modellen und der
Methode der Finiten Integration zur Lösung von Hysterese-Effekten in ferromagnetischen
Materialien. Der Schwerpunkt liegt in der Entwicklung und Implementierung geeigneter
numerischer Verfahren, mit denen Hysterese-Effekte in ferromagnetischen Materialien bei
der Berechnung zeitlich langsam veränderlicher Magnetfelder nachgebildet werden können.

Bei dem Phänomen der Hysterese ist der tatsächliche funktionale Zusammenhang zwi-
schen der magnetischen Flussdichte und der magnetischen Feldstärke von der Geschichte
der vorangegangenen Materialbeeinflussung, der vorangegangenen Magnetisierung, be-
stimmt. Das Preisach Modell und das Jiles-Atherton Modell werden als mathematis-
che Hysterese-Modelle ausgewählt. Die Beziehung zwischen der magnetischen Flussdichte
und der magnetischen Feldstärke kann nicht mehr als eine Funktion im mathematischen
Sinne beschrieben werden. Der Zusammenhang zwischen diesen Gröβen wird für das
Preisach-Modell von den gemessenen Übergangskurven erster Ordnung bestimmt. Bei der
Interpolation der gemessenen Kurven wird eine zweischrittige polynominale Interpolation,
abhängig vom Preisach-Modell oder dem invertierten Preisach-Modell, angewandt. Das
Jiles-Atherton Modell ist abhängig von fünf Materialparametern, die aus den gemessenen
Kurven gewonnen werden.

Die Algorithmen zur Berücksichtigung eines solchen nichtlinearen Materialverhaltens bei
der transienten Magnetfeldberechnung werden mit zwei verschiedenen Modellierungen
nichtlinearer Materialien realisiert: dem Schema zur Aktualisierung der magnetischen
Polarisation und dem nichtlinearen Aktualisierungsschema. Das Verfahren von Newton-
Raphson und das Verfahren der Sukzessiven Approximation mit geeignetem Relaxations-
ansatz werden als Linearisierungsverfahren für das nichtlineare Aktualisierungsschema
vorgestellt.

Das nichtlineare Aktualisierungsschema ist im Vergleich mit dem Schema zur Aktual-
isierung der magnetischen Polarisation ein schnell konvergierendes Verfahren, dessen Kon-
vergenz aber nur in der Nähe der Lösung garantiert ist. Dagegen ist das Schema zur Ak-
tualisierung der magnetischen Polarisation sehr robust. Um die Vorteile beider Schemen
zu kombinieren, wird ein neues iteratives hybrides Newton-Polarisations-Verfahren zur
Berechnung von Hysterese-Effekten vorgestellt. Ein vereinfachtes Vektor-Preisach-Modell
wird als eine Erweiterung der Hysterese-Modelle in diese Algorithmen der Methode der
Finiten Integration eingebunden, um die wirklichen physikalischen Eigenschaften von Hys-
terese nachbilden zu können.

Die zuvor erwähnten Algorithmen werden anhand des TEAM Benchmark Problems 32
getestet. Die Ergebnisse zeigen gute Übereinstimmung mit den Messungen.





Numerical Simulation of Hysteresis Effects in

ferromagnetic Material

with the Finite Integration Technique

Abstract

In this dissertation, transient magnetoquasistatic field simulations are carried out consider-
ing hysteresis effects in ferromagnetic material. Numerical hysteresis models are combined
with the Finite Integration Technique applied for the discretization of the model geometry.

Ferromagnetic hysteresis is a phenomenon where the magnetic flux density is not only
determined by the instantaneous excitation, but also from the hysteresis history. Hence,
the relationship between the magnetic flux density and the magnetic field strength can
not be reduced to a time-independent material characteristic. As mathematical models for
representing hysteresis, the Preisach model and the Jiles-Atherton model are used. The
Preisach model is based on the assumption that any hysteresis can be expressed as a sum
of elementary hysteresis loops. The distribution function of the elementary hysteresis is
determined from a set of measured first-order transition curves. A two-step interpolation
on the measurement data is applied. The Jiles-Atherton model is described by a first-
order ordinary differential equation which depends on five parameters of the Jiles-Atherton
model. These parameters are determined from the experimental data. Both models can
be evaluated for arbitrary input values.

The hysteresis model are combined with the Finite Integration Technique yielding two pos-
sible nonlinear magnetoquasistatic formulations: the magnetic polarization update scheme
and the magnetic reluctivity nonlinear update scheme. Using the magnetic polarization
update scheme, only a magnetization term at the right hand side of the algebraic system of
equations has to be updated between two successive nonlinear steps. In the magnetic reluc-
tivity nonlinear update scheme, the reluctivity at the left hand side of the algebraic system
of equations has to be updated. For the latter case, the system has to be linearized, which
is here based on the Newton-Raphson method or the successive approximation technique,
equipped with a relaxation strategy.

Compared with the magnetic polarization update scheme, the magnetic reluctivity non-
linear update scheme linearized by the Newton-Raphson method converges substantivally
faster. Its convergence is, however, only guaranteed in the vicinity of the solution. On the
other hand, the magnetic polarization update scheme is very robust. In order to combine
the advantages of the both update scheme, a new hybrid Newton-Polarization method is
introduced within the magnetoqusistatic models. A vector hysteresis model as an exten-
sion of the hysteresis models is also with the Finite Integration Technique, in order to
numerically simulate hysteresis phenomena in models parts submitted to rotational flux.

The above mentioned algorithms are tested using the TEAM Benchmark Problem 32. The
results show a good agreement with the measurements.
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Chapter 1

Introduction

1.1 Motivation and History

The numerical simulation of hysteresis effects in ferromagnetic material plays an important
role in many technological applications, which have been studied in the last decades. The
quality of hysteresis models, measured as the correspondence of the simulated and experi-
mental results, has been substantially improved in the last years. Careful implementation
and increasing computer resources nowadays enable the application of hysteresis models
within electromagnetic field simulations. Up to now, hysteresis models and their introduc-
tion in electromagnetic field simulation are still subject of ongoing research. Two basic
ingredients are required here: an accurate hysteresis model, combined with an efficient
numerical method for electromagnetic field simulation.

Models for the hysteresis of ferromagnetic materials based on the mutual interaction of
the magnetic particles, were first developed by J.A. Ewing in 1890, who assumed that the
magnetic dipoles can be freely turned according to the interactions between the magnetic
moments and the interaction between the neighboring magnetic dipoles as well. On the
basis of the experiment by Ewing, the hysteresis of ferromagnetic materials was expected
to have qualitative and quantitative characteristics. The theory of quantum mechanics
introduced by N. Bohr opens the way for simulating magnetic materials and moments
on the basis of quantum theory. The analysis of the microstructure of materials and the
physical interpretation of crystal structures from the point of magnetic field led to the
theory of spin dynamics and the discovery of the optical properties of magnetic materials.
The investigation of the microstructure of magnetic materials motivates the realization of
weak magnetic materials and magnetic alloys with special properties. The next period of
research is characterized by the development of different models based either on a math-
ematical or on a physical approach. First realization of dynamical hysteresis models for
magnetic materials was presented by Y. Saito between 1982 and 1990 and M.L. Hodgdon
in 1988. The Langevin model of paramagnetic materials based on Boltzmann statistics
and the Weiss theory resulted in the Jiles-Atherton hysteresis model [23] [24] [25] in 1983
for the representation of the energy loss during the domain wall motion. The studies
of Ewing were extended by several researchers and accumulated in the Preisach model
[29]. Based on the studies of Preisach and Everett, a mathematical model for hystere-
sis based on a statistical characterization of material properties was developed by M.A.
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2 CHAPTER 1. INTRODUCTION

Krasnoselskii and A.V. Pokrovskii in 1983. From this time on, a powerful development in
the Preisach model started and resulted e.g. the books and papers of E. Della Torre [5],
I.D. Mayergoyz [16], A. Visintin [28], O. Bendda, A. Ivanyi [17] and G. Bertotti [4] which
are now considered standard reference. The first hysteresis model which also represents
the vectorial property of the particle magnetization was the Stoner-Wohlfarth model [22]
developed in 1947. A new generation of vector models was introduced by E. Della Torre
[18] in 1998 to simplify the mathematical model considering the physical characteristics
of ferromagnetic material.

Currently, research on hysteretic material and on hysteresis model is widely spread. Hys-
teretic materials are applied in many electrotechnical devices. New materials, e.g. com-
pound materials, powder materials, rare-earth permanent magnet materials are applied
which require increasingly accurate and efficient hysteresis models. On the basis of mi-
croscopic investigations of magnetic materials, the simulation of the nonlinear hysteresis
characteristics can be realized by numerical techniques. With the development of the nu-
merical computation in the twentieth century, discretization techniques for field simulation
are classified as Finite Element Method (FEM), Boundary Element Method (BEM), Finite
Difference in Time Domain (FDTD), and Finite Integration Technique (FIT) etc.. Hystere-
sis models can be introduced in electromagnetic field simulation based on a discretization
of the geometry by arising a hysteresis model for each volumetric entity representing a
piece of hysteretic material.

The FIT, presented by Weiland [51], [52], [53] in 1977, was first developed for frequency
domain problems starting about three decades ago and later completed to a generalized
scheme for the entire application range of Maxwell’s equations. The FIT transfers the con-
tinuous Maxwell’s Equations into a set of matrix equations, each of which is the discrete
analogue of one of the original integral equations. The algebraic equations representing
Maxwell’s equations in the computational grid are called Maxwell-Grid-Equations. Impor-
tant topological properties such as the curl-freeness of gradient fields and the divergence-
freeness of curl fields carry over from the continuous level to the discrete level. The method
allows different formulations for the discrete problem not only in frequency domain but
also in time domain, which provides more flexibility to the numerical simulation scheme.
These attractive features of the FIT motivated the numerical simulation of hysteresis
effects in ferromagnetic materials by introducing hysteresis models into the FIT.

1.2 Overview

After introducing the motivation and the development history of hysteresis models and nu-
merical computation for electromagnetic fields, the ferromagnetic hysteresis is introduced
in Chapter 2. Starting from Maxwell’s equations, the physics of magnetism including the
domain structure in magnetic materials and the description of hysteresis loops during the
magnetization process is introduced firstly. Then the Preisach models, classified as clas-
sical Preisach model, generalized Preisach model and vector model are shortly recalled.
Then the Jiles-Atherton model is briefly introduced as a Langevin type hysteresis model.

In order to project Maxwell’s equations from continuous space onto a finite grid space and
to implement hysteresis models in electromagnetic field simulation based on the discretiza-
tion of the finite grid space, the FIT is introduced in Chapter 3. The introduction of the
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Finite Integration Implicit Time Domain formulation (FI2TD) for magnetoquasistatic
field problems prepares for hysteretic simulation.

The modelling and implementation of the hysteresis is introduced in Chapter 4. Two dif-
ferent models of hysteretic ferromagnetic material behavior are given: the Preisach model
and the Jiles-Atherton model. The magnetic polarization update scheme and the hysteretic
nonlinear update scheme are introduced combining the two hysteretic ferromagnetic mate-
rial modelling and the Finite Integration Implicit Time Domain formulation, respectively.
The polynomial interpolation from the measured first-order transition curves is described
in order to numerically implement the Preisach model and the inverse Preisach model. The
computation of hysteretic losses is discussed and given by the integration of the hysteresis
loops. The Jiles-Atherton model is implemented by its inverse form in the hysteretic non-
linear update scheme. Although scalar Preisach models have been increasingly accurate
and efficient in describing material behavior, in many cases the magnetizing processes
is vectorial in nature. The simplified vector model as one of the most computationally
efficient models is implemented and compared with the corresponding scalar model. A
hybrid method combining the solutions from the overrelaxed polarization method and the
underrelaxed Newton method at each iterative cycle is implemented and discussed. The
purpose of the hybrid Newton-polarization method is to increase the robustness of the
nonlinear iteration, without loosing the quadratic speed of convergence in the vicinity of
the solution. A 3D transient hysteretic test problem is used for assessing the properties
of all of the modelling and implementation methods.

The selected example of Benchmark problem TEAM 32 as an application of the numerical
simulation of hysteresis effects in ferromagnetic material is demonstrated in Chapter 5.
Two different supply cases are used for assessing the properties of the modelling and
implementation of the hysteresis for magnetoquasistatic field problems.

The thesis is concluded with a summary in Chapter 6.
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Chapter 2

Ferromagnetic Hysteresis

Ferromagnetic hysteresis is an important behavior of magnetic materials. Its phenomena
can affect all applications of magnetic cores from electrical machines to transformers. The
physics of magnetism responsible for hysteresis and the adequate mathematical tools to its
description are the basis for the theoretical and the numerical study of hysteretic effects
in ferromagnetic material. The physics of magnetism has been introduced with various
approaches in different works by Bozorth [1], Chikazumi [2], Jiles [3], Bertotti [4] etc.. The
Preisach model and the Jiles-Atherton model are the most popular mathematical models
for the description of hysteretic phenomena. They have been developed and implemented
in many numerical simulations for years.

In this chapter, on the bases of Maxwell’s equations, the physics of magnetism, ranging
from pure theory of the domain structure in magnetic substances to a plain description of
hysteresis loops during the magnetization process, is introduced. As the applied hysteretic
model in this thesis work, the Preisach model is recalled in a short summary. The classical
Preisach model is described concerning its geometric interpretation, the determination of
the distribution function and the numerical implementation. After the discussion of the
main properties of the Preisach model, some modified Preisach models, generalized from
classical one are shortly mentioned, which overcome the certain limitation of the classical
Preisach model. The hysteretic losses are also discussed here. The vector Preisach model
is shortly introduced, which will be further discussed in Chapter 4 as well. The Jiles-
Atherton model is a Langevin type hysteresis model. It incorporates physical principles
in the determination of five material parameters according to the experimental data. The
Jiles-Atherton model will be further studied in Chapter 4.

2.1 Maxwell’s Equations

Maxwell’s equations are the fundamental equations to describe macroscopic electromag-
netic phenomena in continuous space. They reflect the relation between the electric field
values (field strength �E and flux density �D) and magnetic field values (field strength �H and
flux density �B). They can be written in integral form for arbitrary faces A and volumina
V and their respective boundaries ∂A and ∂V for non-moving geometries as:

5



6 CHAPTER 2. FERROMAGNETIC HYSTERESIS

∫
∂A

�E(�r, t) · d�s = −
∫∫
A

∂

∂t
�B(�r, t) · d �A, (2.1)

∫
∂A

�H(�r, t) · d�s =
∫∫
A

(
∂

∂t
�D(�r, t) + �J(�r, t)

)
· d �A, (2.2)

∫∫
∂V

�B(�r, t) · d �A = 0, (2.3)

∫∫
∂V

�D(�r, t) · d �A =
∫∫∫

V

q(�r, t) · dV. (2.4)

Here, equation (2.1) takes into account Faraday’s law and equation (2.2) is called Ampère’s
law. The third equation (2.3) states that the total magnetic flux crossing any closed,
regular surface has zero balance and the fourth equation is called Gauss’s law. Maxwell’s
equations can be written in differential from as well, the differential form is derived by
applying the theorems of Gauss and Stokes to the integral forms [49].

The current density J(�r, t) in the equation (2.2) is composed of

�J(�r, t) = �Jk(�r, t) + �Jq(�r, t) + �Ji(�r, t), (2.5)

where the conduction current density �Jk(�r, t) = κ�E arises in materials with electric con-
ductivity κ from the existing electric field strength; the imposed current density �Ji(�r, t)
expresses the excitation of the problem and is independent of all field forces; the current
density �Jq(�r, t) is the current contribution of free charges with the charge density q moving
at the speed �v.

The physical characteristics of materials are described by constitutive relations, which
relate the electric and magnetic flux densities ( �D and �B) to the electric and magnetic field
strengths (�E and �H). In the general case, the constitutive equations are

�D = ε0
�E + �P , (2.6)

�B = µ0( �H + �M), (2.7)

where the electric polarization �P and the magnetization �M of the material can be used
in dispersive, anisotropic, nonlinear and hysteretic cases. For linear materials, the electric
polarization is �P = ε0χe

�E, where χe is the electric susceptibility, and the magnetization
is �M = χm

�H, with the magnetic susceptibility χm. In the more general case, we have

�P = ε0χe
�E + �Pr, (2.8)

�M = χm
�H + �Mr. (2.9)

The description of the material characteristics in the electromagnetic field calculation
is extended by the independent permanent polarization �Pr and independent permanent
magnetization �Mr. The physical characterization of magnetic materials is the general
subject of this thesis and will be discussed in the following sections.
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2.2 Physics of Magnetism

2.2.1 Magnetic Materials

There are various types of magnetism. Each of them is characterized by its own magnetic
properties. The various magnetism will be classified in this subsection and their magnetic
structures and magnetic properties will be described.

The magnetic flux density �B and the magnetization vector �M are commonly used in
engineering application to describe the magnetization. The relationship between �B and
�M is

�B = µ0( �H + �M), (2.10)

where µ0 is the permeability in vacuum and �H is the magnetic field intensity. The relation
between the magnetic field intensity �H and the magnetization vector �M can be represented
by a linear operator, a nonlinear operator, or a hysteresis operator. However, for linear
materials, the relation between the magnetization �M and the magnetic field intensity �H
can be expressed by

�M = χm
�H, (2.11)

where χm is the magnetic susceptibility. The observed value of the magnetic suscepti-
bility ranges from 10−5 for soft magnetic materials to 106 for hard magnetic magnets.
The susceptibility is not necessarily constant. It can vary as the function of the applied
field. Moreover, the susceptibility does not need to be scalar, it can be also a tensor, to
represent anisotropic material, and in some cases it takes negative values as well, e.g. in
superconductors. Substituting (2.11) into (2.10), we have

�B = µ0(1 + χm) �H = µ0µr
�H. (2.12)

The relation between the magnetic induction �B and the applied field �H can be expressed
by the relative permeability µr.

On the basis of the magnetic susceptibility, the magnetic behavior of materials can be
classified as diamagnetism, paramagnetism, antiferromagnetism, ferrimagnetism and fer-
romagnetism [2].

1. Diamagnetism is a weak magnetism in which a magnetization is exhibited opposite to
the direction of the applied field. The magnetic susceptibility χm is negative and order
of magnitude is in general about 10−5. Examples of diamagnetic materials are some rare
gases and nonmetallic elements, but some metals, e.g. copper (Cu), silver (Ag), zinc (Zn)
and gold (Au) also belong to the diamagnet materials.

2. Paramagnetism is a weak magnetism as well. In paramagnetism, the magnetization �M
is proportional to the magnetic field �H. Paramagnetic materials contain magnetic atoms
or ions whose spins are not compensated. At finite temperatures, the spins are thermally
agitated and take random orientations. According to the Curie law, the susceptibility
of paramagnetic materials is inversely proportional to the temperature. In the param-
agnetic case, the magnetization �M is increasing with the applied field �H. The magnetic
susceptibility χm is positive and its order of magnitude is 10−5 to 10−3. Examples of
paramagnetic materials are oxygen (O2), aluminum (Al), manganese (Mn) and the alloys
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of the rare earth elements from lanthanum (La) to ytterbium (Yb), and iron (Fe), cobalt
(Co) and nickel (Ni).

3. Antiferromagnetism is similar to paramagnetism in the sense of exhibiting a small posi-
tive susceptibility. The susceptibility depends on the temperature, as characterized by the
occurrence of a kink in the χm−T curve at the Néel temperature TN (Fig. 2.1 B). Accord-
ing to the interaction between the magnetic moments, an antiparallel spin arrangement is
established, in which the plus and minus spins completely cancel each other (Fig. 2.1 A).
In such an antiferromagnetic arrangement of spins, the tendency to be magnetized by the
external field is opposed by a strong negative interaction acting between plus and minus
spins. If there is no external field, the opposite directed moments completely compensate
each other. When applying an external field, the antiferromagnetic material proves weak
magnetic properties with small positive susceptibilities. The compounds of manganese
(MnO, MnS), vanadium (VO2) and iron (FeS2) belong to the antiferromagnetic materials.

T
NT

(A) (B)

0
0

1
χm

Figure 2.1: Antiferromagnetic material, (A) Configuration of magnetic spins, (B) Tem-
perature dependence of the susceptibility.

4. Ferrimagnetism is the term proposed by Néel2 to describe the magnetism of ferrites. In
these substances, magnetic ions occupy two kinds of lattice sites, the spins on one site point
in the plus direction, whereas those on the other site point in the minus direction. Since the
number of magnetic ions and also the magnitude of spins of individual ions are different on
the both sites, such an ordered arrangement of spins gives rise to a resultant magnetization,
i.e. spontaneous magnetization. As the temperature increases, the arrangement of the
spins is disturbed by thermal agitation. Above the Curie point TC , the substance exhibits
paramagnetism, and the susceptibility decreases with increase of temperature (Fig. 2.2).
Ferrimagnetism is observed in various kinds of magnetic compounds. In these materials
the divalent metal ions can be found as manganese (Mn), cobalt (Co), nickel (Ni), zinc
(Zn). The ferrimagnetic garnets are the group of minerals, where the divalent elements
are the rare earth materials, such as cadmium (Cd), terbium (Tb), yttrium (Y).

5. In the case of ferromagnetism, the spins are aligned parallel to one another as a result
of a strong positive interaction acting between the neighboring spins (Fig. 2.3(A)). As
the temperature increases, the arrangement of the spins is disturbed by thermal agitation,
thus resulting in a temperature dependence of spontaneous magnetization (Fig. 2.3(B)).
Above the Curie point, the susceptibility obeys the Curie-Weiss law, which states that
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1/χm rises from zero at the Curie point TC and increases linearly with temperature as
shown in Fig. 2.3(C).

T
CT

(A) (B)

CT T

(C)

M

0
0

0

0

1
χm

Figure 2.2: Ferrimagnetic material, (A) Configuration of magnetic spins; (B) Spontaneous
magnetization; (C) Temperature dependence of the susceptibility.
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(C)

M

0
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0
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Figure 2.3: Ferromagnetic material, (A) Configuration of magnetic spins; (B) Spontaneous
magnetization; (C) Temperature dependence of the susceptibility.

The interior of the ferromagnetic material is divided into many magnetic domains, each
of which is spontaneously magnetized. The domain sizes change from a few microns to
perhaps millimeters for many ferromagnetic materials. In the domains, a large number of
atomic moments, i.e. 1012 to 1018, are aligned parallel, so that the magnetization within
the domain is almost saturated. Since only the direction of the domain magnetization is
varying from domain to domain, the resultant magnetization can be changed from zero to
the value of saturation magnetization.

The magnetic properties of a ferromagnetic material are represented by the plot of the
magnetization �M or magnetic flux density �B at various field intensity �H, which is shown
in Fig. 2.4. In the ferromagnetic materials, the orientation of the domains is randomly
distributed. In demagnetized state at absence of the applied field the magnetization is zero
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(point O). If an external field is applied the domain walls first move to favor the growth
of those domains having magnetic moments aligned with the applied field (region A).
Reversible condition is valid on removing the field. With the application of stronger fields
an irreversible domain wall motion occurs (region B). For a sufficiently large alignment
with the applied field the saturation magnetization �Ms is reached (region C).

H

M

O
A

B

C

OH
AH

BH CH

(A) (B)

SM

Figure 2.4: (A) The first magnetization curve (virgin curve or initial curve); (B) Variation
of the domain structures with the applied field.

If the field is reduced, the magnetization is also decreased, but does not return to its
original value. It can been seen that decreasing the applied field to zero the characteristic
arrives at a working point with remanence, with the remanent magnetization �Mr, �H = 0,
and remanent induction �Br = µ0

�Mr, respectively. Further decreasing the applied field
to the coercive field − �Hc, the field induction reaches to zero �Bc = 0, with µ0( �Hc +
�Mc) = 0 (Fig. 2.5). Such an irreversible process of magnetization is called hysteresis.

B

H

Remanence

Coercivity

Figure 2.5: Irreversible process of magnetization.

The saturation phenomenon and the hysteresis characteristics are important properties of
ferromagnetic materials, which will be recalled in the following sections of the magnetic
domain structure and the magnetization process.
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2.2.2 Magnetic Domain Structure

The magnetic behavior and the hysteresis loop can be described in terms of the domain
theory. The ferromagnetic material is composed of many domains, each magnetized up
to saturation in some direction. In this section, we discuss the fundamental properties of
domain structures and the various factors which influence their distribution in ferromag-
netic materials. The concept of the ferromagnetic domain structure was first proposed by
P. Weiss in 1907 in his famous paper on the hypothesis of the molecular field [1]. The first
experiment of the ferromagnetic domains was made by Barkhausen in 1919 [4]. The the-
oretical treatment of the ferromagnetic domain structure was first carried out by Landau
and Lifshitz in 1935. The existence of domains is a consequence of the principle of en-
ergy minimization. The decomposition of the substance into localized domains associated
with closed path of the flux lines reduces the magnetic energy. The domain structures
with closed path of the flux lines prove demagnetized state of the substance even under
saturated condition within the domains.

The domain structure

The domain structure is first discussed in a uniform ferromagnetic crystal [2] [17]. In
the spherical single crystal specimen case (Fig. 2.6(A)), the magnetic poles appearing on
the surface would give rise to the strong demagnetizing field, such a system has a large
magnetostatic energy. To avoid this is to make the inner magnetization rotate inside
the sphere as shown in Fig. 2.6(B). Then there would be no magnetic poles and no
magnetostatic energy being stored. However, the neighboring spins instead make some
angle with one another, so that some amount of exchange energy must be stored. The
variation in the exchange energy with spin orientation is called the magnetocrystalline
anisotropy energy.

S

S

S

N

N

N

(A) (B)

Figure 2.6: (A) Single domain structure, (B) Domain structure of a material with small
crystal anisotropy.

If the crystal has a large magnetocrystalline anisotropy, the inner magnetization is forced
to point parallel to a direction of easy magnetization. The direction of the magnetization
within the domain is affected by the crystal structure of the specimen. In a single cubic
crystal in the three principal crystallographic directions the magnetization can be distin-
guished, so they are referred as the axes (1,0,0), (1,1,0) and (1,1,1), which are the easy, the
medium and the hard magnetic axes for iron in Fig. 2.7. The direction of magnetization
in a domain is determined by the crystal structure, provided strain and magnetic field are
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Easy(1,0,0)

Medium(1,1,0)
Hard(1,1,1)

Figure 2.7: Magnetization directions in the cubic iron crystal: (1,0,0) is the easy axis,
(1,1,0) is the medium axis, (1,1,1) is the hard axis.
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Direction of
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Figure 2.8: Variation of the energy with respect to the stable minimum energy directions
of the magnetization.

absent. The crystal structure, stress, and field can be derived from the expressions for the
following potential energy:

Ek = K(α2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1), (2.13)

where Ek is the magnetocrystalline anisotropy energy density of the direction of its mag-
netization, and α1, α2, α3 are the direction-cosines with respect to the three axes of the
cubic crystal. K is the crystal anisotropy constant. The energy changes with the ori-
entation of the domain is represented in Fig. 2.8, which indicates the stable positions
corresponding to minimum energy [1]. This equilibrium is stable, reversible, if the total
energy has a minimum, while the equilibrium is unstable, irreversible for maximum total
energy. With an increase of the field �H the domain magnetization �Ms rotates gradually
and then suddenly rotates toward the direction of the field when the equilibrium state
becomes unstable.

Domain walls

The domain walls are interfaces between the domains. As the domains have different
directed magnetizations, in this transition region the magnetic moments have to make
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a reorientation. The structure of transition layers between the adjacent ferromagnetic
domains was first investigated by F. Bloch in 1932. This transition layer is called the
magnetic domain wall and is also referred to as the Bloch wall. The domain walls are
commonly classified according to the direction of magnetization in the contiguous domains
separated by the wall as in Fig. 2.9. One is the 180◦ domain wall, which separates domains

180° domain wall 90° domain wall

Figure 2.9: Magnetization configuration in a 180◦ and a 90◦ domain wall.

of opposite magnetization. In all other cases, one generically speaks of 90◦ domain walls,
even if the magnetization does not necessarily rotate by 90◦ when passing from one domain
to the other [4]. An amount of energy is necessary to create a domain wall of a given type,
which plays a key role in domain theory.

The coupling between the atomic dipoles results in an exchange interaction, which can
be represented by an exchange energy. Within the domain walls the atomic dipoles of
different directions can be simulated by a set of very thin layers, considering a 180◦ wall
through N atomic layers as it is plotted in Fig. 2.10 [2].

N

Figure 2.10: Rotation of spins in the domain wall.

In the domain walls the interaction energy between the neighboring moments can be
expressed with the relation of the exchange energy

Wex = −2JS2cosφ, (2.14)
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where J is the exchange integral and S is the total spin quantum number of each atom,
while φ is the angle between the two moments. When J > 0, the lowest energy is attained
when φ = 0 or the two spins are parallel to each other. For iron, assuming S = 1,
J = 2.16 × 10−21J. When φ � 1, with the substitution cosφ ≈ 1 − φ2/2, equation (2.14)
is simplified as Wex = JS2φ2 + const.

Considering a 180◦ domain wall arrangement, assuming that the rotation of the moments
is uniform through the N transition layers, so that φ = π/N , for a simple cubic lattice
with lattice constant a the number of atoms per unit area of a surface is 1/a2, the exchange
energy per unit area of the transition layers is given by

wex =
N

a2
Wex =

JS2π2

a2N
. (2.15)

From the above expression it can be seen that the total exchange energy in the transition
layers decreases with an increase of the number of transition layers N. Thus the exchange
energy tends to increase the wall thickness.

On the other hand, the rotation of the moments in the wall out of the direction of easy
magnetization causes an increase in magnetocrystalline anisotropy energy. Approximating
the anisotropy of a cubic crystal with a constant, the deviation of the magnetic moments
in the domain wall from the easy direction increases the magnetocrystalline anisotropy
energy by K, where K is the anisotropy energy per unit volume. Since the volume of the
transition region is given by Na per unit area of the wall surface, the anisotropy energy
in this volume is given by

wa = KNa. (2.16)

The exchange energy tends to make the walls thicker by increasing the number of the
lattices in the wall, since the exchange energy is minimized if the neighboring moments
are aligned parallel, the anisotropy energy tends to make the domain walls thinner, in order
to reduce the number of moments pointing in no easy direction. The actual thickness of
the domain wall is determined by the counterbalance of these two opposite trends. The
total energy is w = wex + wa, which is a minimum with respect to N the numbers of
lattices when

∂(wex + wa)
∂N

= 0. (2.17)

Domain walls of many types are possible. For brevity, we limit this description to the
particular case of 180◦ domain walls. In this section we discuss only the two simplest
types: the Bloch wall and the Néel wall. Fig. 2.11 shows how magnetostatic energy may
affect the wall structure in a thin film. If the magnetization rotations remain in the plane
of the wall (Fig. 2.11(A)), the domain wall is a Bloch wall. On the other hand, if the
magnetization rotations are outside or inside the film at ninety degrees to the surface (Fig.
2.11(B)), the domain wall is a Néel wall.

The difference between the Néel wall and the Bloch wall is that the magnetization rotations
of the Néel wall turn from one domain to the other. From [5], the Néel wall will have larger
energy than a Bloch wall, whereas the Bloch wall is energetically preferable to Néel wall.
The Néel wall is thinner than a Bloch wall.

During the magnetization process, which will be introduced in the next section, the domain
walls exhibit two different effects, the displacement of the domain walls and the bending of
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(A) Bloch (B) Neel

Figure 2.11: Schematic wall structures in thin films.

the domain walls. The behavior of the domain walls depends on several factors, including
the applied field, the domain wall energy and the stress arising in the walls during the
process. The strength of the domain wall pinning and the energy per unit area in the wall
determine either the displacement or the bending of the domain walls occurring in the
particular case.

2.2.3 Magnetization Process

The magnetic state is generally described through its average magnetization �M and mag-
netic field �H, but the information of �M and �H is not sufficient to give a complete descrip-
tion of the system. The state of the system is identified by its magnetic domain structure,
and, for given values of �M and �H, it is the past history of the material that determines
which domain structure will be actually realized and will now evolve when the field is
further changed.

The magnetization process corresponds to the change in the domain structures in the ferro-
magnetic materials when a magnetic field �H is applied. During the magnetization process
both the reversible and the irreversible changes occur together. Four different ranges in
the magnetization characteristic can be distinguished according to the essentially achieved
changes in the direction of the domain magnetization and in the intensity of spontaneous
magnetization [17]. The processes may be classified as initial permeability range or re-
versible magnetization range, irreversible magnetization range, rotational magnetization
range and saturation region (Fig. 2.12).

1. Starting from the demagnetized state, the first section on the magnetization charac-
teristic is the reversible or the initial range. There, the magnetization changes reversibly.
At low field amplitudes the magnetization can be characterized by the reversible rotation
of the domains from a stable state toward the applied field direction. In this range the
reversible magnetization is accomplished by the reversible displacement of domain walls.
This reversible response ∆ �M = χrev∆ �H gives rise to a change of magnetization ∆ �M ,
which is proportional to the small field variation ∆ �H, and the proportionality constant
χrev is called reversible susceptibility. Because the demagnetized state is generated by
an oscillating field slowly decreasing to zero amplitude, around the demagnetized state
there is no difference between reversible and total susceptibility, and the magnetization
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Reversible magnetization range

Irreversible magnetization range

Rotation magnetization range

Saturation region
M

H

Figure 2.12: Magnetization process.

curve is in the limit of vanishing field amplitude, so we have �M = χin
�H, where χin is the

initial susceptibility. The initial susceptibility has small value for crystalline substance as
χin ≈ 29, while for soft magnetic materials this susceptibility exhibits χin ≈ 100 ∼ 200
(e.g. pure iron shown in Table A.1). The contribution of the displacement of domain walls
to the initial permeability is entirely dependent on the sort of material.

2. If the magnetic field is increased above the initial part of the characteristic, this intensity
of magnetization increases more drastically. The range of the magnetization process is
called the irreversible magnetization range. This range is mainly achieved by irreversible
displacement of the domain walls from one position to an other one. Irreversible rotation
of domains can also be expected in materials composed of fine particles. In this range,
a magnetothermal effect, which corresponds to the generation of heat accompanying the
irreversible magnetization, is observable. A part of the work done by the magnetic field is
dissipated as heat during the process of discontinuous magnetization.

Because many small discontinuous changes in magnetization are induced by irreversible
displacement of domain walls and by irreversible rotation of local domain magnetization,
the so called Barkhausen noise can be heard in this range. The Barkhausen effect (Fig.
2.13 (A)) was discovered by H. Barkhausen as the first experimental evidence of these
magnetic instabilities. The noise persists only during a change in magnetization on the
steep part of the magnetization curve or hysteresis loop. The intermittent character of the
Barkhausen effect results in the staircase structure shown in Fig. 2.13 (B). The horizontal
portions of the curve correspond to field intervals where the domain structure undergoes
smooth distortions under the pressure of the applied field. On the contrary, the vertical
parts represent the points where the domain configuration becomes unstable and suddenly
jumps to a new state. The additional separation pictures (Fig. 2.13 (B)) give an intuitive
idea of the process. The random features in the Barkhausen effect reflect the general need
for statistical methods for treating magnetization processes and domain structures.

3. If the magnetic field is increased further, the magnetization curve becomes less steep and
the magnetization changes become reversible once more. In this range the displacements
of the domain walls have already been completed and the magnetization takes place by
rotational magnetization. For this reason, this range is called the rotational magnetization
range. A further process, irreversible rotation, may occur in the rotational magnetization
range.
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Figure 2.13: (A) Barkhausen effect, (B) Barkhausen effect Top: measured voltage signal.
Bottom: magnetization curve associated with the signal.

4. The fourth part of the magnetization process is the saturation region. In this range the
saturation magnetization inside the domains is achieved. If the magnetization arrives to
the saturation there is no further increase with the intensity of the applied magnetic field.
The magnetic field and magnetization vectors are almost parallel.

Mechanisms of magnetization along the hysteresis loop are similar to those discussed
above. From saturation to remanence the magnetization can mainly be regarded as rota-
tional magnetization. From remanence to midway of the ascending hysteresis curve is a
irreversible magnetization, and that to the opposite saturation is again a rotational mag-
netization. The total heat generated during one cycle of hysteresis, which is measured by
the area surrounded by a hysteresis loop, is equal to the total energy dissipated by the
discontinuous magnetization process.

2.2.4 Hysteresis Loops

The observed hysteresis loops are the direct consequence of the variety of possible mag-
netic domain structures. Magnetic domains result from the balance of several competing
energy terms: the exchange energy, which favors uniform magnetization configurations;
the magnetocrystalline anisotropy energy, which favors the orientation of the magnetiza-
tion vector along certain preferred directions; and the magnetostatic energy, which on the
contrary favors configurations giving a zero average magnetic moment. A domain struc-
ture represents the compromise by which the system tries to satisfy all these competing
requirements. The magnetization is coupled to the external field by the energy −µ0

�M · �H ,
which favors domains magnetized in the direction of the applied field. When the magnetic
field strength �H varies in time, the energy balance is altered and the domain structure is
rearranged through the motion of the domain walls. At high fields, the material is mag-
netized along the applied field direction and the average magnetization of the specimen
becomes close to the spontaneous magnetization. When the field is reversed, domains of
reversed magnetization are formed, which progressively increase in size through domain
wall motion, until a single domain of reversed magnetization is formed. This description
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gives a interpretation of the mechanisms behind the hysteretic behavior of many magnetic
materials.

The variety of hysteresis loops can be described with a few parameters for prime charac-
terization of loop properties. Two quantities of particular importance in this respect are
the remanent magnetization or remanence �Mr and the coercive field �Hc. Remanence is the
natural quantity expressing the fact that a ferromagnetic material can keep spontaneously
magnetized even in the absence of external sources. The order of magnitude of �Mr is that
of the saturation magnetization �Ms, but various geometrical or structural features may
contribute to decreasing �Mr well below �Ms. The coercive field �Hc is the field needed to
bring the magnetization from the remanent value to zero. Unlike as the remanent field,
the coercive field has a wide interval, from less than 1 Am−1 to more than 106Am−1,
depending on the magnetic material.

According to the parameters �Mr and �Hc, the material can be classified into soft and hard
magnetic materials. The term soft material is used to refer to materials that are easy to
magnetize, destined to applications where a low coercive field is a prime requirement. The
coercive field is of the order of 50− 100Am−1 in non-oriented Si-Fe alloys and low-carbon
steels used in electric motors, and decreases down to 10Am−1 in grain-oriented Si-Fe alloys
employed in transformer cores. On the contrary to soft materials, hard magnetic materials
can be taken as a stable and permanent source of material field, insensitive to external
actions. The coercive field is of the order of 50 − 100kAm−1 in AlNiCo alloys, but in
rare-earth magnets of the Sm-Co or Nd-Fe-B type it can exceed 1000kAm−1 [2].

A hysteresis loop can be represented in term of �B( �H) or of �M ( �H). The relation between
magnetization and induction is �B = µ0( �H + �M ). In a soft material, the magnetic field
strengths are much smaller than the corresponding magnetization values (Fig. 2.14(A)),
so that, to a very good approximation, �B ∼= µ0

�M and plotting �B( �H) or �M( �H) makes a
tiny difference that can be safely neglected. On the contrary, in hard materials �H and
�M have comparable order of magnitude, and the �B( �H) loop is significantly different from
the �M( �H) one (Fig. 2.14 (B) and (C)). For example, there are two possible definitions for
the coercive field, Hc,M and Hc,B, depending on whether one considers the point where
the induction or the magnetization is reduced to zero. The �M( �H) loop better reflects the
intrinsic properties of the magnet, but the �B( �H) loop gives a more useful description of
the system behavior for technical evaluation.
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Figure 2.14: (A) soft material (M −H curve), (B) hard material (M −H curve) and (C)
hard material (B − H curve).
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Each point on the hysteresis loop can be reached in an infinite number of increasing
and decreasing field excitations depending on the material history. Two histories are of
particular relevance, return branches and minor loops.

The simplest return branches are first-order return branches, which are obtained by start-
ing from saturation and then reversing the field at a certain point of the saturation loop
(Fig. 2.15). Return branches show that one can have an infinite number of different mag-
netization curves associated with the same interval for the magnetic field strength. It is
evident from Fig. 2.15 that there will exist a return branch, starting from a particular
reversal field, known as remanence coercivity Hrc, which passes through the origin. As a
matter of fact, the origin can be reached not only from this first-order return branch, but
also from second-order branches or third-order branches, and so on. A spiral magnetiza-
tion history consisting of a large number of increasing and decreasing branches ending at
the origin, transforms the materials into the demagnetized state. In practice, the demag-
netized state is achieved by applying an oscillating field with an amplitude which slowly
decreases from a large initial value to zero. The same procedure can be generalized by
applying the superposition of a given constant field �H and an oscillating field of slowly
decreasing amplitude. The resulting state is an anhysteretic state. The curve connecting
all possible anhysteretic states obtained for different fields �H is known as the anhysteretic
curve. The anhysteretic curve does not depend on the history of the material. An oscillat-
ing field with a sufficient initial amplitude erases any memory of previous states possibly
accumulated by the system before demagnetization. The essence of hysteretic phenomena
is just that they prevent the system from reaching equilibrium, and give rise to deviations
from the stable working points represented by the minimum energy curve.

0ì M

rcH H

Figure 2.15: First-order return branches.

The minor loops (Fig. 2.16) are a set of curves obtained by applying a cyclic field of
variable amplitude starting from the demagnetized state. The line connecting the loop
tops is known as the normal magnetization curve, which is similar to the virgin curve.
Its slope at the origin gives the initial susceptibility χin. One also defines the maximum
susceptibility χmax, given by the maximum ratio ‖ �M‖/‖ �H‖ achieved along the curve,
which can be obtained graphically by drawing the slope from the origin to the curve itself.
The differential susceptibility also can be given by the slope d‖ �M‖/d‖ �H‖ at the point
considered.

Four broad classes of mechanisms are involved in hysteresis loops: magnetization rota-
tion, domain wall motion, nucleation, and topological hysteresis. The first two have been
discussed in section 2.2.2.
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Figure 2.16: Set of minor loops.
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Figure 2.17: Schematic representation of magnetization curves in nucleation-type and
pinning-type magnets.

1. Nucleation includes all phenomena where domains of reversed magnetization are formed
inside a saturated region [4]. There is a qualitative aspect, important in particular in hard
magnets, that may be associated with the concepts of nucleation and domain wall motion.
By comparing the virgin magnetization curve after thermal demagnetization with the
saturation hysteresis loop, one recognizes two qualitatively different kinds of behavior,
and one accordingly speaks of nucleation-type and pinning-type magnets (Fig. 2.17). In
a nucleation-type magnet, the virgin curve is steep and saturation is reached under fields
much lower than the saturation loop coercive field Hs. Domain walls are present in the
virgin state and the fact that the material can be easily saturated shows that walls are free
to move and do not experience important pinning effects. Once the virgin domain structure
has been swept away, the formation of reversed domains becomes a difficult process, and
the demagnetization curve is characterized by a substantial coercivity. In a pinning-
type magnet, on the contrary, fields of the order of the saturation loop coercive field Hs

are required to saturate the material also when one starts from the virgin state. This
indicates that domain wall pinning is the main mechanism responsible for coercivity. In
soft materials, nucleation-type effects can be put in evidence by traversing the loop under
a controlled rate of change for the magnetization. Under appropriate circumstances, one
observes reentrant loops, in which a clear distinction appears between the field necessary
to nucleate the relevant domain structure and the field necessary to move already existing
domain walls.
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2. Topological hysteresis reflects the topology of the domain structure [4]. It is important
whenever the amount of structural disorder is relatively small and the minimization of
magnetostatic energy dominates the problem.

In ordinary materials, the various mechanisms are active at the same time, in proportions
different from case to case, and are not independent from each other.

The hysteresis loop can hardly be interpreted as a property of the material considered. It is
the outcome of a number of steps, where the measurement method, the specimen geometry,
and several other nontrivial assumptions have a role. For example, field and magnetization
are vector quantities. Therefore, in principle, any representation of hysteresis loops should
be given in vector terms. On the contrary, many experiments and theoretical interpretation
are based on a scalar representation, where the magnetization component along the field is
given as a function of the field intensity. This scalar description is of tempting clarity and
simplicity, and it is quite convenient in all cases where the magnetic field has a privileged
direction. It is however always to some extent incomplete, because it says nothing about
the behavior of the magnetization component perpendicular to the field.

The emergence of the macroscopic hysteresis behavior is related to the existence of mag-
netic domains. It is only over scales larger than the domain size that macroscopic hysteresis
properties of a material become manifest. The scale of domains is not necessarily closer
to the atomic scale than to the geometric scale of the specimen. In certain magnetic
materials, domain sizes can be in the range of millimeters, rather than nanometers.

2.3 Preisach Model

The Preisach model was established by F. Preisach [29], [6] in 1935 and is based on the
results of the previous studies of J.A. Ewing [7] and other researchers from that period.
The classical Preisach model is based on some hypotheses concerning the physical mech-
anisms of magnetization, which was the first regarded as a physical model of hysteresis.
The model was primarily introduced in the area of magnetics where this model has been
the focus of considerable research for many years. In parallel with the mentioned develop-
ments in magnetics, the Preisach model was independently invented and then extensively
studied for magnetic hysteresis by D.H. Everett [8], [9], [10], [11]. Although the classical
Preisach model is capable of describing minor loops as well as major hysteresis loop, it
is limited in its ability to describe magnetic materials featuring the congruency property
and the wiping-out property. For this reason, many modifications of the Preisach model
have been suggested. In the 1970s, the mathematician M. Krasnoselskii recognized the
mathematical generality of the Preisach model after separating it from its physical mean-
ing and represented it in a pure mathematical form. As a result, a new mathematical tool
has been developed for the mathematical description of hysteresis of arbitrary physical
natures. The phenomenological treatment of the Preisach model opens a new period in
the study and simulation of hysteresis by Mayergoyz (e.g. [12], [14], [15], [16]), Ivanyi (e.g.
[17], [108]), Della Torre (e.g. [5], [18], [20]), and Bertotti (e.g. [4]).
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2.3.1 Classical Preisach Model

The purely mathematical description of the classical Preisach model consists of an infinite
set of simple hysteresis operators γαβ . Each of these operators can be represented by a
rectangular loop (Fig. 2.18). Numbers α and β correspond to ”up” and ”down” switching

áâã u
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a b c

f d e
+1

-1

Figure 2.18: Rectangular loop of hysteresis operator.

values of input, respectively. It is assumed that α ≥ β. These operators can be interpreted
as two-position relays with ”up” and ”down” positions corresponding to γαβu(t) = +1 and
γαβu(t) = −1, respectively. When the input is monotonically increased, the ascending
branch abcde is followed. When the input is monotonically decreased, the descending
branch edfba is traced. The set of operators γαβ is weighted by a weight function µ(α, β)
which is referred to as the Preisach function. Then the Preisach model can be written as

f(t) =
∫∫
α≥β

µ(α, β)γαβu(t)dαdβ. (2.18)

It is apparent that the model can be interpreted as a continuous analog of a system. This
interpretation is illustrated by the block diagram shown in Fig. 2.19. According to this

( )u t

1 1á âã

2 2á âã

n ná âã

1 1ì(á ,â )

n nì(á ,â )

2 2ì(á ,â ) ( )f t

Figure 2.19: Block diagram representing the Preisach model.

diagram, the same input u(t) is applied to each of the two-position relays. Their individual
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output signals are multiplied by µ(α, β) and then integrated over all appropriate value of
α and β. As a result, the output f(t) is obtained. A discrete approximation as in this
block diagram can be used as an implementation of the Preisach model (2.18).

In magnetics, separate magnetic domains are introduced. These domains have rectangular
hysteresis loops and they play the same role as elementary hysteresis operators γαβ . A loop
typical for such domains is shown in Fig. 2.20. Here hα and hβ are the ”up” and ”down”
switching magnetic fields, respectively, and ms is the magnetization which is identical for
all particles. The notation m(hα, hβ) is used for the domain having the hysteresis loops
shown in Fig. 2.20. The magnetic material is considered to be composed of many such

H

sm+

sm-

M

áhâh

Figure 2.20: Rectangular loop of hysteresis operator.

domains. It is also assumed that the different particles have some distribution of reversal
field hα and hβ which can be characterized by the distribution function φ(hα, hβ), which
plays the same role as µ(α, β) in (2.18). It is typical to speak about the statistical nature of
the distribution function φ(hα, hβ). By using the magnetic particles and their distribution
function, the Preisach model is usually defined in magnetics as

M(t) =
∫∫

hα≥hβ

φ(hα, hβ)m(hα, hβ)H(t)dhαdhβ , (2.19)

where M is the magnetization, if the domain is switched up, m(hα, hβ)H(t) = +ms, and
if the domain is switched down, m(hα, hβ)H(t) = −ms. It is obvious that the magnetic
definition of the Preisach model is mathematically similar to the definition (2.18).

Geometric interpretation

The mathematical investigation of the Preisach model is facilitated by its geometric in-
terpretation. In Fig. 2.21, each point of the half-plane α ≥ β can be identified with a
particular γ-operator whose ”up” and ”down” switching values are respectively equal to
the α and β coordinates of the point. Consider a right triangle, its hypotenuse is a part
of the line α = β, while the vertex of its right angle has the coordinates α0 and β0 with
β0 = −α0. α0 and β0 represent the point of full saturation. We first assume that the input
u(t) at time t0 has the value which is less than β0. Then the outputs of all γ-operators
which correspond to the points of the triangle are in the ”down” position. This corre-
sponds to the state of negative saturation of the hysteresis nonlinearity represented by the
model (2.18).
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Figure 2.21: Geometric interpretation in α − β diagram.

If the input is monotonically increased, all γ-operators with ”up” switching values α less
than the current input value u(t) are being turned into the ”up” position. Geometrically,
this leads to the subdivision of the triangle T into two sets: S+(t) consisting of points (α, β)
for which the corresponding γ-operators are in the ”up” position, and S−(t) consisting
of points (α, β) for which the corresponding γ-operators are still in the ”down” position.
The interface between S+(t) and S−(t) is denoted by L(t). This subdivision is made
by the line α = u(t) (Fig. 2.22 (A)). After the input reaches a maximum value u1, it
starts to monotonically decrease, all γ-operators with ”down” switching values β above
the current input value u(t) are being turned back into the ”down” position. This changes
the previous subdivision of the triangle into positive and negative sets. The interface L(t)
additionally contains a vertical link which moves from right to left and is determined by
β = u(t) (Fig. 2.22 (B)).
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Figure 2.22: (A) Geometric interpretation of the Preisach model at increasing input values
α = u1 in the α − β diagram, (B) Geometric interpretation of the Preisach model at
decreasing input values β = u2 in the α − β diagram.

After the input reaches the minimum value u2, the input is increased again until it reaches
some maximum value u3. Geometrically, this increase results in the formation of a new
horizontal link of L(t) which moves up (Fig. 2.23 (A)) . This upward motion is terminated
when the maximum u3 is reached. Next, the input is decreased again until it reaches
some minimum value u4. Geometrically, this input variation results in the formation of a
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new vertical link which moves from right to left. This motion is terminated as the input
reaches the minimum value u4. As a result, a new vertex of L(t) is formed which has the
coordinates α = u3 and β = u4 (Fig.2.23 (B)).
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Figure 2.23: (A) Geometric interpretation of the Preisach model at increasing input values
α = u3 in the α − β diagram, (B) Geometric interpretation of the Preisach model at
decreasing input values β = u4 in the α − β diagram.

At any instant of time, the triangle is subdivided into two sets: S+(t) consisting of points
(α, β) for which the corresponding γ-operators are in the ”up” position, and S−(t) consist-
ing of points (α, β) for which the corresponding γ-operators are in the ”down” position.
The interface L(t) between S+(t) and S−(t) is a staircase line. The final link of L(t)
is attached to the line α = β and it moves when the input is changed. This link is a
horizontal one and it moves up as the input is increased (Fig. 2.24 (A)). The final link is
a vertical one and it moves from right to left as the input is decreased (Fig. 2.24 (B)).
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Figure 2.24: (A) α − β diagram corresponding γ-operators in ”up” position, (B) α − β
diagram corresponding γ-operators in ”down” position.

At any instant of time the integral in (2.18) can be subdivided into two integrals, over
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S+(t) and S−(t), respectively:

f(t) =
∫∫

S+(t)

µ(α, β)γαβu(t)dαdβ +
∫∫

S−(t)

µ(α, β)γαβu(t)dαdβ. (2.20)

Since for (α, β) ∈ S+(t), γαβu(t) = +1, and if (α, β) ∈ S−(t), γαβu(t) = −1, we have

f(t) =
∫∫

S+(t)

µ(α, β)dαdβ −
∫∫

S−(t)

µ(α, β)dαdβ. (2.21)

Experimental determination of the distribution function

Before applying the Preisach model in an electromagnetic simulation scheme, the distri-
bution function according to the hysteretic material under consideration has to be deter-
mined. The determination of the distribution function is based on experimental results. A
set of first-order transition (reversal) curves is needed to determine µ(α, β). These curves
can be experimentally found as follows. First, the input u(t) is decreased to a value smaller
than β0. It brings a hysteresis transducer to the state of negative saturation. Then, the
input is monotonically increased until it reaches some value α1. As the input is increased,
an ascending branch of a major loop is followed. The notation fα1 will be used for the
output value on this branch which corresponds to the input value u = α1. The first-order
transition curves are attached to the ascending branch. Each of these curves is formed as
the above monotonic increase of the input is followed by a subsequent monotonic decrease.
The term ”first-order” is used to emphasize the fact that each of these curves is formed
after the first reversal of input. The notation fα1β1 will be used for the output value on
the transition curve attached to the ascending branch at the point fα1. This output value
corresponds to the input value u = β1 (Fig. 2.25 (A)). The corresponding α1−β1 diagram
is shown in Fig. 2.25 (B).
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Figure 2.25: (A) A first order transition curve at point u = β1 with α = α1, (B) corre-
sponding α1 − β1 diagram.

According to Fig. 2.25 (B), the triangle T (α1, β1) is added to the negative set S− and
subtracted from the positive set S+ as a result of the monotonic input decrease from the
value u = α1 to the value u = β1. Using the above fact and formula (2.21), the Preisach
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model matches the output increments along the first-order transition curves if the function
µ(α, β) satisfies the equation

fα1,β1 − fα1 = −2
∫∫

T (α1,β1)

µ(α, β)dαdβ. (2.22)

To define the function

F (α1, β1) =
1
2
(fα1 − fα1,β1). (2.23)

The integral over the triangle T (α1, β1) can be written as the following double integral:

F (α1, β1) =
∫ α1

β1

(∫ α1

β1

µ(α, β)dα

)
dβ. (2.24)

By differentiating the last expression twice, the density function can be obtained as

µ(α1, β1) = −∂2F (α1, β1)
∂α1∂β1

. (2.25)

The Preisach function µ(α, β) has been found by using the first-order transition curves.
These curves are attached to the ascending branch and each of them is formed when a
monotonic increase along this branch is followed by a subsequent input decrease. For
this reason, these curves are named first-order decreasing transition curves. However, a
similar expression for µ(α, β) can be found by using the first-order increasing transition
curves. These curves are attached to the descending branch of the major loop. Each of
these first-order increasing transition curves is formed as a monotonic decrease along the
descending branch is followed by a subsequent input increase. The notation fβ2 will be
used for the output value on the descending branch. This value is achieved when the input
is monotonically decreased from some value above α0 to the value u = β2. The notation
fβ2α2 will be used for the output value on the first order increasing transition curve which
is attached to the descending branch at the point fβ2. This output value corresponds to
u = α2 (Fig. 2.26 (A)). The corresponding α − β diagram is shown in Fig. 2.26 (B).
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Figure 2.26: (A) A first order transition curve at point u = α2 with β = β2, (B) corre-
sponding α2 − β2 diagram.
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Using the function

fα2,β2 − fα2 = −2
∫∫

T (α2,β2)

µ(α, β)dαdβ, (2.26)

and
F (α2, β2) =

1
2
(fα2,β2 − fα2), (2.27)

the Preisach density function is

µ(α2, β2) = −∂2F (α2, β2)
∂α2∂β2

. (2.28)

On the symmetry considerations, the first-order decreasing and increasing transition curves
are congruent. In mathematical terms, fβ2 = fα1 and fβ2,α2 = −fα1,β1 if β2 = −α1 and
α2 = −β1. From the above we obtain:

F (−β1,−α1) = F (α1, β1), (2.29)

and
µ(−β1,−α1) = µ(α1, β1). (2.30)

The formulas (2.29) and (2.30) express the mirror symmetry of functions F (α, β) and
µ(α, β) with respect to the line α = −β (Fig. 2.27). This symmetry is a consequence of
the congruency of the first-order decreasing and increasing transition curves.
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Figure 2.27: Symmetry property of the distribution function.

Analytical approximation of the distribution function

For the determination of the distribution function the other popular ways are the analytical
approximation methods. Taking into account the interaction on the magnetization of the
single domain particles [19] [30], a useful approximation for hard materials is to assume
that the Preisach function is Gaussian, in both the interaction-free critical field Hk of
the hysteron, and the interaction field Hi. Then this integral can be evaluated in closed
form. The interaction field dependence can be justified on the basis of the central limit
theorem of statistical theory, since the interaction field is the sum of the fields due to all
the other hysterons, which are independent and identically distributed. The critical field
dependence is an approximation to a log-normal dependence for the case when the mean
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critical field hk is more than twice its standard deviation. The relationship between the
Gaussian function and the log-normal function is discussed in [5]. For hard materials the
Preisach function is given by

p(Hk,Hi) =
1

2πσiσk
exp
{
−1

2

[
(Hk − hk)2

σ2
k

+
H2

i

σ2
i

]}
, (2.31)

where σk and σi are the standard deviations in the critical field and interaction field,
respectively.

The classical Preisach model assumes that the ferromagnetic material consists of many
elementary interacting domains, and each of them can be represented by a rectangular
elementary hysteresis loop of two statistically distributed parameters, the critical or the
coercive field of the free particles Hk, and the interaction field Hi, due to the interaction
of the neighboring domains (Fig. 2.28). The elementary hysteresis operator can be char-
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kH kH

áhâh H

M
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Figure 2.28: Magnetization curve for an elementary hysteresis loop.

acterized by the switching fields as well at which the magnetization is setting up or down
hα and hβ, corresponding to the direction of the applied magnetic field. Replacing the
Preisach variable Hk and Hi with the switching field hα and hβ

Hi =
hα + hβ

2
;

Hk =
hα − hβ

2
, (2.32)

indicate that in case of hα = hβ the critical field has zero value Hk = 0 in the elementary
hysteresis loop and it results in an anhysteretic characteristic. The product distribution
function can be obtained, respectively, by

p(hα, hβ) =
k

2πσiσk
exp
[
−(hα − hβ − 2Hk)2

4σ2
k

]
exp
[
−(hα + hβ)2

4σ2
i

]
. (2.33)

To overcome the problems resulting from the discretization of the continuous variation of
the magnetic field according to the available, discrete volumes of the distribution function
in the Preisach triangle, a variable variance Preisach model is introduced in the paper of
Pardavi-Horvath, Della Torre et al. [21].
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Another analytical approximation method is the power series approximation of the Everett
integral. On the basis of measured values getting for the integrals of the distribution
function in [16], a newly created square mesh covers the limiting triangle (Fig. 2.29). A

á

â

á=â

Figure 2.29: Approximation of the Everett integral.

discretized set of first-order transition curves is available here. A power series expansion
of the Everett integral over the discrete cells of the Preisach triangles is developed:

E(hα, hβ) = C0 + C1hα + C2hβ + C3h
2
α + C4hαhβ + C5h

2
β . (2.34)

This expression takes into account the odd symmetry of the magnetization characteristics
in (2.34) the even powers of the switching fields can be disregarding with selection of the
coefficients to be zero C3 = 0 and C5 = 0.

Numerical implementation

The Preisach model can be numerically implemented by using formula (2.21) for the
computation of the output f(t) and the formula (2.25) for the determination of the weight
function µ(α, β). Although the above approach is straightforward, it encounters two main
difficulties. First, it requires the numerical evaluation of the double integral in (2.21).
This is a time-consuming procedure which may impede the use of the Preisach model
in practical applications. Second, the determination of the weight function µ(α, β) by
employing formula (2.25) requires differentiations of experimentally obtained data. It
turns out that another approach can be developed for the numerical implementation of
the Preisach model. This approach completely circumvents the above difficulties. It is
based on the explicit formula for the integrals in (2.21). This formula directly involves the
experimental data used for the identification of µ(α, β).

The expression (2.21) is the starting point for the derivation of the explicit formula for
f(t). The positive S+(t) and negative S−(t) sets in (2.21) are separated by the staircase
interface L(t). This interface has vertices whose α and β coordinates are equal to Mk

and mk, respectively (Fig. 2.30). By adding and subtracting the integral of µ(α, β) over
S+(t), the expression (2.21) can be represented in the form

f(t) = −
∫∫
T

µ(α, β)dαdβ + 2
∫∫

S+(t)

µ(α, β)dαdβ, (2.35)
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Figure 2.30: n trapezoids Qk in α − β diagram with the monotonically decreasing input.

where T is the limiting triangle, and
∫∫
T

µ(α, β)dαdβ = F (α0, β0). The positive set S+(t)

can be subdivided into n trapezoids Qk (see Fig. 2.30). As a result, we have∫∫
S+(t)

µ(α, β)dαdβ =
n(t)∑
k=1

∫∫
Qk

µ(α, β)dαdβ. (2.36)

The number n of these trapezoids and their shapes may change with time. For this reason,
n and Qk are functions of time.

Each trapezoid Qk can be represented as a difference of two triangles, T (Mk,mk−1) and
T (Mk,mk). Thus,∫∫

Qk

µ(α, β)dαdβ =
∫∫

T (Mk,mk−1)

µ(α, β)dαdβ −
∫∫

T (Mk,mk)

µ(α, β)dαdβ, (2.37)

where for the case of k = 1, m0 in (2.37) is equal to β0.

According to (2.24), ∫∫
T (Mk,mk−1)

µ(α, β)dαdβ = F (Mk,mk−1), (2.38)

and ∫∫
T (Mk,mk)

µ(α, β)dαdβ = F (Mk,mk). (2.39)

From the above expression (2.37), (2.38), and (2.39),∫∫
Qk

µ(α, β)dαdβ = F (Mk,mk−1) − F (Mk,mk). (2.40)

From the formulae (2.35) and (2.40),

f(t) = −F (α0, β0) + 2
n(t)∑
k=1

[F (Mk,mk−1) − F (Mk,mk)] . (2.41)



32 CHAPTER 2. FERROMAGNETIC HYSTERESIS

From Fig. 2.30, it is clear that mn is equal to the current value of input mn = u(t) for the
case of monotonically decreasing input, when the final link of interface L(t) is a vertical
one. Expression (2.41) can be written as

f(t) = −F (α0, β0)+2
n(t)−1∑
k=1

[F (Mk,mk−1) − F (Mk,mk)]+2 [F (Mn,mn−1) − F (Mn, u(t))] .

(2.42)

For the case of monotonically increasing input, the final link of L(t) is a horizontal one
and the α − β diagram shown in Fig. 2.31. This case can be considered as a particular
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Figure 2.31: n trapezoids Qk in α − β diagram with the monotonically increasing input.

case of the previous one. The expression (2.41) can be written as

f(t) = −F (α0, β0) + 2
n(t)−1∑
k=1

[F (Mk,mk−1) − F (Mk,mk)] + 2F (u(t),mn−1). (2.43)

The function F (α, β) is related to experimentally measured first-order transition curves
by the formula (2.23). Using this formula, the expressions (2.42) and (2.43) can be written
in terms of the experimental data as follows:

f(t) = −f+ +
n−1∑
k=1

(fMk,mk
− fMk,mk−1

) + fMn,u(t) − fMn,mn−1 , (2.44)

f(t) = −f+ +
n−1∑
k=1

(fMk,mk
− fMk,mk−1

) + f−mn−1 − f−mn−1,−u(t). (2.45)

Here, f+ is the positive saturation value of output, and the last term in (2.45) has been
transformed by using the formulas (2.23) and (2.30). Thus, we have derived the explicit
expressions (2.44) and (2.45) for evaluating f(t) in terms of experimentally measured data.
These expression constitute the basis for the numerical implementation of the Preisach
model [16].
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2.3.2 Main Properties of the Preisach Model

Nonlocal memory

The Preisach hysteresis nonlinearity (2.18) is constructed as a superposition of elementary
hysteresis nonlinearities γαβ with local memories, where only one curve of each set passes
through each point in the B −H or M −H diagram. It is clear with local memories that
every reachable point in the B −H or M −H diagram corresponds to a uniquely defined
state. At any point in the B−H or M −H diagram there are only one or two curves that
may represent the future behavior of hysteresis with local memories. But the entire model
usually behaves as if it has a nonlocal memory, at any reachable point in the B − H or
M −H diagram there is an infinity of curves that may represent the future behavior of the
hysteresis. It is remarkable that a new qualitative property of nonlocal memory emerges
as a collective property of a system having an infinite number of simple and qualitatively
similar components.

Consider two inputs u1(t) and u2(t) with two different past histories for t < t1 (Fig. 2.32).
This means that they had different local memory for t < t1, i.e. f1(t) �= f2(t) for t < t1.
If we assume that f1(t1) = f2(t1) for t = t1, then for the same input values for t > t1, we
have f1(t1 + ∆t) �= f2(t1 + ∆t), since ∆S+

1 �= ∆S+
2 . In Fig. 2.32, S+

1 (t), S−
1 (t) and ∆S+

1 ,
and S+

2 (t) , S−
2 (t) and ∆S+

2 , are positive and negative sets of two different subdivisions
of the limiting triangle associated with u1(t) and u2(t), respectively. The above two
subdivisions for t = t1 + ∆t are different because they correspond to two different input
histories. Thus, the Preisach model (2.18) describes hysteresis nonlinearities with nonlocal
memories, which reveals the mechanism of memory formation in the Preisach model.
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Figure 2.32: Nonlocal memory property: Although featuring the same output value f1(t1) =
f2(t1) at a time instant t = t1, the following output values can be different, i.e. f1(t1 +
∆t) �= f2(t1 + ∆t) even if the same input in applied. This follows from the fact that
∆S+

1 �= ∆S+
2 because they depend on a different history. (A) α − β diagram with input

u1(t), (B) α − β diagram with input u2(t).

Wiping out property

The wiping out property of the Preisach model is related to the memory of the material.
The notation of ”wiping out property” was introduced by Mayergoyz [16], which further
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elucidates the mechanism of memory formulation in the Preisach model. It turns out that
this model does not accumulate all past extremum values of input. Some of them are
wiped out by subsequent input variations.

Assume a particular past history which is characterized by a finite sequence {u1, u3, u5, u7}
of local input maxima and an increasing sequence {u2, u4, u6, u8} of local input minima.
An α − β diagram for this kind of history is shown in Fig. 2.33 (A). Now, assume that
the input u(t) is monotonically increased until it reaches some maximum value u9 which
is larger than u3. This monotonic increase of input u(t) results in the formulation of a
horizontal final link of L(t) which moves upwards until the maximum value u9 is reached.
This results in a modified α − β diagram shown in Fig. 2.33 (B). It is evident that all
vertices whose α-coordinates were below u9 have been wiped out. The wiping out of
vertices is equivalent to erasing the history associated with these vertices. It is obvious
that the wiping out of vertices occurs in a similar manner for monotonically decreasing
inputs as well.

(A) (B)

á á

â â

1u 1u

2u
2u

3u

4u

5u

6u
7u

8u

9u

Figure 2.33: Wiping out property. (A) α − β diagram with input u1, u2, ..., u8, (B) α − β
diagram with input u1, u2, ..., u9.

Congruency property

The congruency property reads: all minor hysteresis loops corresponding to back-and-forth
variations of inputs between the same two consecutive extremum values are congruent.

The congruency property of the Preisach model is valid for periodic input variations. Let
u1(t) and u2(t) be two inputs which may have different histories. Starting from some
instant of time t0, these inputs vary back and forth between the same two consecutive
extremum values, u+ and u−. The periodic input variations result in minor hysteresis
loops. The α − β diagrams for the inputs u1(t) and u2(t) are shown in Fig. 2.34 (A) and
(B), respectively. As the inputs vary back and forth between u+ and u−, the final links
of the staircase interfaces L1(t) and L2(t) move within identical triangles T1 and T2. This
results in periodic shape variations for L1(t) and L2(t) which in turn produce periodic
variations of the outputs f1(t) and f2(t). This means that some minor hysteresis loops are
traced in the f − u diagram for both inputs (Fig. 2.35). The positions of these two loops
with respect to the f−axis are different. This is because the two inputs have different
histories which lead to different shapes for the staircase interfaces L1(t) and L2(t). As a
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result, the values of inputs are different, but the values of the outputs are the same. It is
proven by Mayergoyz [16] that the two hysteresis loops are congruent.
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Figure 2.34: Congruency property. Input values are periodic, the extremal values are
u+

1 = u+
2 and u−

1 = u−
2 . (A) Top: Waveform of the applied input values u1(t). Bottom:

α − β diagram for input u1(t). (B) Top: Waveform of the applied input values u2(t).
Bottom: α − β diagram for input u2(t).

It is clear from the above discussion of the main properties that the Preisach model has the
ability to detect and store alternating series of dominant extreme input. For this reason,
the Preisach model is feasible as a mathematical model for memory formulation with some
properties. Its device realization might be utilized as an unusual storage device.

2.3.3 Generalized Preisach Models

The classical Preisach model describes hysteresis nonlinearities which exhibit congruency
of minor loops formed for the same reversal values of input. However, many experiments
show that actual hysteresis nonlinearities may substantially deviate from this property.
The classical Preisach model also describes hysteresis nonlinearities with the wiping-out
property. This property is similar to the immediate formation of the hysteresis loop
after only one cycle of back-and-forth variation of the input between any two extreme
values. However, experiments show that hysteresis loop formation is often preceded by
some stabilization process which may require a large number of cycles to achieve a stable
minor loop. This process is called ”accommodation”. To avoid such intrinsic limitations
of the classical Preisach model, generalizations of the classical Preisach model are needed.
The following generalized scalar Preisach models have been described by Mayergoyz [16]:
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Figure 2.35: f − u diagram illustrating the congruency property u+ = u+
1 = u+

2 and
u− = u−
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Moving Preisach model

f(t) =
∫∫

Ru(t)

µ(α, β)γαβu(t)dαdβ +
1
2
(f+

u(t) + f−
u(t)). (2.46)

The expression is formally equivalent to the classical one (2.18). However, in this expres-
sion, the integration is performed not over the fixed limiting triangle but over the rectangle
Ru(t) which changes with input variations (Fig. 2.36 (A)).

Nonlinear Preisach model

f(t) =
∫∫

Ru(t)

µ(α, β, u(t))γαβu(t)dαdβ +
1
2
(f+

u(t)
+ f−

u(t)
). (2.47)

The difference in comparison with the moving model (2.46) is the dependence of the
distribution function µ on the current value of input u(t).

Dynamic Preisach model

f(t) =
∫∫

Ru(t)

µ(α, β, u(t),
df

dt
)γαβu(t)dαdβ +

1
2
(f+

u(t) + f−
u(t)). (2.48)

In dynamic Preisach models, the distribution function depends on the speed of output
variations, df/dt. The above model is a dynamic generalization of the nonlinear Preisach
model.

The term 1
2(f+

u(t) + f−
u(t)) in (2.46), (2.47) and (2.48) represents the fully reversible

component of the hysteresis nonlinearity described by the classical Preisach model.
In this respect, the term

∫∫
Ru(t)

µ(α, β)γαβu(t)dαdβ for the moving Preisach model, the

term
∫∫

Ru(t)

µ(α, β, u(t))γαβu(t)dαdβ for the nonlinear Preisach model, and the term∫∫
Ru(t)

µ(α, β, u(t), df
dt )γαβu(t)dαdβ for the dynamic Preisach model could represent an ir-

reversible component of the classical Preisach model. Therefore, the expressions (2.46),
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(2.47) and (2.48) reflect the decomposition of the hysteresis nonlinearity described by the
classical Preisach model into irreversible and reversible components. The irreversible com-
ponent is responsible for the energy losses associated with the irreversible magnetization
process in the domains and the domain walls. The reversible component can be associ-
ated with the stored and the returned energy. For the case of the reversible component,
the medium stores the supplied energy, and the material returns this energy when the
applied field is reduced to zero. The reversible component means that the magnetization
characteristic is a single valued function of the applied field.
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Figure 2.36: (A) α−β diagram of the generalized Preisach model, (B) the accommodation
process.

Preisach model with accommodation

The accommodation process (Fig. 2.36 (B)) is relevant in particular applications. In
that case, it is indispensable to model it. The modified Preisach model is described by
Mayergoyz [16], and allows one to account for the accommodation process,

f(t) =
∫∫

Ru(t)

µ(α, β, f (m))γα,βu(t)dαdβ + r(u(t)). (2.49)

In this formula, r(u(t)) stands for a fully reversible component which is represented by
a single valued function of u(t), and f (m) = Mf

k if (α, β) ∈ Rk(t), where Mf
k are local

extremum values of the output f and Rk(t) are rectangular regions formed after the
extremum Mf

k had been achieved.

2.3.4 Preisach Model and Hysteresis Losses

The hysteresis losses are an important component of the core losses occurring in almost all
electromagnetic power devices as well as in many high frequency microwave devices. For
this reason, an accurate prediction of hysteresis losses and their reduction are important
for the optimal design of various equipment. The hysteresis losses for the particular case
of periodic input variations is equal to the area enclosed by the hysteresis loop. However,
energy dissipation is a continuous process, and it occurs for arbitrary variations of input
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which corresponds to non-closed paths in the B − H characteristics. The problem of
computing hysteresis losses for the general case has been investigated by Mayergoyz [16].
The Preisach model will be used for the derivation of general expression for hysteresis.
These expressions will be given in terms of the weight function µ(α, β) as well as in terms
of experimentally measured first-order transition curves. Furthermore, a formula which
relates the hysteretic losses occurring for arbitrary input variations to the losses occurring
for certain periodic input variations, will be introduced. The formula may result in simple
techniques for the measurement of hysteretic losses occurring for arbitrary input variations.

If the input u(t) and the output f(t) are defined as work variables, the infinitesimal energy
supplied to the transducer in the form of work is given by ∂W = udf . In magnetics, u
is the magnetic field H, f is the magnetic flux density B, and the function B = B(H)
at any point in the ferromagnetic material follows a curve of the form indicated by Fig.
2.37. The work done while magnetizing a unit volume of the material is represented by

1B

B

1H H

Figure 2.37: Magnetic energy in shaded area.

the shaded area in Fig. 2.37. The function B(H) is single-valued. A decrease of the field
from H1, B1 to zero would follow the same curve and the entire energy would be available
for useful work. However, in case of the hysteresis with periodic input variations as shown
in Fig. 2.38 (A), starting at H1, the field is decreased until H = 0. The associated
value of B = B2, however, is still positive. To reduce B to zero, negative values must be
imparted to H, meaning physically that H must be increased in the opposite direction.
At H = −H3 the flux density B is zero, and as H continues to increase in negative value
a point is eventually reached where simultaneously H = H1, B = B1. The return to the
positive values H1, B1 follows the symmetrical path through B = B2, H = 0 and B = 0,
H = H3. Assume w is the work done per unit volume of magnetic material in changing
the field from the value B1 to B.

w =
∫ B

B1

HdB = H · B|BB1
−
∫ H

H1

B · dH. (2.50)

If the variation of the field is carried through a complete cycle following the hysteresis loop
from B1 through B2, −B1, −B2 and returning to B1, the net work done per unit volume
is

w = −
∮

B · dH, (2.51)
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Figure 2.38: (A) Hysteresis loop, (B) Stored magnetic and hysteresis losses of the hysteresis
loop.

a quantity evidently represented by the enclosed area of the hysteresis loop illustrated in
Fig. 2.38 (B). The net work done per cycle throughout the entire field is

Q = −
∫

dv

∮
B · dH, (2.52)

where Q is the hysteresis loss, which is an irretrievable fraction of the field energy dissipated
in heat. The function B = B(H) is determined by the weight function µ(α, β) and the
measured first-order transition curves. This is the fundamental formula for hysteretic
losses, and all subsequent results will follow from expression (2.52).

2.3.5 Vector Preisach Model

The research on the scalar and vector hysteresis model has quite distinct lines. The phe-
nomenological modelling of vector hysteresis has long been centered around the classical
Stoner-Wohlfarth (S-W) model [22]. The S-W model is designed as a representation of an
ensemble of single-domain, uniaxial magnetic particles. Since these particles have some
features of physical relevance, the S-W model is commonly regarded as a physical model.
Due to its popularity in magnetics, the S-W model is a natural benchmark for comparison
with other vector hysteresis model. For this reason, the S-W model will be introduced at
first.

Stoner-Wohlfarth model of vector hysteresis

The S-W model describes the magnetization process as the assemble of the rotation of
the magnetic moments in single domain particles with uniaxial anisotropy, resulted either
by the particle shape, the magnetocrystalline anisotropy or by the strain. The reversible
and irreversible magnetization are represented by these rotations. Since single-domain,
uniaxial magnetic particles are the main building block of the S-W model, the discussion
of hysteresis begins with these S-W particles. As a symmetry consideration it is assumed
that the vector magnetization �M of this particle lies in the plane formed by the easy axis
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x and the applied magnetic field �H (Fig. 2.39). The orientation-dependent part of the
free energy w of the S-W particle is given by

w = Ksin2θ − �M · �H, (2.53)

where K is the anisotropy constant and θ is the angle between the easy axis and �M . The
first term Ksin2θ represents the anisotropy energy, while the second term �M · �H is the
energy of the interaction of magnetic moment �M with the applied magnetic field. Using
the cartesian coordinates shown in Fig. 2.39, expression (2.53) can be represented as

w = Ksin2θ − MHxcosθ − MHysinθ. (2.54)

è

x

y

�M

�H

Figure 2.39: Vector magnetization �M and vector magnetic field �H.

Equilibrium orientations of �M correspond to minima of w, and they can be found from

∂w

∂θ
= 0; and

∂2w

∂θ2
≥ 0. (2.55)

From expressions (2.54) and (2.55), we have

∂w

∂θ
= 2Ksinθcosθ + MHxsinθ − MHycosθ = 0, (2.56)

which can be rewritten as
Hy

sinθ
− Hx

cosθ
= αstoner, (2.57)

where αstoner = 2K/M . The equation (2.57) is a quartic equation with respect to cosθ.
For this reason, this equation may have two or four real solutions. In the case of two
solutions, there is only one equilibrium orientation of �M and one minimum. In the case
of four solutions, there are two minima which correspond to two equilibrium orientations
of �M . Thus, on the �H-plane there are two different regions where �M has one and two
equilibrium orientations, respectively. On the boundary between the two regions of one
minimum and one maximum, we have ∂w

∂θ = 0 and ∂2w
∂θ2 = 0. Using the above expressions

and equation (2.54), we have
Hx

cos3θ
+

Hy

sin3θ
= 0. (2.58)

By solving the two equations (2.57) and (2.58) with respect to Hx and Hy, we have
Hx = −αstonercos3θ, and Hy = αstonersin3θ, i.e. H

2/3
x + H

2/3
y = α

2/3
stoner, this equation

represents the astroid curve shown in Fig. 2.40.
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Figure 2.40: The astroid curve of Stoner-Wohlfarth method.

The described geometric rules allow one to compute hysteresis loops of a S-W particle for
the case when the applied magnetic field is restricted to vary along one arbitrarily chosen
direction. Suppose that this direction is specified by the line a−a1 and that the magnetic
field is varying between the value −h corresponding to the point 1 to +h corresponding
to the point 6.

Starting the magnetization from the value −h, represented by the point 1, and
monotonously increasing its value along the points 2-5 to the value +h, signed by point 6
and then monotonously decreasing its value back to −h represents a total hysteresis loop
in the S-W particle. As the value of the applied field is moving along the line a − a1,
the equilibrium orientation of �M is changing with the direction of the tangent lines to
the right side of the asteroid until point 5. At this point the magnetic moment flips, the
tangent lines switch from right side to left side of the astroid. The stable direction of
the magnetization is determined by the tangent line to the last point 6. Turning back
with the applied field along the line a − a1, the stable equilibrium belong to the tangent
lines of left side of the asteroid. At point 2, the stable position becomes unstable and
the magnetic moment flips over again, the tangent line turns from left side to right side
of the asteroid. So, the equilibrium direction of the moment magnetization is changing
continuously if the applied field is moving from outside to the inside region of the asteroid,
and there is an abrupt change in the orientation of magnetization if the magnetic field
crosses the asteroid from the inside to the outside region. This means that the points of
the line a − a1 being inside the asteroid prove two stable orientations for the magnetic
moment, resulting in two different branches of the hysteresis loop plotted in Fig. 2.41(B).
It is clear that if the applied field varies along the easy axis x then a S-W particle exhibits
a rectangular hysteresis loop as shown in Fig. 2.41 (A). If the applied field varies along
the perpendicular to the easy axis, then due to the symmetry there is no hysteresis effect
and a S-W particle exhibits a single value magnetization curve shown in Fig. 2.41 (B).
Thus the shape of the hysteresis loops depends on the direction along which the applied
field is being varied.

Having described the basic properties of a S-W particle, the S-W hysteresis model is
designed as an ensemble of S-W particles. Consider an infinite set of S-W particles with
different orientations of their easy axes and different values of the switching field αstoner.
The notation Sθ,αstoner will be used for a S-W particle whose switching field is equal to
αstoner and whose easy axis forms the angle θ with the x-axis. The S-W model can be
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Figure 2.41: The magnetization curve (A) The applied field is parallel to the easy axis,
(B) The applied field is perpendicular to the easy axis.

represented mathematically as

�f(t) =
∫∫

ξ(θ, αstoner)Sθ,αstoner�u(t)dθdαstoner, (2.59)

where ξ(θ, αstoner) is a distribution function which should be determined by fitting the
model to experimental data.

Identification of the vector Preisach model

The starting point of the identification for the vector Preisach model is the fact that
scalar hysteresis is a particular case of vector hysteresis. The scalar hysteresis corresponds
to vector hysteresis where some specific properties which have been observed for input
variations along some fixed directions. Thus, it can be concluded that vector hysteresis is
reduced to scalar hysteresis when the vector input is restricted to vary along any arbitrarily
fixed direction. Vector hysteresis is a vector nonlinearity with the property that past
extremum values of input values along all possible directions may affect future values of
the output. Thus, the mathematical model of vector hysteresis should be able to detect and
store past extreme of input values along all possible directions and choose the appropriate
value of the vector output according to the accumulated history. To detect and accumulate
the past extremum values of input values along all possible directions, the scalar models
are continuously distributed along all possible directions (Fig. 2.42). Therefore, scalar
Preisach models are main building blocks for the vector model, which is constructed as a
superposition of scalar models. The expression mathematically in two dimensions is

�f(t) =
∮
|�r|=1

�r Γ�r(�r · �u(t))dlr . (2.60)

Similarly, a three dimensions vector Preisach model is written in the form

�f(t) =
∮
|�r|=1

�r Γ�r(�r · �u(t))dsr. (2.61)

The scalar Preisach models Γ�r for isotropic vector models are defined by

Γ�r(�r · �u(t)) =
∫∫
α≥β

ν(α, β)γαβ(�r · �u(t))dαdβ. (2.62)
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Figure 2.42: Possible directions for vector Preisach model.

The further definition of the vector Preisach model was explained by Mayergoyz [16], the
2-D and 3-D isotropic vector Preisach models are formulated as following

�f(t) =
∫ π/2

−π/2
�eϕ

⎛⎜⎝ ∫∫
α≥β

ν(α, β)γαβuϕ(t)dαdβ

⎞⎟⎠ dϕ, (2.63)

�f(t) =
∫ 2π

0

∫ π/2

0
�eθ,ϕ

⎛⎜⎝ ∫∫
α≥β

ν(α, β)γαβuθ,ϕ(t)dαdβ

⎞⎟⎠ sinθdθdϕ, (2.64)

where �eθ,ϕ (or in 2-D �eϕ) is a unit vector along the direction specified by angles ϕ and θ
(in 2-D only ϕ), and uθ,ϕ(t) (in 2-D uϕ(t)) is the projection of �u(t) along the direction of
�eθ,ϕ (or in 2-D �eϕ). The definition of the P (α, β, θ, ϕ) (or in 2-D P (α, β, ϕ)) along some
fixed θ and ϕ is

P (α, β, θ, ϕ) =
∫∫

T (α,β)

ν1(α, β, θ, ϕ)dαdβ, (2.65)

which can be easier determined by experimental data than the function ν(α, β, ϕ) (ν(α, β)
in 2-D).

Mayergoyz solved the identification problem of the Preisach model in one, two, and three
dimensions [31]. The essence of the identification problem is in determining the function
P (α, β) from some experimental data. It turns out that this problem can be reduced to
the solution of a special integral equation which relates the function P (α, β) to some scalar
hysteresis data. In one dimension, the Everett function can be determined by measuring
the first-order return branches. In two and three dimensions, it is necessary to solve some
integral equations for which closed expression is available. In the two-dimensional case, it
is

P (α, λα) =
1
π

∫ α

0

F (s, λs) + s d
dsF (s, λs)√

α2 − s2
ds. (2.66)

To circumvent the problem of the singularity in the numerical analysis, the integral can
be evaluated by subdividing the interval or integration into small intervals (si, si+1) [13]:∫ α

0

V (s)ds√
α2 − s2

≈
n∑

i=1

V (si)
[
arcsin

si+1

α
− arcsin

si
α

]
, (2.67)
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where
V (s) = F (s, λs) + s

d

ds
F (s, λs), (2.68)

and si are the middle points of the above intervals.

In the three-dimensional case, it is

P (α, λα) =
1

2πα

d

dα
[F (α, λα)] . (2.69)

The function F (α, λα) is related to the experimental measured first-order return branches
while P (α, λα) is related to the integral of the Preisach function.

2.4 Jiles-Atherton Model

Jiles and Atherton introduced the Jiles-Atherton model for the simulation of the hysteresis
characteristic of ferromagnetic materials in 1983 [23], [24], [25], on the basis of the physical
principles, rather than mathematical arguments or experimental curves. The mathemati-
cal model is based on the assumption of an anhysteretic magnetization which follows the
Langevin function. The magnetization M is decomposed into the irreversible component
Mirr, whose variations are due to the pinning encountered by the domain walls, and the
reversible component Mrev, which has its origin in reversible processes like domain wall
bending.

2.4.1 Physical Principles

In ferromagnetic materials, the neighboring dipoles have interaction with each other. This
interaction between the magnetic dipoles results in an exchange field Hex introduced by
Weiss [1]. The exchange field for all dipoles in the domain is

Hex =
∑

j

αja,ijmj, (2.70)

where mi and mj are neighboring dipoles and αja,ij are constants. If the interaction
between all dipoles are supposed to be identical and hence independent of the displacement
between the dipoles, then all αja,ij are equal to αja,, and the interaction field can be written
as

Hex = αja

∑
j

mj = αjaM, (2.71)

while the effective field can be defined as He = H + αjaM . Substituting this relation into
the Curie law for ferromagnetic material M = C

T (H + αjaM), a representation for the
ferromagnetic susceptibility in the paramagnetic region χ = C

T−Tc
, where Tc = αjaC is the

Curie temperature. The magnetization in the paramagnetic region, with respect of the
magnetic moments aligned parallel to the applied field, can be formulated as

M = Nm

(
cothλ − 1

λ

)
; λ =

µ0mH

kT
. (2.72)
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The Langevin function L(λ) = cothλ − 1/λ, lies in the range of −1 < L(λ) < 1. For
high values of the parameter λ, the Langevin function approaches 1. When H reaches
+∞, the magnetization approaches Ms = Nm, where the dipole tends to be perfectly
aligned. However, to reach saturation, an extremely high external field is needed at very
low temperature. In the practice, the magnitude of λ = µ0mH/kT at room temperature
is small and the Langevin function can be expanded in series

L(λ) =
λ

3
− λ3

45
.... (2.73)

For small values of λ, the series expansion results in the magnetization M and a field
independent susceptibility χ

L(λ) ≈ λ

3
, (2.74)

M = Ms
µ0mH

3kT
= χH; χ =

µ0Nm2

3kT
. (2.75)

A hysteresis free magnetization characteristic is determined by the relation

M = Ms

(
coth

H
a
− a

H

)
; a =

kT

µ0m
. (2.76)

As a consequence of the Weiss law, the magnetization characteristic resulted by the
Langevin theory has been modified for ferromagnetic materials as

M = Ms

(
coth

µ0m(H + αjaM)
kT

− kT
µ0m(H + αjaM)

)
. (2.77)

Therefore, for an isotropic material the magnetization characteristic due to the interaction
describes the magnetization determined by the relation of

M = Ms

(
coth

H + αjaM
a

− a
H + αjaM

)
; a =

kT

µ0m
. (2.78)

2.4.2 Jiles-Atherton Model and Determination of Parameters

In the Jiles-Atherton model, the magnetization is composed of the reversible component
Mrev and the irreversible component Mirr

M = Mirr + Mrev. (2.79)

The reversible component represents the reversible domain wall bending. The irreversible
component corresponds to the irreversible domain and domain wall processes representing
the energy losses in the hysteretic material. The irreversible component can be determined
from the energy balance of the magnetization process.

If there are no hysteresis losses during the magnetization process, the magnetization char-
acteristic follows the anhysteretic curve Man(H) generated on the basis of the Langevin
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and Weiss theory as introduced above. So, the energy balance in the change of the sup-
plied energy, the magnetic energy and the hysteresis losses generated by the domain wall
motion can be expressed as

µ0

∫
Man(H)dH = µ0

∫
MdH + µ0

∫
kδ

dM

dH
dH, (2.80)

which results in the relation between the magnetic field intensity and the magnetization
Man(H) = M + kδ dM

dH . Considering the interaction between the domains according to
Weiss’s law, with the effective field, He = H + αjaM , the irreversible component of the
magnetization process can be determined by the solution of the differential equation

Man(H) = Mirr + kδ
dMirr

dHe
. (2.81)

Evaluating the derivative of the above equation with respect to the applied field intensity
yields the form for the irreversible susceptibility

dMirr

dH
=

dMirr

dHe
· dHe

dH
; (2.82)

dMirr

dH
=

Man(He) − Mirr

kδ − αja(Man(He) − Mirr)
. (2.83)

The reversible component of the magnetization can be represented as the difference be-
tween the anhysteretic and the irreversible magnetization

Mrev = c(Man(He) − Mirr), (2.84)

where c is the reversible coefficient. So, the total magnetization characteristic has the
form

M = Mirr + Mrev = (1 − c)Mirr + cMan(He). (2.85)

The differential susceptibility of the characteristic represented by (2.85) is formulated as

dM

dH
=

dMirr

dH
+ c

(
dMan(He)

dH
− dMirr

dH

)
. (2.86)

From the expressions (2.83) and (2.86), the differential susceptibility of the characteristic
follows by

dM

dH
= (1 − c)

Man(He) − Mirr

kδ − αja(Man(He) − Mirr)
+ c

dMan(He)
dH

. (2.87)

In the Jiles-Atherton model, the five parameters a, αja, c, k and Ms are determined from
experimental data following the procedure proposed in [26], [27]. Matching experimen-
tal values for the field quantities to the Jiles-Atherton model, the parameter values for
the anhysteretic susceptibility, initial susceptibility, coercivity and remanence, the five
parameters of the model can be determined.

The Jiles-Atherton model is based on two equations, dMirr/dH, which has been introduced
in formula (2.83), and dMrev/dH

dMrev

dH
= c

(
dMan

dH
− dMirr

dH

)
. (2.88)



2.4. JILES-ATHERTON MODEL 47

These equations contain five independent parameters, a, αja, c, k and Ms, which are de-
fined above. The anhysteretic susceptibility at the origin χan(O) can be used to define a
relationship between Ms, a and αja:

a =
Ms

3

(
1

χan(O)
+ αja

)
. (2.89)

In the solution of the model equations currently in use the initial susceptibility χin(O) at
the origin can be used to determine c:

c =
3a
Ms

χin(O). (2.90)

The hysteresis losses parameter k can be determined from the coercivity Hc and the
differential susceptibility at the coercive point χc(Hc):

k =
Man(Hc)

1 − c

{
a +

1
χc(Hc) − ( c

1−c )
dM
dH

}
. (2.91)

The coupling parameter αja can be determined independently if a is known by using the
remanent magnetization Mr and the differential susceptibility at remanence χr(Mr):

Mr = Man(Mr) +
k(

αja

1−c

)
+
(

1
χr(Mr)−c dM

dH

) . (2.92)

On the basis of the above formulae (2.83), (2.88), (2.89), (2.90), (2.91) and (2.92), a set
of equations is constructed. From the measured values at the characteristic points of
the hysteresis loops the parameters a, αja, c, k and Ms of the Jiles-Atherton model can be
determined by iteratively solving this nonlinear system of equations [26], [27].

2.4.3 Comparison of the Jiles-Atherton Model and the Preisach Model

The Jiles-Atherton model and the Preisach model are two main streams in the hysteresis
models.

The Preisach model is based on the assumption that any hysteresis can be expressed
as a sum of elementary hysteresis loops. The distribution function of the elementary
hysteresis is determined fully from the measured first-order transition curves, or is assumed
to be expressed as one of special functions such as the Gaussian function with unknown
parameters that must be determined by curve fitting technique.

On the other hand, in the Jiles-Atherton model, magnetic hysteresis is described by a first-
order ordinary differential equation which is derived from physical insight into the magne-
tization process. The differential equation depends on the five parameters a, αja, c, k and
Ms. These parameters are determined from the experimental data following a procedure
proposed in the above.
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2.5 Conclusions

In this chapter, the physical phenomenon of the ferromagnetic hysteresis and several
models describing hysteresis are summarized. As scalar hysteresis models, the classi-
cal Preisach model, several generalized Preisach models and the Jiles-Atherton model are
introduced. As examples of vector hysteresis models, the Stoner-Wohlfarth model and the
vector Preisach model are shortly discussed.

This thesis deals with the construction of efficient algorithms combining hysteresis models
with the finite integration technique. In all further simulations, the classical Preisach
model, the Jiles-Atherton model and the vector Preisach model serves as examples.



Chapter 3

Electromagnetic Field Simulation

The Finite Integration Technique (FIT) is used as a spatial discretization method for
hysteretic materials. Some fundamental properties of FIT are presented in this chapter.
In addition, magnetoquasistatic field simulation taking into account hysteretic effects is
developed in this chapter. Implicit time stepping methods are used to discretize the model
in time domain. The differential algebraic equations allow to consider the solution of the
first order equation for the magnetoquasistatic field problems numerically. Different time
integration methods for the differential algebraic equation are discussed. The numerical
problems in magnetoquasistatic field discretized by the FIT lead to large space linear
system of equations, which requires a solution method for the linear systems. For this
reason, different methods for solving the linear system are discussed in order to improve
the numerical process. The magnetoquasistatic field simulation with FIT is modified to
include hysteresis material modelling for the transient hysteretic numerical computation
in Chapter 4.

3.1 Finite Integration Technique

The FIT presents a reformulation of Maxwell’s equations in integral form, resulting in
a set of matrix equations, each of which is the discrete analogue to one of the original
Maxwell’s equations. The FIT was originally developed for frequency domain problems
starting almost three decades ago [51], [52], [53], and later completed to a generalized
scheme for the entire application range of Maxwell’s equations. The central idea of FIT is
the introduction of discrete topological operators (curl operator, divergence operator and
gradient operator), and the discrete material operators.

The starting point of FIT is to define a finite three dimensional volume Ω ∈ R3, the
calculation domain, comprising the part of space where the relevant electromagnetic fields
are existing. A spatial discretization is given by decomposition of Ω into a finite number
of volumes. A grid cell complex G is created at Ω. In this thesis, only a three dimensional
Cartesian coordinate grid is used. Grids G can be applied in conjunction with FIT which
are more general as e.g. non-coordinate grids and non-orthogonal grids. The Cartesian
grid cell complex (see Fig. 3.1) is composed of elementary volumes V (i, j, k). The nodes
on the volumes V (i, j, k) are enumerated along the grid coordinates u, v,w with P (i, j, k),

49



50 CHAPTER 3. ELECTROMAGNETIC FIELD SIMULATION
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Figure 3.1: Example of a grid cell G in Cartesian coordinates.

where 1 ≤ i ≤ I, 1 ≤ j ≤ J, 1 ≤ k ≤ K with total number of nodes N = I · J · K. The
intersection of two grid volumes is called a grid facet. The grid facets associated with the
three different coordinates u, v,w are denoted by Au(i, j, k), Av(i, j, k), or Aw(i, j, k). The
intersection of two facets is called a grid edge and denoted by Lu(i, j, k), Lv(i, j, k), or
Lw(i, j, k) depending on whether its orientation is in the u, v, or w direction, respectively.
Edges and facets have an initial orientation, pointing into the direction of the respective
grid coordinates towards higher indices.

3.1.1 Maxwell-Grid-Equations

In FIT, the Maxwell equations are transformed into a set of matrix equations, each of
which is the discrete analogue to one of the original Maxwell equations. The collection of
the discretized Maxwell equations is referred to as Maxwell-Grid-Equations (MGE).

When expressing the MGE, edge voltages and facet fluxes should be introduced first. For
example, the electric edge voltage along the edge Lu(i, j, k) is defined by

�eu(i, j, k) =
∫

Lu(i,j,k)

�E · d�s, (3.1)

the magnetic flux through the facet Aw(i, j, k) can be written as

��
bw(i, j, k) =

∫
Aw(i,j,k)

�B · d �A. (3.2)

Using the integrals (3.1) and (3.2), the first Maxwell equation (2.1) is derived for the grid
facet Aw(i, j, k) is shown in Fig. 3.2 (A):

�eu(i, j, k) + �ev(i + 1, j, k) − �eu(i, j + 1, k) − �ev(i, j, k) = − d

dt

��
bw(i, j, k), (3.3)

where each edge voltage (e.g. �eu(i, j, k)) is allocated at one edge of the considered facet
and represents the exact value of the integrated electric field strength along that path.
The

��
bw(i, j, k) represents the exact value of the magnetic flux through the grid facet.
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Figure 3.2: A grid cell G in Cartesian coordinates, (A) Allocation of the edge voltages on
the edges of Aw(i, j, k) and the facet fluxes through the facets Aw(i, j, k) used in (3.3), (B)
Allocation of the facet fluxes on the facets of V (i, j, k) used in (3.5).

All the edge voltages �e and facet fluxes
��
b defined on grid G can be arranged in vectors

�e = (�e1, ...,
�eNl

)T and
��
b = (

��
b1, ...,

��
bNa)T , respectively, so that the first Maxwell equation

(2.1) in its discrete form reads:

C�e = − d

dt

��
b. (3.4)

The topological matrix C is the discrete curl operator defined at grid G. It contains all
signs appearing in (3.3), thus it is composed of two-banded matrices:

C =

⎡⎣ 0 −Pw Pv

Pw 0 −Pu

−Pv Pu 0

⎤⎦ ,

and

[Pu]i,j :=

⎧⎨⎩
−1 : j = i
+1 : j = i + 1
0 : else

[Pv]i,j :=

⎧⎨⎩
−1 : j = i
+1 : j = i + I
0 : else

[Pw]i,j :=

⎧⎨⎩
−1 : j = i
+1 : j = i + I · J
0 : else

The Pu, Pv and Pw are discrete partial differential operators. Zeros are inserted in the
rows and columns corresponding to components outside the grid.

The second important operator in Maxwell’s equations is the divergence operator. The
Maxwell equation (2.2) can be derived on the grid G for the volume V (i, j, k) (Fig. 3.2 (B)).
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The closed surface integral yields the following exact relation between the six employed
flux quantities:

��
bu(i + 1, j, k) +

��
bv(i, j + 1, k) +

��
bw(i, j, k + 1)

−��
bu(i, j, k) − ��

bv(i, j, k) − ��
bw(i, j, k) = 0. (3.5)

When applied at grid G, the Maxwell equation (2.2) in its discrete form is written as:

S
��
b = 0, (3.6)

where the discrete divergence operator S of the dimension N × 3N is the topological
operator, which picks up the right components of the column vector

��
b = (

��
b1, ...,

��
bNa)T

related to the zero flux balance of each cell of G. It is also sub-structured and made of
the same basic discrete partial differential operators as the discrete curl operator C:

S = [Pu Pv Pw] . (3.7)

In order to resolve the two remaining Maxwell equations, the grid G is accomplished by a
grid cell complex pair {G, G̃} (Fig. 3.3) by introducing the dual grid G̃. The grid nodes

G

�G

� ��

h b,

� ��

e d,

Figure 3.3: Spatial allocation of electric and magnetic field values on the prime grid G and
dual grid G̃ in Cartesian coordinates.

of the dual grid P̃ (i, j, k) are defined as the focal points of the grid G. In the dual grid G̃,
the components of the magnetic voltage and the electric flux are allocated at the edges of
the dual grid and the dual grid facets, for example, the magnetic voltage along the edge
L̃u is given by

�
hu(i, j, k) =

∫
L̃u(i,j,k)

�H · d�s, (3.8)

and electric flux through the facet Ãw can be defined as

��
dw(i, j, k) =

∫
Ãw(i,j,k)

�D · d �A. (3.9)
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With this, an exact representation of Maxwell’s equations on the grid cell complex pair
{G, G̃}, the so called Maxwell-Grid-Equations (MGE), are derived:

C�e = − d

dt

��
b; (3.10)

C̃
�
h =

d

dt

��
d +

��
j ; (3.11)

S
��
b = 0; (3.12)

S̃
��
d = q. (3.13)

Here, C̃ and S̃ are the dual discrete curl operator and the dual discrete divergence operator,
respectively. The additional electromagnetic quantities are the vector of the integrated
current densities

��
j through a dual grid facet, and the vector of charges q inside a dual grid

cell. Similar to the continuous case (2.5), the current is composed of three contributions
here, the imposed current, the current due to the finite conductivity and the current due
to moving charges.

A gradient operator can be introduced on the primal grid by G = −S̃T as well as on the
dual grid by G̃ = −ST [60]. Another important property relates the primary grid curl
operator C and the dual grid curl operator C̃ by [54]:

C = C̃T . (3.14)

The vector analytical identities ∇ · ∇ × �A ≡ 0 and ∇ × ∇Φ ≡ 0 hold in the grid cell
complex pair {G, G̃}. As it was proved in [53] [54] and [55], from the algebraic properties
of the topological matrices,

SC = 0 ; S̃C̃ = 0; and
CS̃T = 0 ; C̃ST = 0, holds. (3.15)

3.1.2 Discrete Material Properties

Up to now, no approximations have been introduced at all. These, however, will be neces-
sary to transfer the material equations from the continuous space to the grid space. The
discrete formulation of the constitutive equations is derived from the edge voltages and
facet fluxes on the prime and dual grid cell complex pair {G, G̃}. Approximations for
the integration are carried out here in order to transfer material equations from contin-
uous space to discrete grid. Substantial research deals with enhanced approaches for the
discretization of the material relation, such as triangular filling [61], sub-grid [62], [59],
partially filled cells (PFC) [63] and non-orthogonal FIT [64], which were introduced to
improve the numerical accuracy during the material approximation process.

Construction of the material matrices

The discrete permittivity matrices or conductivity matrices can be derived from the in-
tegration approximation of the ratio of the electric flux density �D and the electric field
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strength �E, or the ratio of the current source �J and the electric field strength �E on the
doublet grid {G, G̃}:∫ ∫

Ãj

�D · d �A∫
Lj

�E · d�s =

∫ ∫
Ãj

ε| �Em,j |d �A + O(hk+2)∫
Lj

| �Em,j |d�s + O(hk+1)
=

ε
∫ ∫

Ãj
d �A∫

Lj
d�s

+ O(hk+1)

≈ ε|Ãj |
|Lj | =: [Mε]j,j =

��
dj
�ej

, (3.16)

∫ ∫
Ãj

�J · d �A∫
Lj

�E · d�s =

∫ ∫
Ãj

κ| �Em,j |d �A + O(hk+2)∫
Lj

| �Em,j |d�s + O(hk+1)
=

κ
∫ ∫

Ãj
d �A∫

Lj
d�s

+ O(hk+1)

≈ κ|Ãj |
|Lj | =: [Mκ]j,j =

��
j j
�ej

. (3.17)

The ε is the average of permittivity, the κ is the average of conductivity, the quantity
h is defined as the maximum length of grid edges of the primary grid G, i.e. h :=
maxLk∈G{

∫
Lk

d�s}.

The Ãj is the facet at the dual grid and Lj is the edge at the primary grid (Fig. 3.4
(A)). The | �Em,j | is the average value of the electric field strength �E along the grid edge

1 1å ,ê

2 2å ,ê
3 3å ,ê

4 4å ,ê

nL

nA

1ì

2ì

(A) (B)

�An

�Ln

Figure 3.4: Material averaging for the construction of the material matrices. (A) Aver-
aging over a dual facet Ãn for the derivation of Mε and Mκ, (B) averaging over a dual
edge L̃n for the derivation of the inverse permeability matrix Mµ−1 .

Lj . Mε and Mκ are material matrices including the information of the permittivity and
conductivity. For isotropic materials, Mε and Mκ are diagonal matrices. The parameter k
is the convergence order of the error of the approximation of the integration. For staircase
discretization the convergence order k is between 1 and 2 [65]. In case of an equidistant
grid and a homogeneous material distribution, the convergence order k attains 2, which
results in an error of order O(h3) for the grid voltages and O(h4) for the grid fluxes.

Similarly, the discrete permeability matrices can be derived from the approximation of
the integration through the ratio of the magnetic field strength �H and the magnetic flux
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density �B. The component of the inverse permeability matrix along the edge length L̃j

on the dual grid (fig. 3.4 (B)) is given with the integration approximation∫
L̃j

�H · d�s∫ ∫
Aj

�B · d �A
=

∫
L̃j

| �Hm,j |d�S + O(hk+1)∫ ∫
Aj

µ| �Hm,j|d �A + O(hk+2)
=

∫
L̃j

d�s

µ
∫
Aj

d �A
+ O(hk+2)

≈ µ−1|L̃j |
|Aj | =: [Mµ−1 ]j,j =

�
hj
��
bj

. (3.18)

where the value �Hm,j is the average of the magnetic field strength along the dual edge L̃j .

Using the above formula (3.16), (3.17) and (3.18), the material parameters are averaged
over the dual grid facets for the permittivity and the conductivity, and over the dual edges
for the permeability. The material averaging for the permittivity and the conductivity
reads

ε =
ε1A1 + ε2A2 + ε3A3 + ε4A4

A1 + A2 + A3 + A4
, (3.19)

κ =
κ1A1 + κ2A2 + κ3A3 + κ4A4

A1 + A2 + A3 + A4
, (3.20)

and for the permeability

µ−1 =
µ−1

1 L1 + µ−1
2 L2

L1 + L2
, (3.21)

where the A1, A2, A3, A4 are the area of the four dual facet parts inside each primary cell,
and the L1, L2 are the lengths of the two dual edge parts in each primary cell. The averaged
material parameters at the crossing points of edges through facet in all directions (u, v,w)
are collected into the matrices Dε,Dκ and Dµ, respectively. The material matrices are
composed:

Mε = D̃ADεD−1
S ; (3.22)

Mκ = D̃ADκD−1
S ; (3.23)

Mµ = DADµD̃
−1

S , (3.24)

where the matrices DA, D̃A are diagonal matrices with the cross-sections of the primary
and dual facets, respectively. The DS , D̃S are diagonal matrices with the lengths of the
primary and dual edges, respectively.

At the grid cell complex pair {G, G̃}, the discrete constitutive equations including the
material matrices are written as

��
d = Mε

�e, (3.25)
��
j = Mκ

�e +
��
j e, (3.26)

��
b = Mµ

�
h. (3.27)

Improvement of the material approximation

In order to reduce the numerical inaccuracy which is introduced by the discretization of
the constitutive equations, a more refined approach is necessary to improve the material
modelling inside the grid, or to modify the computational grid in order to conform to the
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material boundaries. A lot of different techniques have been introduced in previous FIT
research for this problem. The most important of them are the introduction of trigonal
prism fillings, sub-grids, partially filled cells (PFC) and the extension towards the non-
orthogonal FIT.

Since the trigonal prism filling technique is used to improve material approximation in
this thesis, it will be introduced first. The technique was developed within the classical
FIT in the 70’s [61]. Further research is reported for the isotropic and anisotropic cases in
[66]. The simplest way is to divide the cell volume into two trigonal prisms with different
materials for the isotropic case (Fig. 3.5). As a further development of this technique

(A) (B)

1 1 1å ,ê ,ì

1 1 1å ,ê ,ì

1 1 1å ,ê ,ì

2 2 2å ,ê ,ì

2 2 2å ,ê ,ì

2 2 2å ,ê ,ì

Figure 3.5: Improved material approximation using trigonal prism filling. (A) Trigonal
prism filling in 3D grid (B) Trigonal prism filling in 2D grid.

especially for anisotropic materials, each grid cell can be split into 24 tetrahedra [63].
This approach, however, leads to a significant increase of the computational cost in the
matrix generation process.

In contrast to a modified material modelling inside the grid, a better approximation of
complicated material distributions can be achieved by the appropriate modification of the
grid itself. For example, the sub-grid technique [62], [59] inserts sub-grids to refine the
grid locally. Non-orthogonal grids [64] allow the description of complex structures using
regular grids for the conformal discretization of curved shape boundaries. The Partially
Filled Cells (PFC) technique is also very efficient, the considered integration region on the
doublet grid is selected only over the exact portion of the grid edges and facets, which is
outside perfectly electric conducting. All of these enhanced material modelling techniques
results in an improvement in the numerical accuracy of the FIT method.

3.1.3 Boundary Conditions

Because the computational domain is commonly limited in space, boundary conditions
are necessary at the boundaries of the model. The boundary conditions can be classified
as electric boundary condition, magnetic boundary condition, mixed boundary condition,
periodic boundary condition and open boundary condition. Open and mixed boundary



3.2. MAGNETOQUASISTATIC PROBLEMS 57

conditions are dissipative whereas electric and magnetic boundary condition are energy
conserving. In this work, only the so-called electric and magnetic boundary conditions are
discussed.

Electric boundary conditions force the tangential components of the electric field strength
on the boundary to disappear, i.e. �E × �n = 0, which corresponds to the assumption that
the electric conductivity is infinite at the boundary. In case of magnetoquasistatics, the
electric boundary conditions corresponds to the elimination of the normal component of
the magnetic flux density at the boundary: �B · �n = 0.

Magnetic boundary conditions force the tangential components of the magnetic field
strength on the boundary to disappear, i.e. �H × �n = 0, which corresponds to perfectly
permeability material wall, i.e. µ → ∞.

3.2 Magnetoquasistatic Problems

3.2.1 Magnetostatic Problems

A magnetostatics formulation can be applied when all time derivatives in the Maxwell
equations are negligible with respect to the other terms. Accordingly, the MGE are rewrit-
ten as:

C̃
�
h =

��
j , (3.28)

S
��
b = 0. (3.29)

Magnetic vector potential formulation

Expression (3.29) can be satisfied by the choice of the magnetic vector potential �a [56],
such that

��
b = C�a. Inserting the material relation

�
h = Mν

��
b into (3.28) leads to the

magnetostatic formulation
C̃MνC�a =

��
j . (3.30)

In the three dimensional case, the formulation is based on a vector potential leading to
3Np degrees of freedom, where Np is the number of nodes of the primary and dual grid.
Magnetostatic field problems can be also solved with a reduced scalar potential formulation
in order to reduce the number of degrees of Np.

3.2.2 Magnetoquasistatic Problems

For slowly-varying electromagnetic field problems the following inequality for the displace-
ment currents commonly holds∥∥∥∥ d

dt

��
d(t)
∥∥∥∥
∞

� ‖Mκ
�e(t) +

��
j e(t)‖∞, (3.31)
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which allows to rewrite the continuous Maxwell equations into the discrete magnetoqua-
sistatic Maxwell-Grid-Equations

C�e(t) = − d

dt

��
b(t); (3.32)

C̃
�
h(t) = Mκ

�e(t) +
��
j e(t); (3.33)

S
��
b(t) = 0; (3.34)

S̃
��
d(t) = 0. (3.35)

If expression (3.33) is left multiplied by the divergence operator S̃, and because of the
property of discrete topological operators S̃C̃ = 0, the following relation holds at the
discrete level:

S̃Mκ
�e(t) = −S̃

��
j e(t). (3.36)

Since the current excitation of the problem is commonly defined in model regions Ωcond

without conductivity [68], the left part of the equation (3.36) equates to zero

S̃Mκ
�e(t) = 0 in Ωcond, (3.37)

From (3.36) and (3.37), it can be concluded that the current excitation has to obey

S̃
��
j e(t) = 0 in Ωcond, (3.38)

i.e. the current excitation must be divergence-free.

Such consistent current excitation vectors
��
j e(t) are typically obtained from the modelling

of closed coils. Configurations where the coils touch the boundary require special care
with the choice of the boundary condition and are therefore not closed, are not considered
in this thesis.

The discrete Maxwell-Grid-Equations can be reduced to a first order differential equation
for the magnetoquasistatic field problem

C̃MνC�a(t) + Mκ
d
dt

�a(t) =
��
j e(t), (3.39)

with the start solution at time t0,
�a(t0) = �a0, (3.40)

where the vector �a(t) is the modified magnetic vector potential defined by �e(t) = − d
dt

�a(t)
[68].

With the relation
��
b = C�a, it is easy to directly obtain the magnetic flux density vectors

��
b through the primary facets of grid G from the calculated magnetic vector potentials �a.

Expression (3.37) can be rewritten in terms of the magnetic vector potential

S̃Mκ
d

dt
�a = 0. (3.41)

It is an auxiliary equation in the numerical calculation using the modified magnetic vector
potential formulation, and the information of the conductivity can be utilized here.



3.2. MAGNETOQUASISTATIC PROBLEMS 59

The conductivity matrix Mκ is zero in the non-conductive region of the model. The
diffusion term C̃MνC�a is zero for curl-free contributions of �a. As a consequence, for-
mulation (3.39) is singular as the irrotational components of �a are not determined in the
non-conductive regions of the model. The singularity of the formulation can be alleviated
by an appropriate regularization.

Another possibility is to add a locally defined gradient-divergence-term MS̃T MN S̃M to
enforce the zero charge condition S̃

��
d|κ=0 = 0 in the non-conductive regions of the model

[C̃MνC + MS̃TMN S̃M]�a(t) + Mκ
d
dt

�a(t) =
��
j e(t), (3.42)

where the matrix MN is defined by MN,i|i:κ �=0 = 0 and MN,i|i:κ=0 �= 0 [69], respectively.
Using the Coulomb gauging S̃�a = 0, it is easy to rewrite expression (3.42) in the same
form as (3.39).

The idea was first introduced in 1983 [73] in the Finite Element Method (FEM) and further
development was introduced in [68] in magnetoquasistatic formulations based on FIT.

3.2.3 Time Integration Schemes for Differential Algebraic Equations

The Courant-Friedrichs-Levy-criterium (CFL-Criterium) of the explicit Leapfrog FDTD
scheme in [50] severely restricts the length of possible stable time steps and thus this
scheme is not applicable to slowly-varying electromagnetic fields for typical applications
including computational regions with metallic conductivity. The most flexible approach
to overcome the problem of a maximum possible time step is to use implicit time inte-
gration schemes. Their usage is utilized in case of nonlinear material behavior occurring
with ferromagnetic materials described within the discrete differential algebraic system of
equation resulting from the FIT. A suitable choice of implicit time integration methods is
required. The magnetic vector potential formulation (3.39) constitutes a degenerate and
parabolical equation of first order

Mκ
d

dt
�a(t) + C̃MνC�a(t) +

��
j e(t) = 0, (3.43)

with a given start value
�a0 = �a(t0). (3.44)

The conductivity matrix Mκ in (3.43) is singular, since model configurations for typical
magnetoquasistatic field problems contain non-conductive parts. Hence, (3.43) is not a
regular ordinary differential equations (ODE), but a system of differential algebraic equa-
tions (DAE). Depending on the conductivity matrix Mκ and the reluctivity matrix Mν ,
the differential algebraic equations can be classified as linear differential algebraic equation
with constant coefficient matrix, quasi-linear differential algebraic equation with nonlin-
ear magnetic reluctivities Mν for the ferromagnetic material, and nonlinear differential
algebraic equation with nonlinear electric conductivities Mκ.

First to consider the linear differential algebraic equation with a constant coefficient
matrix, the numerical solution of (3.43) requires a time discretization. The vector at
the new time step is written as �an+1 = �a(tn + ∆t). A simple scheme of linear one step
θ-methods [74] is given as

Mκ

�an+1 − �an

∆t
+ C̃MνC(θ�an+1 + (1 − θ)�an) = θ

��
j e,n+1 + (1 − θ)

��
j e,n. (3.45)
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The stability region for implicit θ-methods is cited in [68] as

R(z) =
1 + (1 − θ)z

(1 − θ)z
. (3.46)

The methods are A-stable for the choice parameter θ ≥ 0.5 and L-stable for the choice
parameter θ = 1. A-stability is absolute stability. L-stability includes A-stability and
moreover guarantees that phenomena with small time constants will be rapidly damped,
even when large time steps are used [74] [76].

The class of θ-methods covers well-known methods as the implicit backward Euler method
(θ = 1), the Galerkin method (θ = 2/3), the Crank-Nicholson method (θ = 1/2), and the
one-step singly diagonally implicit Runge-Kutta method (SDIRK1) (θ = 1/2).

The second order Crank-Nicolson time integration scheme is unconditionally A-stable.
The behavior of pure magnetoquasistatic systems is a simple damping even for nonlinear
problems for which the Crank-Nicolson method is often stable and accurate enough. How-
ever, if the nonlinear magnetoquasistatic model is coupled to another model, for example,
a mechanical model for moving parts or circuit equations for the feeding of conductors,
it exhibits a much more complicated behavior. In this case, the Crank-Nicolson method
becomes unstable.

The Galerkin time integration scheme is stable, but it only features first order conver-
gence. This method provides less numerical dampening than the implicit Euler backward
differentiation time integration scheme in one step (BDF1) method.

The implicit Euler backward differentiation time integration scheme (BDF) is L-stable. If
the differential algebraic equation is solved in one time step, it is called BDF1, similarly,
BDF2 is selected as two time steps. Because the L-stable implicit Euler backward differ-
entiation formulation (BDF) has special stability properties, BDF is often selected as the
implicit time integration scheme for transient magnetoquasistatic field simulations.

A detailed presentation of the backward differentiation formulation (BDF) can be found
in [75], [76]. For the Cauchy problem, a general ordinary differential equation (ODE) of
first order is given by

y′(t) = f(t, y(t)),
y(t0) = y0, (3.47)

where the function f(t, y(t)) only depends on y(t).

The procedure of time integration for the implicit k-step BDF method with the constant
time step ∆t is written in terms of the discrete time approximation yn+1−i, i = 0, ..., k

1
∆t

k∑
i=0

αiyn+1−i = f(tn+1, yn+1). (3.48)

For each time step the equation is expressed as

yn+1 =
k∑

i=0

α′
iyn+1−i + ∆tb−1f(tn+1, yn+1), (3.49)
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with b−1 �= 0. The coefficient values α′
i and b−1 of the BDF method vary with the number

of k-steps, as derived in [77]. As an example, the coefficient values are presented for the
3-steps BDF method (k ≤ 3):

k α′
0 α′

1 α′
2 α′

3 b−1

0 1 0 0 0 1
1 4/3 −1/3 0 0 2/3
2 18/11 −9/11 2/11 0 6/11
3 48/25 −36/25 16/25 −3/25 12/25 .

The BDF1 is the most robust time integration method of all of the mentioned methods,
and requires only one system solution per time step. It, however, only attains first order
convergence and is stiffly accurate [77]. From the expression (3.45), the equation for the
new time step �an+1 is[

1
∆t

Mκ + C̃MνC
]

�an+1 =
1

∆t
Mκ

�an +
��
j e,n+1. (3.50)

The 2-steps BDF method (BDF2) applied to (3.45) can be written as[
3

2∆t
Mκ + C̃MνC

]
�an+1 =

2
∆t

Mκ
�an − 1

2∆t
Mκ

�an−1 +
��
j e,n+1. (3.51)

The multi-step BDF2 scheme requires only one system solution per time step as well, but
needs the solutions of the last two time steps. In order to obtain the start up value in the
first time step preformed, a one-stage singly diagonally implicit Runge-Kutta (SDIRK2)
time integration scheme [78] is used here.

The singly diagonally implicit Runge-Kutta time integration scheme (SDIRK) is more
stable. The SDIRK scheme can be divided into more stage SDIRK methods, such as
the one-stage singly diagonally implicit Runge-Kutta, two-stage singly diagonally implicit
Runge-Kutta. Similar to the BDF method, the general differential system y′(t) = f(t, y(t))
is considered here. An approximation of the solution yn+1 at time tn+1 from the values
yn of the solution at the previous time step can be obtained by computing the following
expressions [76]:

ki = ∆tf

⎛⎝yn +
s∑

j=1

aijkj , tn + ci∆t

⎞⎠ , i = 1, . . . , s, (3.52)

yn+1 = yn +
s∑

i=1

biki. (3.53)

An s-step method is characterized by the coefficients aij, ci and bi with the relation ci =∑s
i=1 aij . The method is summarized by a Butcher-scheme:

c A

bT
=

c1 a11 a12 . . . a1s

c2 a21 a22 . . . a2s
...

...
...

. . .
...

cs as1 as2 . . . ass

b1 b2 . . . bs

(3.54)
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Runge-Kutta methods are cataloged according to their coefficient structure. The classical
explicit methods are the methods for which aij = 0, if j ≥ i. If this condition is not
fulfilled (aij �= 0 for j ≥ i), the methods are called implicit Runge-Kutta methods (IRK).
Special cases of IRK methods are the diagonally implicit Runge-Kutta (DIRK) methods
(aij = 0 for j > i), a subcategory of which are the singly diagonally implicit Runge-Kutta
(SDIRK) methods (aij = 0 for j > i and aij = a for all i).

Similar to the classical SDIRK method with s stages (s ≤ 2) introduced in [74] for two-
dimensional magnetoquasistatic finite element simulation with nonlinear materials in time
domain, the SDIRK scheme can be used in FIT for the magnetoquasistatic numerical time
integration as well. The following scheme can be applied:

Mκki = ∆t

⎡⎣−C̃MνC(yn + ∆t
s∑

j=1

aijkj)(yn + ∆t
s∑

j=1

aijkj) −
��
j e(tn + ci∆t)

⎤⎦ ,

i = 1, . . . , s, (3.55)

yn+1 := yn +
s∑

i=1

biki. (3.56)

The one-stage singly diagonally implicit Runge-Kutta method (SDIRK1) has following
Butcher-scheme:

αrk αrk

1
.

In the case of linear problems, this method reduces to (3.45) except for the independent
term

��
j e(t) which is discretized as

��
j e(t + αrk∆t) instead of (1 − θ)

��
j e(tn) + θ

��
j e(tn+1).

Therefore in the particular cases αrk = 0 and αrk = 1, SDIRK1 reduces to forward
and backward Euler respectively. In the case αrk = 0.5, SDIRK1 is the trapezoidal rule
time integrator, which slightly differs from the Crank-Nicolson scheme in the way the
currents are evaluated. The parameter αrk to be chosen between 0.5 and 1 allows to shift
between the second order accurate scheme (αrk = 0.5) and first order accurate schemes
with numerical damping (αrk > 0.5).

The two-stage singly diagonally implicit Runge-Kutta method has following Butcher-
scheme:

αrk αrk

1 − αrk 1 − 2αrk αrk

1/2 1/2
.

This 2-stage scheme leads to more interesting methods than the previous 1-stage SDIRK
method. The scheme is A-stable for αrk ≥ 1/4 [79]. L-stable and second order accuracy
are achieved in the SDIRK22 scheme by the choice αrk = 1 − √

2/2 [80]. A-stable and
third order convergence is provided by the SDIRK23 scheme for which αrk = (3 −√

3)/6.

Another 2-stage SDIRK was described by Alexander in [78], and is here adapted for
the calculation of the transient magnetoquasistatic field problems with FIT. Its Butcher-
scheme is given by
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αrk αrk

1 1 − αrk αrk

1 − αrk αrk

,

with αrk = 1 − √
2/2. The scheme is L-stable and has a second order convergence of the

time discretization error. The method is called SDIRK2, and it is used in order to obtain
the start up value in the first time step needed for BDF2. These 2-stage SDIRK methods
require two interior system solutions per time step.

Compared the s-stage SDIRK methods with the s-step BDF methods, the s-step BDF
methods solve only one equation system per time step, but they have the problem to require
suitable start-up values in the first time step. On the other hand, the s-stage SDIRK
methods only need one previous solution, but require more interior system solutions per
time step.

3.2.4 Numerical Solution of Linear Equation Systems

In the previous subsections, the electromagnetic field problems discretized by the FIT
leads to a large sparse linear system of equations

Ax = b. (3.57)

The system matrix A is defined as A ∈ Kn×n. The solution vector x is x ∈ Kn. The
right hand side vector b is b ∈ Kn. The system matrix A varies from real, symmetric and
positive definite to complex, non-hermitian and singular. For the model discretized by the
FIT as discussed in this work, the matrices are sparse.

Although direct solution methods can be used to solve the linear systems of equations,
they are not well suited for large sparse systems which are typical for magnetoquasistatic
field problems discretized by the FIT. A LU decomposition would produce a substantial
fill-in at places where the original matrix is empty. For this reason, iterative methods are
required to solve the linear systems. The Krylov subspace methods [96] will be introduced
in this subsection as iterative methods for the solution of linear systems in magnetoqua-
sistatic field problems. The convergence behavior of the Krylov subspace methods strongly
depends on the spectrum of the system matrix A. Therefore, appropriate precondition
methods are also important to improve the spectrum and thus improve the convergence
of the solutions for linear systems.

Precondition conjugate gradient method

In this thesis, the precondition conjugate gradient method, a Krylov subspace method, is
applied for solving the linear system of equations. In the iterative solution of equation
system (3.57) for x = A−1b, the approximation of the solution at the k-th iteration reads

xk = x0 + Vkyk, Vk ∈ Kn×k, yk ∈ Kk, (3.58)

with the starting solution x0, and the Krylov subspace Kk defined by

Kk = Kk(A, r0) := span{r0, Ar0, A
2r0, . . . , A

k−1r0}. (3.59)



64 CHAPTER 3. ELECTROMAGNETIC FIELD SIMULATION

Here, r0 = b − Ax0 is the residual corresponding to the initial solution x0. The columns
of the matrix Vk = [v1| . . . |vk] form the basis of the Krylov subspace and can be created
successively.

The discrete formulation based on the FIT to calculate the transient magnetoquasistatic
field problems is a positive-semi-definite, real-valued, symmetric equation system. For
the quasi-static field simulation, the curl-curl equation system belongs also to the above
mentioned class of systems. The conjugate gradient method, a typical Krylov subspace
method, is used to solve the linear systems for the magnetoquasistatic field problems in
this thesis.

The Conjugate Gradient algorithm was published by Hestenes and Stiefel in 1952 [81]. The
idea of the algorithm is to solve the linear system Ax = b by searching for the minimum
of the quadratic function

f(x) =
1
2
xT Ax − xT b. (3.60)

By setting the derivative of f to 0, a stationary point of f occurs at x for which Ax = b.
The minimum can be approached iteratively by starting at a point x0, moving to a point
x1 that yields a smaller value of the function, and continuing to move to points yielding
smaller values of the function. The k-th point is xk−1 + αkdk, where αk is a scalar and dk

is a vector giving the direction of the increment. Hence, for the k-th point we have the
linear combination,

xk = x0 + α1d1 + . . . + αkdk, (3.61)

the convergence criterion is based on ‖xk − xk−1‖ or on ‖rk‖, where rk = b − Axk.

At a point xk, the function f decreases most rapidly in the direction of the negative
gradient, −∆f(xk). The negative gradient coincides with the residual,

rk = b − Axk, (3.62)

if this residual is zero, the exact solution is obtained.

A good choice for the sequence of directions d1, d2, . . . is such that

dT
k Adi = 0, for i = 1, . . . , k − 1. (3.63)

The vector dk is said to be A conjugate to d1, d2, . . . , dk−1. The algorithm is called ”conju-
gate gradient” because two successive search directions are conjugate with respect to each
other. The conjugate gradient method for solving the linear system is shown in Algorithm
1.

Algorithm 1: The precondition conjugate gradient (PCG) method for solving Ax = b,
starting with x0:

1) Set k = 0; rk = b − Axk;Msk = rk; pk = sk;.

2) If γk ≤ ε, set x = xk and terminate.

3) Set αk = 〈rk,sk〉
〈Agk,gk〉 .

4) Set xk+1 = xk + αkpk.

5) Set rk+1 = rk − αkApk.
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6) Set sk+1 by solving Msk+1 = rk+1.

7) Set βk = 〈sk+1,rk+1〉
〈sk ,rk〉 .

8) Set pk+1 = sk+1 + βkpk.

9) Set k = k + 1 and goto 2).

The conjugate gradient method and related procedures iterate towards the exact solution.
The conjugate gradient method, in conjunction with preconditioning, is used as the main
iterative method to solve the real-valued, symmetrical, linear equation systems arising
after implicit time discretization in this thesis.

Preconditioning

A suitable preconditioning is important to improve the performance of Krylov subspace
methods in terms of computational time required for the solution. The purpose of precon-
ditioning is to improve the eigenvalue distribution of the system matrix in the complex
plane. One possibility of the preconditioning is the multiplication by a suitable polyno-
mial in A. Another possibility is to apply a non-singular matrix M which represents a
good approximation to the original matrix A and which can be easily inverted. The sec-
ond possibility is used here. Multiplying A by the inverse of the preconditioning matrix,
one obtains a better conditioned system if the spectrum of M approximates the one of
A well enough. According to the relative order of both matrices, three different types of
preconditioning are introduced:

1) Left-handed preconditioning, M−1Ax = M−1b, where the preconditioned system has
the same solution as the original system. This type is usually preferred.

2) Right-handed preconditioning, AM−1(Mx) = b, where the right hand side remains
unchanged.

3) Split preconditioning, M−1
1 AM−1

2 (M2x) = M−1
1 b, which, for suitable choices of M1 and

M2, keeps a given symmetry.

The transformed system A′x′ = b′ is then solved by a Krylov subspace method.

SSOR (Symmetric Successive Over-Relaxation)-preconditioning improves the spectrum of
the linear system and in many cases leads to a remarkable reduction of the required number
of iterations. In this thesis SSOR-preconditioning is used. The SSOR-preconditioning
approach decomposes the system matrix A into A = D − L − U , where the matrix D is
the main diagonal matrix from A and matrices −L and −U are the triangular matrices to
represent the lower left triangular matrix of A and the upper right triangular matrix of A,
respectively. For the symmetric system matrices encountered in this work, the matrices
U and L are related by U = LT .

The preconditioning matrix is then given by

M := (
1
ω1

D − 1
ω2

L)(
1
ω1

D)−1(
1
ω1

D − 1
ω2

U), (3.64)

where A = D−L−U , D is the diagonal matrix and U holds the U = LT for a symmetric
system matrix A. The advantage of this decomposition lies in the fact that it is not
necessary to compute M explicitly neither to store it. For an acceleration of the method,
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the parameters ω1 and ω2 have to be chosen appropriately. A typical choice is ω1 = ω2 = 1,
since the sensitivity of the preconditioning process to these parameters is usually small. For
this choice of the parameters, the method is called Symmetric Gauss-Seidel preconditioning
(SGS). The SSOR or SGS method is often used as a split preconditioning. Then the
forward SOR algorithm is applied from the left and the backward SOR algorithm from
the right. For a nearly symmetric matrix, it is often possible to use the storage efficient
SSOR preconditioning by merely applying it to the symmetric part of the system matrix.



Chapter 4

Modelling and Implementation of
Hysteresis

In the present chapter, the hysteresis models discussed in chapter 3 are embedded in
transient magnetoquasistatic formulation based on the finite integration technique. The
Preisach model and the Jiles-Atherton model were already applied and studied in the
numerical simulation of electromagnetic field problems in combination with the finite-
element method (FEM). One dimensional problems in laminated structures are described
in detail in e.g. [98], [99], [100], [101]. In the magnetic field analysis applied for the design of
electromagnetic devices, the magnetic properties have been modelled by simplified Preisach
models. The Preisach model was included in 2D finite element analysis, as published in
e.g. [102], [103], [104], [105], [106], [107]. However, the material models are scalar models,
even though for many applications the electromagnetic field analysis with ferromagnetic
materials needs a 2D or even a 3D vector Preisach model. In [108] a 2D vector Preisach
model using the Everett table is presented. In [109] finite element computations taking into
account the material properties by the Mayergoyz vector Preisach model have been verified
experimentally by comparing the numerical results with measurements on a transformer
type device. Also the Jiles-Atherton model and its inverse model have been included in
finite element analysis, see e.g. [110], [111]. In this work, the hysteresis models are used
and studied in the numerical simulation of electromagnetic field problems in combination
with the FIT.

The hysteretic ferromagnetic material behavior can be expressed in two different ways.
One modelling approach is based on the relation �B = µ0( �H+ �M), where the magnetization
�M includes the information of the hysteretic material. The other modelling approach
exploits the relation �B = µ �H, where the permeability µ contains the information of the
hysteretic material.

For the first modelling approach, combined with a discrete formulation on the basis of the
FIT, the vector �m = {�mi} = {∫L̃i∈G̃

�M · d�s} along the dual grid edges corresponding to

a magnetization �M , and the vector of magnetic facet fluxes ��p = {��p j} = {∫Aj∈G̃
�Pm · d �A}

corresponding to a magnetic polarization �P with ��p = Mµ0
�m yields the relation

��
b = Mµ0

�
h + ��p, (4.1)

67
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which is the discrete form of the magnetic polarization. The vector ��p depends on the
ferromagnetic material behavior as given by the M(H) curve.

For the second modelling approach, a constitutive material relation between the vectors
�
h related to the magnetic field strength and the vectors

��
b related to the magnetic flux

density is used. The modelling approach can be expressed for fields discretized by FIT by

�
h = Mν(

��
b)

��
b, (4.2)

where the reluctivity matrix Mν depends on the H(B) curve of ferromagnetic materials.

According to the two different modelling approaches mentioned above, the hysteretic nu-
merical algorithms are classified as magnetic polarization update scheme and magnetic
reluctivity nonlinear update scheme. The different hysteresis models are embedded in
the hysteretic numerical algorithms. The overview of the different numerical algorithms
combined with the hysteresis models is shown in Table (4.1).

Table 4.1: Overview of the numerical algorithms combined with the hysteresis models
scalar hysteresis model vector hysteresis model

magnetic polarization - classical Preisach model
update scheme + (4.1) + FIT

- inverse Preisach model
magnetic reluctivity + (4.2) + FIT - simplified vector Preisach model

nonlinear - inverse Jiles-Atherton + (4.2) + FIT
update scheme model + (4.2) + FIT

4.1 Magnetic Polarization Update Scheme

4.1.1 Implementation of the Scalar Preisach Model

The Preisach model can be implemented by using the formulas (2.44) and (2.45) related to
experimentally measured first-order transition curves. Although the approach is straight-
forward, there are two main problems to combine these formulae into a numerical compu-
tation scheme in time domain with FIT. First, it is required to define the average input
and output values of the Preisach model in each cell along a certain direction in order
to reduce the numerical inaccuracy. Secondly, an interpolation is required to determine
the output value of the Preisach model from the limited first-order transition measured
curves, the material memory and the input value.

Determination of the field strength in a grid cell

The average field strength H is selected as input value of the Preisach model used in the
magnetic polarization update scheme. As was introduced in the basic theory of FIT, each
magnetic field strength is allocated at the dual grid edge, which causes the field strength
in a cell being dependent on different components. The field strength within a grid cell is
calculated from its components in the three coordinate directions as follows:

H =
√

H
2
x + H

2
y + H

2
z. (4.3)
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In order to improve the numerical accuracy of the material equations provide by the dis-
crete material matrices, the calculation of the components of field strength are dependent
on the geometry of the grid cell, and is for example different for a full cubic grid cell
and a trigonal prism grid cell. For hysteretic materials the calculation of the different
components of the field strength is presented in Fig. 4.1.
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Figure 4.1: Components which are used for the calculation of the averaged field strength
in one coordinate direction (here: x-direction).

Interpolation between the measured curves

After the determination of the average field strength H in all cells, the flux densities are
determined, from which the output values of the Preisach model must be calculated us-
ing the first-order transition measured curves according to the numerical implementation
formula (2.44) for the monotonically decreasing input and (2.45) for the monotonically
increasing input. Each measured first-order transition curve is generally defined by a
number of B − H value pairs. The measured B − H values are limited by the interval of
input values H. A difference with the common nonlinear case is that the hysteretic mate-
rial response does not only depend on the local measured curve but also on some turning
points in the hysteresis history. The turning point is the point where the hysteretic curve
changes from a monotonically decreasing curve into a monotonically increasing curve or
from a monotonically increasing curve into a monotonically decreasing curve. It represents
the maximum or minimum value of the field strength at each monotonically decreasing
or increasing curve. The special characteristics of hysteresis require a series of measured
first-order transition curves with different turning points. In principle the more experi-
mentally measured first-order transition curves are selected, the more accurate results will
be obtained from the Preisach model. This, however, requires a huge B−H table to store
the given information of the measured curves. Considering the computational accuracy
and the memory requirement for the B −H table, an suitable number is selected to range
between four and six measured curves. If the input value or the input turning point is
between two measured discrete points, interpolation is required.

We can construct a Lagrange polynomial interpolation with the form

P (x) ≡
∑

yiLi(x), (4.4)
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where the Li are themselves polynomials with coefficients which depend only upon the xi.
These polynomials are

Li(x) =
∏
j �=i

[(x − xj)/(xi − xj)]. (4.5)

An alternative to the computation of the Lagrange polynomials Li(x) is the use of divided
differences in the construction of Newton’s interpolation formula. The polynomial

P (x) = a0 + (x − x0)a1 + (x − x0)(x − x1)a2 + ...

+(x − x0)(x − x1)...(x − xn−1)an, (4.6)

is of degree n and the values f(xi) at xi are given by

f(x0) = a0,

f(x1) = a0 + (x1 − x0)a1,

f(x2) = a0 + (x2 − x0)a1 + (x2 − x0)(x2 − x1)a2, .... (4.7)

The coefficients ai can be determined recursively from these relations. If the two-point
polynomial interpolation is selected, the polynomial (4.6) becomes

P (x) = f(x0) +
f(x1) − f(x0)

x1 − x0
(x − x0). (4.8)

From formula (4.8), the same two-point polynomial interpolation can be rewritten as

P (x) =
x − x0

x1 − x0
f(x1) +

x1 − x

x1 − x0
f(x0). (4.9)

The two expressions (4.8) and (4.9) are used for interpolation in the hysteresis case.

The interpolated results depend on some turning points and the applied field. It is interpo-
lated between two measured first-order transition curves. The numerical implementation
is different in case of monotonically decreasing input (2.44) and in case of monotonically
increasing input (2.45), the two formulae are constructed by a series of interpolated re-
sults. The output value of the Preisach model is obtained from the series of interpolated
results according to the formula (2.44) or (2.45). More detail are given in the following.

Case I: In case of decreasing input field strength H, take a simple example with only one
turning point α in the hysteresis history. The field strength H is between two measured
values Hi and Hi+1, and the turning point α is between the two experimentally determined
turning points αj and αj+1. Each interpolated result does not only depend on the applied
field but also on the turning points. For this reason, it requires a two-step interpolation.
The two-step interpolation process to obtain value B(H) is described in Fig. 4.2. In
the first step the value Bj(H) is interpolated using expression (4.8) from the measured
values Bj(Hi), Bj(Hi+1), and the value Bj+1(H) is interpolated using expression (4.8)
from the measured values Bj+1(Hi), and Bj+1(Hi+1). In the second step the value B(H)
is interpolated using formula (4.9) from the calculated values Bj(H) and Bj+1(H).

In case of decreasing input field strength H, (2.44) is used as the formula of the numerical
implementation, the output value of the Preisach model B(t) is given as

B(t) = −f+ + fα,H(t) − fα,β0, (4.10)
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Figure 4.2: The two-step interpolation of the experimentally measured first-order transition
curves for the Preisach model.

where B(H) is inserted for fα,H(t), and fα,β0 = f−, therefore f+ + fα,β0 = f+ + f− = 0.
Expression (4.10) becomes

B(t) = B(H). (4.11)

Case II: In case of increasing input field strength H, take a simple example with a pair
of turning points (α, β), where β is obtained at a point following α in the hysteresis
history, assuming α > 0 and β < 0. From (2.29) and the symmetry property of the
Preisach model, we have the mathematical term fβ,H(t) = −f−β,−H(t). As a consequence,
all the mathematical term fβ,γ with negative turning point β can be transformed into
the mathematical term −f−β,−γ with positive turning point −β. The field strength H
is between two measured values Hi and Hi+1, and the absolute value of the turning
point |β| is between the two experimentally determined turning points αj and αj+1. Each
interpolated result requires a two-step interpolation, too. The same two-step interpolation
process as in case I is used.

For case of increasing field strength H input, formula (2.45) is used as the formula of the
numerical implementation, the output value of the Preisach model B(t) is given as

B(t) = −f+ + fα,β − fα,β0 + f−β − fβ,−H(t), (4.12)

where fα,β0 = f−, therefore f+ + fα,β0 = f+ + f− = 0.

The value fα,β depends on the turning point α and the applied field β. It is interpolated
by the same two-step interpolation process as in case I.

The value f−β depends on the turning point −β and the applied field −β, it’s two-step
interpolation process is same as in case I.

The quantity fβ,−H(t) is equal to −f−β,H(t) according to the symmetry property of the
Preisach model. If the turning point is given at −β and the applied field is taken as H(t),
the value f−β,H(t) is interpolated by the same process as in case I.



72 CHAPTER 4. MODELLING AND IMPLEMENTATION OF HYSTERESIS

If there are more than two turning points in the hysteresis history, the two-step inter-
polation process is always used as basic process in the both cases. The output value of
the Preisach model is obtained from the series of interpolated results according to the
formulae (2.44) and (2.45), respectively.

4.1.2 Hysteresis Losses

In general, the hysteresis loss density in each cell of the doublet grid {G, G̃} is computed
from

w =
∫

H · dB, (4.13)

where for the 2D case, H =
√

H2
x + H2

y and B =
√

B2
x + B2

y , and for the 3D case,

H =
√

H2
x + H2

y + H2
z and B =

√
B2

x + B2
y + B2

z .

The Hx, Hy and Hz are the average field strengths along the x, y, and z coordinate
direction. The flux density Bx, By and Bz correspond to these average field strengths
along the x, y, and z direction, respectively. The flux densities in x, y, and z direction are
calculated by the Preisach model using the interpolation between the measured first-order
transition curves.

A formula which relates the hysteretic losses occurring for arbitrary input variations to the
losses occurring for certain periodic input variations was introduced in subsection (2.3.4).
If the hysteresis loop is a closed loop, the hysteretic loss density is expressed by (2.51). If
the hysteresis loop is not a closed loop, the hysteretic loss density is calculated by (2.50).
Assuming the input value of the Preisach model is a sinusoidal excitation, the calculation
of the hysteretic loss density has to be considered for the case of increasing envelope input
and for the case of decreasing envelope input.

Case I: For the case of decreasing envelope input, the excitation starts from the maximum
value of the amplitude (Fig. 4.3). The hysteresis loops are assumed as close loops, the
hysteresis loss density is computed with (2.51).

For the starting hysteretic curve, which begins from the negative maximum value and stops
at the positive maximum value, we define the starting hysteretic curve as the no-turning-
point case. The loss density is given as the shaded area A in Fig. 4.3 (A). Because the
starting hysteretic curve is not a closed loop, a corresponding decreasing curve is added
in order to obtain a closed loop.

If the hysteretic curve starts from the first turning point and stops at the second turning
point, we define it as the one-turning-point case. The losses density is given as the sum
of the shaded area B in Fig. 4.3 (B) and the shaded area A in Fig. 4.3 (A).

If the hysteretic curve starts from the second turning point and stops at the third turning
point, we define it as the two-turning-point case. The loss density is given as the sum of
the shaded area C in Fig. 4.3 (C), the shaded area B in Fig. 4.3 (B) and the shaded area
A in Fig. 4.3 (A).

The calculation of the loss density in the case with more than two turning points is similar
to the two-turning-point case. The hysteresis loss density is the sum of some areas in the
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Figure 4.3: Hysteresis loss density in case I, (A) in the no-turning-point case, (B) in the
one-turning-point case, (C) in the two-turning-point case.

B − H diagram, which are drawn shaded in Fig. 4.3. A suitable integration technique is
required to calculate the shaded areas in Fig. 4.3.

Case II: For the case of increasing envelope input, the excitation starts from zero (Fig.
4.4). The hysteresis loop is not a closed loop, the hysteresis loss density is calculated with
(2.50) and (2.51).

If the hysteretic curve starts from zero and stops at the first turning point, we define the
hysteretic curve as no-turning-point case. The loss density is given as the shaded area A
in Fig. 4.4 (A). It is computed from (2.50).

The case with one turning point is the hysteretic curve from the first turning point to the
second turning point. The loss density is the sum of the shaded area A in Fig. 4.4 (A),
the shaded area B in Fig. 4.4 (B) and the shaded area C in Fig. 4.4 (B). The shaded area
B is computed from (2.51) and the shaded area C is computed from (2.50).

We define the hysteretic curve from the second turning point to the third turning point
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Figure 4.4: Hysteresis loss density in case II, (A) in the no-turning-point case, (B) in the
one-turning-point case, (C) in the two-turning-point case.

as the two-turning-point case. The loss density in this case is the sum of the shaded area
A in Fig. 4.4 (A), the shaded areas B and C in Fig. 4.4 (B) and the shaded areas D and
E in Fig. 4.4 (C). The shaded area D is computed from (2.51) and the shaded area E is
computed from (2.50).

The case with more than one turning point is similarly treated as the two turning point
case. The loss density is the sum of some shaded areas. An integration technique is
required to calculate these shaded areas.

The Romberg integration method is an application of the Richardson extrapolation method
on the basis of multi-trapezoidal integration formulas. Compared to the trapezoidal in-
tegration method, it has a quadratic convergence. The Romberg integration method is
selected to calculate the hysteresis loss density. The method is shown in Algorithm 2.

Algorithm 2: The Romberg integration method for solving the shaded areas shown in
Fig. 4.3 and Fig. 4.4.
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1) Initialize the T 0
0 , using T 0

0 = b−a
2 [f(a)+f(b)], where the function f(ξ) is the substraction

of B+(H) and B−(H) shown in Fig. 4.3 and Fig. 4.4, and a and b are the maximum and
minimum field strengths of the shaded areas.

2) Calculate the trapezoidal value T k
0 by solving the trapezoidal integration formula

T k
0 = 1

2T k−1
0 + h

2

k−1∑
j=0

f(xj+ 1
2
), where h = xj+1 − xj , and xj+1, xj are in the interval [b, a].

3) Calculate the values T k−m
m (m = 1, 2, ..., k) using the expression of Richardson extrapo-

lation, i.e. T k
m = 4m

4m−1T k+1
m−1− 1

4m−1T k
m−1 (k = 1, 2, ...), the recursion diagram of expression

is shown below.
T 0

0

↘
T 1

0 → T 0
1

↘ ↘
T 2

0 → T 1
1 → T 0

2

↘ ↘ ↘
T 3

0 → T 2
1 → T 1

2 → T 0
3

... ... ... ...

4) If |T 0
k − T 0

k−1| ≥ ε, set k = k + 1 and return to 2).

4.1.3 Magnetic Polarization Iterative Scheme

The discrete material model (4.1) and the magnetoquasistatic subset of the Maxwell-Grid-
Equations are combined into a magnetic-polarization formulation in time domain which
takes hysteresis into account. On the basis of (3.45), a simple scheme of a linear one-step
θ-method [74] is given by

1
∆t

Mκ(�a(n+1) − �a(n)) + C̃Mν0C(θ�a(n+1) + (1 − θ)�a(n))

= θ
��
j
(n+1)

+ (1 − θ)
��
j
(n)

+ C̃Mν0(θ
��m

(n+1)
+ (1 − θ)��m

(n)
). (4.14)

A suitable choice of the parameter θ is required for the non-gauged, nonlinear differential
algebraic equation (4.14). Depending on the parameter θ, the implicit backward Euler
methods, the Galerkin method or the Crank-Nicolson method can be selected. As an
alternative higher order implicit time integration method, the singly implicit Runge-Kutta
methods (SDIRK) could be used as well [57] [58].

If the BDF1 scheme is selected as implicit time integration method, a magnetic polarization
update scheme from (4.14) is given by[

1
∆t

Mκ + C̃Mν0C
]

�a(n+1)
i+1 =

1
∆t

Mκ
�a(n) +

��
j
(n+1)

+ C̃Mν0

��m
(n+1)
i , (4.15)

where i denotes the index of the magnetic polarization update cycle, n is the index for
the time step and ∆t is the distance between two time steps. The vector of the magnetic
polarization facet fluxes ��m

(n+1)
i corresponds to the information given in the first order

transition M(H) curves and is updated by the Preisach hysteresis model at each magnetic
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polarization update cycle. Because µ0H is very small, the M(H) curve is approximated
by the B(H) curve in the numerical simulation.

The magnetic polarization update cycle for (4.15) at each time step is shown in the fol-
lowing flowchart (Fig. 4.5).

There are two different update cycles in the flowchart: the time step iteration and the
magnetic polarization update cycle. Each time step iteration includes magnetic polariza-
tion updated cycles, and the magnetic polarization update cycles are repeated until the
convergence limit of the polarization update cycle is reached.

The first step of the flowchart is the initialization at the first time step iteration. The

current source is initialized by
��
j
(0)

e , and the magnetic polarization is given as zero.

In the second step of the flowchart, the vectors related to current, magnetic polarization
and field strength are updated at the n th time step iteration. These vectors are taken as
the initial values for the magnetic polarization update cycle.

In the third step of the flowchart, the magnetic polarization update cycle starts. The
vector ��m

(n)
i is updated according to the last result in the (i− 1)-th magnetic polarization

update cycle. If i = 1, the vector ��m
(n)
i is provided by the initial values, which were defined

in the second step of the flowchart.

The purpose of the fourth, fifth and sixth step of the flowchart is to obtain the vector
�
h(n)

i . The three steps provide the applied field
�
h(n)

i as input value to the Preisach model.
The fourth and fifth steps of the flowchart calculate the component of the magnetic vector
potential �a(n)

m,i and �a(n)
s,i using formula (4.15), where the vector �a(n)

s,i only depends on the

current source, the vector �a(n)
m,i only depends on the magnetic polarization source, and the

total combined vector �a(n)
i is defined by �a(n)

i = �a(n)
s,i + �a(n)

m,i. The vector
�
h(n)

i is obtained

according to the component �a(n)
s,i in the sixth step of the flowchart.

In the seventh step of the flowchart, the vector ��m
(n)
i+1 is obtained by the Preisach model

according to the applied field
�
h(n)

i , the turning points and the interpolation between the
measured first-order transition curves.

The magnetic polarization update cycle is controlled by the convergence limit ε, it is

defined as ‖��m
(n)

i+1−
��m

(n)

i ‖2

‖��m
(n)

i+1‖2

≤ ε. If the convergence limit is reached, the magnetic polarization

update cycle is complete. The eighth step of the flowchart jumps to the tenth step of the
flowchart. The new time step iteration starts. If the convergence limit is not reached, the
magnetic polarization update cycle is repeated again.

For the rapid convergence, the vector ��m
(n)
i+1 is modified in the ninth step of the flowchart

��m
(n)
i+1 = ��m

(n)
i + w(��m

(n)
i+1 − ��m

(n)
i ), (4.16)

where w is a relaxation factor which is put to w = 0.5.
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Figure 4.5: Flowchart of the magnetic polarization update cycle at each time step.
(cur: current source)
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Figure 4.6: Test model: magnetic circuit with hysteretic material insert (dark) (A) 3
dimensional test model, (B) 2 dimensional cut face of the test model (dimension in m,
z = 2m) with P1 point (non-hysteretic ferromagnetic material) and P2 point (hysteretic
ferromagnetic material).
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Figure 4.7: (A) Measured non-hysteretic ferromagnetic curve, (B) Measured first-order
transition curves.
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4.1.4 Test Example A and Discussion

A transient hysteretic test model (example A) is used for assessing the properties of the
magnetic polarization update scheme with the scalar Preisach model: a C-shaped elec-
tromagnet consisting of a non-hysteretic ferromagnetic core (Appendix A: Table A.2 and
Fig. 4.7 (A)) with a hysteretic ferromagnetic material insert is driven by the current in
two rectangular coils. The driving current in the coil for the test problem is a sinusoid
with an amplitude monotonically increasing from 0.1 kA to 5 kA. The 3D test model is
shown in Fig. 4.6 (A). The 2D cut face of the test model is shown in Fig. 4.6 (B). The
hysteretic magnetic characteristic is given by a set of measured first-order transition curves
(Appendix A: Table A.3 and Fig. 4.7 (B)). The current excitation is shown in Fig. 4.8
(A). A set of measured symmetrical hysteresis loops of the hysteretic material is shown in
Fig. 4.8 (B).
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Figure 4.8: (A) Current excitation, (B) Set of measured symmetrical hysteresis loops.

The one-step backward differentiation implicit Euler scheme (BDF1) is selected to solve the
hysteretic problem in time domain. The magnetic polarization update cycle is controlled

by the tolerance error ε defined by ‖��m
(n)

i+1−
��m

(n)

i ‖2

‖��m
(n)

i+1‖2

or the maximum number of magnetic

polarization update cycle. The simulation is carried out for 70 time steps and 7 seconds
of current excitation. In order to compare the simulated B-H curves for the hysteretic
material with the simulated B-H curves for a representative anhysteretic material, a model
with the same geometry and current excitation but with a non-hysteretic material is
simulated. The B-H curves at points P1 and P2 on the 2D cut face at all for the 70 time
steps are shown in Fig. 4.9. (A) and (B) are obtained for the non-hysteretic case, (C) and
(D) for the hysteretic case. It is observed that the hysteresis phenomenon can significantly
affect the behavior of the magnetic material. The simulated magnetic flux density at the
70th time step is shown in Fig. 4.10.

Hysteresis losses

The instantaneous hysteresis loss can be easily integrated at each time step by the Romberg
integration method. The same model is taken as the above shown in Fig. 4.6. It is excited
by a sinusoidal current with an decreasing amplitude (Fig. 4.11 (A)). The hysteretic curve
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Figure 4.9: The comparison of simulated B-H curves with the same current excitation as
in Fig. 4.8 (A). Simulated B-H curves with normal nonlinear material: (A) at point P1,
(B) at point P2. Simulated B-H curves with hysteresis material: (C) at point P1, (D) at
point P2.
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Figure 4.10: Magnetic flux distribution on 2D cut face for the model with hysteretic ma-
terial (dark).
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Figure 4.11: (A) Current excitation, (B) Simulated B-H hysteresis loop.
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Figure 4.12: Simulated instantaneous hysteretic loss.

starts from the negative maximum of the amplitude. It corresponds to case I in subsection
(4.1.2). The flux density and the magnetic field strength are required in the integration
process. The magnetic field strength is calculated as a result of the magnetic polarization
update scheme. For a soft magnetic material, the magnetic field strength is much smaller
than the corresponding magnetization. Hence, the flux density is approximated as B ≈
P = µ0M while integrating the instantaneous hysteresis loss. The magnetic polarization
(P = µ0M) is determined by means of the Preisach model according to the applied field
and the sequence of turning points. The current excitation is shown in Fig. 4.11 (A).
The simulated B-H hysteresis loop is shown in Fig. 4.11 (B). The simulated continuous
hysteresis loop is similar to the set of measured symmetrical hysteresis loops (Fig. 4.8
(B)), so we can assume that the classical Preisach model fits well. The instantaneous
hysteresis loss is shown in Fig. 4.12. The total hysteresis loss density can be integrated
from instantaneous values.

4.2 Nonlinear Update Scheme

4.2.1 Implementation of the Inverse Scalar Preisach Model

The discrete material model (4.2) and the magnetoquasistatic subset of the Maxwell-Grid-
Equations are combined into a nonlinear update scheme in time domain. Essential to the
nonlinear update scheme is the updated magnetic reluctivity of the hysteretic material.
The magnetic flux density is given as an input value. The hysteresis phenomenon is well
predicted by Preisach models with respect to an input magnetic field strength in the mag-
netic polarization update scheme. However, when the magnetic flux density is available as
an input value, an inverse hysteresis model is required. Here, the inverse Preisach model
is used in the nonlinear update scheme. Several paper about the inverse Preisach model
were published in the last decade. Pure mathematical inversions of the Preisach model are
discussed in [114] [115]. A differential equation to compute a sequence of magnetic field
strengths related to a sequence of flux densities is introduced in [116]. A simple inversion
process based on the classical Preisach model [16] is described in [117]. In this subsection,



4.2. NONLINEAR UPDATE SCHEME 83

a simple inversion process is given on the basis of a numerical representation of the clas-
sical Preisach model. The formulation of the inverse Preisach model is described in the
following paragraphs. Then, the interpolation between the measured first-order transition
curves is described.

Inverse scalar Preisach model

The inverse Preisach model determines the averaged magnetic field strength h(tn + ∆t)
from a calculated flux density b(tn+∆t) at the next time instant. In the formulation of the
inverse Preisach model, two distinct cases corresponding to a decrease b(tn + ∆t) < b(tn)
and an increase b(tn + ∆t) > b(tn) need to be considered.

We first consider the case of a decreasing flux density: As described in the Preisach model
subsection (2.3.1), the α−β diagram features an interface L(t) as shown in Fig. 2.30. By
adding the integral of µ(α, β) over n trapezoids Qk (see Fig. 2.30), the Preisach model
expression with the monotonically decreasing input is written in (2.42). The magnetization
output value M(t) corresponds to an alternating series of dominant maxima Mk and
dominant minima mk, i.e. a series of turning points pair (α, β), and the magnetic field
strength input h(t), and the measured first-order transition curves.

The basic issue in the inversion process is to isolate the values of α and β at which a flux
density input b(t) to the hysteresis nonlinearity results in a magnetic field strength output
h(t). For this reason, we denote the region under the interface L(t) until reaching some
vertex (Ml,ml) as S+

l (t) and the corresponding flux density bS+
l (t). The Regions S+

l (t)
and S+

l+1(t) correspond to the vertices (Ml,ml) and (Ml+1,ml+1), respectively. The first

step in the Preisach model inversion is to select an index l ∈ k = 1, ..., n so that bS+
l (t) <

b(t + ∆t) < bS+
l+1(t). This condition expresses the fact that the inverse corresponding

to b(t + ∆t) lies upon the first-order transition curve with the turning point α = Ml+1.
The required value of β is defined as β = h(t + ∆t). The function Fαβ in the region
ml < β = h(t + ∆t) < ml+1 at α = Ml+1 is found by interpolation and is denoted by
G(Mi+1, β), and is a polynomial function in β. Expressing the equation in terms of the
Preisach model parameters yields according to (2.42)

b(t+∆t) = −F (α0, β0)+2
l∑

k=1

[F (Mk,mk−1) − F (Mk,mk)]+2 [F (Ml+1,ml) − G(Ml+1, β)] .

(4.17)

Inverting the above, the solution to the inverse problem is derived to be

h(t + ∆t) = G′−1
(
−F (α0, β0) + 2

∑l
k=1 [F (Mk,mk−1) − F (Mk,mk)]

+2F (Ml+1,ml) − b(t + ∆t)
)∣∣∣

α=Ml+1

, (4.18)

where G′−1 denotes G′−1 = G−1/2.

Next we consider the case of an increasing flux density: Similar to the previous case,
recasting the equation in terms of the Preisach model (2.43) with b(t + ∆t) and G(α,ml),
with α = h(t + ∆t), leads to

b(t + ∆t) = −F (α0, β0) + 2
l∑

k=1

[F (Mk,mk−1) − F (Mk,mk)] + 2G(α,ml). (4.19)
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Inverting the above expression, the solution to the inverse problem reads

h(t + ∆t) = G′−1
(
b(t + ∆t) + F (α0, β0)

−2
∑l

k=1 [F (Mk,mk−1) − F (Mk,mk)]
) ∣∣∣

β=ml

, (4.20)

where G′−1 denotes G′−1 = G−1/2.

Because the polynomial functions G−1(Ml+1, β) in (4.18) and G−1(α,ml) in (4.20) are not
easily interpolated from the measured curves, an approximation for (4.18) and (4.20) is
constructed in the following.

In case of decreasing flux density, (4.18) can be rewritten as

h(t + ∆t) = −F ′(α0, β0) + 2
∑l

k=1 [F ′(Mk,mk−1) − F ′(Mk,mk)]
+2 [F ′(Ml+1,ml) − F ′(Ml+1, b(t + ∆t))] . (4.21)

In case of increasing flux density, (4.20) can be rewritten as

h(t+∆t) = −F ′(α0, β0)+2
l∑

k=1

[
F ′(Mk,mk−1) − F ′(Mk,mk)

]
+2F ′(b(t+∆t),ml). (4.22)

The function F ′(Mk,mk) in (4.21) and (4.22) is different from the function F (Mk,mk)
in (4.18) and (4.20), which describes the H(B) curves with flux densities as input values.
(Mk, mk) are the extreme magnetic flux densities.

The inverse procedure given by (4.21) and (4.22) essentially consists of two components:
the update of the dominant input (Mk,mk) in terms of the extremal magnetic flux densities
at each instant of time, followed by a calculation of the input flux densities b(t + ∆t) at
the each instant of time.

Interpolation between measured curves

Similar to the Preisach model, the function F ′(Mk,mk) is related to measured first-order
transition curves by formula (2.23). Using this formula, expressions (4.21) and (4.22) can
be written in terms of the experimental data as follows:

h(t) = −f ′+ +
n−1∑
k=1

(f ′
Mk,mk

− f ′
Mk,mk−1

) + f ′
Mn,b(t) − f ′

Mn,mn−1
, (4.23)

h(t) = −f ′+ +
n−1∑
k=1

(f ′
Mk,mk

− f ′
Mk,mk−1

) + f ′
−mn−1

− f ′
mn−1,−b(t). (4.24)

The averaged flux density B in each cell is taken as input value of the inverse Preisach
model. As was introduced in the basic theory of FIT, each magnetic flux density is
allocated through the normal grid facet, which causes the flux density within a grid cell
is calculated from its different components in the three coordinate directions as follows:

B =
√

B
2
x + B

2
y + B

2
z. (4.25)
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In order to improve the numerical accuracy of the material equations provide by the
discrete material matrices, the calculation of the components of flux density are dependent
on the geometry of the grid cell, and is for example different for a full cubic grid cell and a
trigonal prism grid cell. For hysteretic materials the calculation of the different components
of the flux density is presented in Fig. 4.13.
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2xB

Figure 4.13: Components which are used for the calculation of the averaged flux density
in one coordinate direction (here: x-direction).

The output value of the magnetic field strength H can be interpolated from the measured
first-order transition curves. Similar to the interpolation needed for the Preisach model,
each measured first-order transition curve is generally defined by 20 to 40 pairs of B-H
values. Considering the computational accuracy and the memory requirement for the B-H
curves, the optimal number of used first-order transition curves is selected to lie between 4
and 6. The selection of measured values is limited to the interval of the input flux density
B. Because of the special features of hysteresis, an update of the dominant input (Mk,mk)
depending on the extreme magnetic flux density at each instant of time is necessary. If
the input value or the pair of dominant input value (Mk,mk) is between two measured
data points, interpolation is required.

The numerical implementation formulae (4.23) and (4.24) represent the relation between
input and output, and the output magnetic field strength is interpolated according to the
input flux density and the series of dominant input values (Mk,mk). The two point poly-
nomial interpolations (4.8) and (4.9) are used for the inverse procedure. The interpolation
is classified as the case of monotonically decreasing input flux density (4.23) and the case
of monotonically increasing flux density (4.24).

Case I: The case of a decreasing flux density is explained by the simplest example with only
one turning point α in the hysteresis history. The provided flux density B is between the
two measured value Bi and Bi+1, and the turning point α is between the two experimental
input extremes αj and αj+1. The two-step interpolation process to obtain output value
H(B) is described in Fig. 4.14. In the first step, the value Hj(B) is interpolated from
the measured values Hj(Bi), and Hj(Bi+1) using expression (4.8). The value Hj+1(B) is
interpolated from the measured values Hj+1(Bi), Hj+1(Bi+1) using expression (4.8). In
the second step, the value H(B) is interpolated using formula (4.9) from the calculated
values Hj(B) and Hj+1(B).

Formula (4.23) is applied to the interpolated value H(B). The output value of the inverse
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Figure 4.14: Two-step interpolation of the measured first-order transition curves for the
inverse Preisach model.

Preisach model H(t) is given as

H(t) = −f ′+ + f ′
α,B(t) − f ′

α,β0
, (4.26)

where f ′
α,B(t) is represented by H(B), and the f ′

α,β0
= f ′−. Because we have f+ + fα,β0 =

f+ + f− = 0, expression (4.26) becomes

H(t) = H(B). (4.27)

Case II: The case of increasing flux density is explained by the simplest example with a
pair of turning points (α, β) in the previous hysteresis history. β is obtained at a later
point than α in the hysteresis history, assuming α > 0 and β < 0. From (2.29) and the
symmetry property of the Preisach model, we have fβ,B(t) = −f−β,−B(t). The flux density
B is between two measured values Hi and Hi+1, and the absolute value of the turning
point |β| is between the two experimentally determined turning points αj and αj+1. Each
interpolated result requires two steps of interpolation. The same two-step interpolation
process is used as in case I.

Formula (4.24) is used as the formula of the numerical implementation. The output value
of the inverse Preisach model H(t) is given as

H(t) = −f ′+ + f ′
α,β − f ′

α,β0
+ f ′

−β − f ′
β,−B(t), (4.28)

where f ′
α,β0

= f ′−, therefore we have f ′+ + f ′
α,β0

= f ′+ + f ′− = 0.

The value f ′
α,β depends on the turning point α and the applied field β. It is interpolated

by two-step interpolation process same as in case I.

The value f ′
−β depends on the turning point −β and the applied field −β. Its two-step

interpolation process is same as in case I.
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The quantity f ′
β,−B(t) is equal to −f ′

−β,B(t) according to the symmetry property of the
Preisach model. If the turning point is given at −β and the provided flux density is taken
as B(t), the value f−β,B(t) is interpolated by the same process as in case I.

For case I and case II, if there are more than two turning points in the hysteresis history,
the two-step interpolation process is always used as the basic process. The output value
of the Preisach model is obtained from the series of interpolated results according to the
formulae (4.23) and (4.24), respectively.

4.2.2 Implementation of the Inverse Scalar Jiles-Atherton Model

The Jiles-Atherton model [25] is based on the assumption of an anhysteretic magnetization
which can be represented by the Langevin function. The magnetization M is decomposed
into an irreversible component Mirr, whose variations are due to the pinning encoun-
tered by the domain walls, and a reversible component Mrev, whose variations are tied
to the bulging of the domain walls. The original Jiles-Atherton model commonly uses
the magnetic field strength as independent input variable. However, when working with
the magnetic vector potential formulation, the magnetic flux density is directly obtained.
To perform such simulations, an inverse Jiles-Atherton model is required. The magne-
tization M is calculated from the magnetic flux density B by integrating a differential
equation depending on dM/dB. To obtain this relationship, substitute (2.84) into (2.79)
and differentiate the resulting term with respect to the effective flux density Be = µ0He,
i.e.

M = Mirr + c(Man − Mirr) = (1 − c)Mirr + cMan, (4.29)

and
dM

dBe
= (1 − c)

dMirr

dBe
+ c

dMan

dBe
. (4.30)

We re-write each of the differential terms of (4.30) as follows:

The dM
dBe

term: One can write this term as

dM

dBe
=

dM

dB

dB

dBe
. (4.31)

Using the effective flux density expression and He = H + αM and B = µ0(H + M) gives

B = Be − µ0αM + µ0M. (4.32)

Differentiating (4.32) with respect to Be and substituting the results in (4.31) yields

dM

dBe
=

dM
dB

1 − µ0(1 − α)dM
dB

. (4.33)

The dMan
dBe

term: This expression can be rewritten as follows:

dMan

dBe
=

dMan

dHe

dHe

dBe
. (4.34)
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From the effective flux density equation we have He = Be/µ0 and substituting dHe
dBe

= 1
µ0

in (4.34) results in
dMan

dBe
=

1
µ0

dMan

dHe
. (4.35)

The value dMan/dHe in (4.35) is given by differentiating Man = Ms

[
cothHe

a − a
He

]
with

respect to He, i.e., dMan
dHe

= Ms
a

[
1 − coth2 He

a +
(

a
He

)2
]
.

The dMirr
dBe

term: Analogously to this, one can write dMirr
dBe

= dMirr
dHe

dHe
dBe

and this gives

dMirr

dBe
=

1
µ0

dMirr

dHe
. (4.36)

Substituting dMirr
dHe

= Man−Mirr
kδ in (4.36) results in

dMirr

dBe
=

Man − Mirr

µ0kδ
, (4.37)

in which δ = +1 or (δ = −1) for dB/dt > 0 or (dB/dt < 0). The term Mirr in (4.37) is
obtained applying (2.79) and (2.84), and Mirr = M−cMan

1−c .

Finally, re-writing (4.30) using (4.33) and (4.35), and isolating dM/dB gives the main
equation of the inverse Jiles-Atherton model

dM

dB
=

(1 − c)dMirr
dBe

+ c
µ0

dMan
dHe

1 + µ0(1 − c)(1 − α)dMirr
dBe

+ c(1 − α)dMan
dHe

. (4.38)

The numerical algorithm to obtain the magnetization M and the magnetic field H from
the flux density B in a time procedure is shown in the following. For B(t) and H(t) known
from the previous time step, for an actual time step flux density B(t + ∆t) obtained from
the field calculation, calculate H(t + ∆t) by:

∆B = B(t + ∆t) − B(t);

M(t) =
B(t)
µ0

− H(t);

He(t) = H(t) + αM(t);

Man(t) = Ms

[
coth

He(t)
a

− a

He(t)

]
;

Mirr(t) =
M(t) − cMan(t)

1 − c
;

dMirr

dBe
=

Man(t) − Mirr(t)
µ0kδ

;

dMan

dHe
=

Ms

a

[
1 − coth2 He(t)

a
+
(

a

He(t)

)2
]

;

dM

dB
=

(1 − c)dMirr
dBe

+ c
µ0

dMan
dHe

1 + µ0(1 − c)(1 − α)dMirr
dBe

+ c(1 − α)dMan
dHe

;

M(t + ∆t) = M(t) +
dM

dB
∆B;

H(t + ∆t) =
B(t + ∆t)

µ0
− M(t + ∆t). (4.39)
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As the parameters of the inverse method are the same as of the original Jiles-Atherton
method, the procedure proposed in subsection (2.4.2) can be employed to determine them.

4.2.3 Linearization Techniques for Nonlinear Problems

For magnetoquasistatic problems with nonlinear material, the reluctivity matrix Mν de-
pends on the unknown vector potential �a resulting in a nonlinear system of equations as
in (3.39). The relation between material values and flux density is commonly given by
discrete characteristics, which are not representable by simple operators and cannot be
incorporated into the system. To solve such a nonlinear system, the equation is linearized
into a sequence of linear problems.

Successive approximation technique

The successive approximation technique solves the nonlinear system by splitting it up into
a sequence of linear problems [71] [86]. The reluctivity ν for determining the reluctivity
matrix Mν is recalculated at each nonlinear update cycle. In order to get the necessary
accuracy for the nonlinear calculation in each time step, n nonlinear iterations are needed.
The iteration is repeated until the variation of the reluctivity between two steps becomes
smaller than a given tolerance. The successive approximation technique is a robust but
slow method.

A magnetoquasistatic formulation for the nonlinear problem is introduced with the no-
gauged, nonlinear differential algebraic system of equations of index 1

Mκ
d

dt
�a(t) + C̃Mν(�a(t))C�a(t) =

��
j e(t). (4.40)

In the common nonlinear case using the successive approximation technique, the updated
reluctivity ν for the matrix Mν is given by the slope of the line through the working point
on the curve (see Fig. 4.15 (A)). In the hysteretic case using the successive approxima-
tion technique, the updated reluctivity corresponding to the information of the first-order
transition H(B) curves is not positive in the second and fourth quadrant because of the
definition of the reluctivity ν := H/B. This causes inaccurate numerical results. This
problem is alleviated by the following procedure, where a slightly different definition of
the reluctivity for the hysteretic material is chosen.

As described in subsection (2.2.1), a more general material relation is:

B = µ0(H + M), (4.41)

where M denotes the magnetization and is defined by M = χmH + M0. The magnetic
susceptibility χm is brought into relation with the magnetic permeability by µ := µ0(1 +
χm), and B0 is defined by B0 := µ0M0. The material relation is given as:

B = µH + B0. (4.42)

In this way, the negative value of the hysteretic reluctivity in the second and fourth
quadrant can be avoided. With the modified definition of the reluctivity ν := H/(B−B0)
and a suitable choice of B0, the reluctivity along the hysteretic curve is always positive.
As a consequence, the positive definition of the material matrix is guaranteed.
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Figure 4.15: Updating the reluctivity ν on the BH-curve for the successive approximation
technique (A) For non-hysteretic ferromagnetic material, (B) For hysteretic ferromagnetic
material.

The updated reluctivity ν determining the entries for the matrix Mν is given by the slope
of the line from the remanence point (0, B0) and the working point on the curve (see
Fig. 4.15 (B)). The value B0 is chosen to be the physical remanence. For each reluctivity
definition in the second and fourth quadrant, the value B0 is interpolated according to
the measured first-order transition curves and the last extreme maximum in the hysteresis
history (i.e. the last turning point).

Newton-Raphson method

In general all kinds of nonlinear equations can be written as F (x) = 0 [87] [88]. The
F(�a(t)) from the magnetoquasistatic nonlinear formulation (3.39) at each time step t can
be written as

F(�a(t)) = Mκ
d

dt
�a(t) + C̃Mν(�a(t))C�a(t) − ��

j e(t). (4.43)

The Newton-Raphson method is an efficient linearization technique for nonlinear problems.
It solves the equation F(�a(t)) = 0 starting from an initial guess vector potential �a0 and
updates this starting vector with an update vector ∆�ai+1 that needs to be determined in
each linearized cycle

�ai+1 = �ai + ∆�ai+1, (4.44)

where i is the index of the nonlinear iteration cycle, �a0 is the starting vector which
corresponds to the magnetic vector potential at time t0, �ai is the vector at the i-th cycle,
�ai+1 is the vector at the (i + 1)-th cycle, and ∆�ai+1 is the difference between the solution
vectors �ai and �ai+1.

Using a Taylor-Series expansion, the update vector potential ∆�ai+1 can be determined
by:

0 = F(�ai + ∆�ai+1) = F(�ai) +
[
∂F
∂�a

]
∆�ai+1 + .... (4.45)
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By considering only the linear part of the series expansion from equation (4.45) the update
vector ∆�ai+1 can be obtained from:

∆�ai+1 = −J−1
F (�ai)F (�ai), (4.46)

with the Jacobian matrix JF :

JF =

⎡⎢⎢⎣
∂F1

∂
�a1

∂F1

∂
�a2

∂F1

∂
�a3

· · ·
∂F2

∂
�a1

∂F2

∂
�a2

· · · · · ·
...

...
...

...

⎤⎥⎥⎦ .

From (4.46) it follows directly that the Jacobian matrix needs to be evaluated and inverted
for each step of the iteration. To save computation time the inversion of the Jacobian is
avoided by iteratively solving the linear system of equation:

JF (�ai)∆�ai+1 = −F(�ai). (4.47)

When using the FIT the update of the Jacobian matrix reduces to the problem of updating
a diagonal material matrix Mνd

(�a) only. Because only the differential reluctivity matrix
Mνd

(�a) is changing in the Jacobian matrix, the update for the Jacobian matrix needs
the differential reluctivity νd. The differential reluctivity is the inverse of the differential
permeability which is the slope of the tangent to the active hysteretic curve at the actual
working point (Fig. 4.16).

The differential reluctivity νd is approximated by νd = dH
dB

∼= ∆H
∆B . The Newton-Raphson

method features a quadratic convergence, but only in the vicinity of the solution. For this
reason, the difference of the flux density ∆B is required to be as small as possible. The
matrix Mνd

is calculated by

{Dνd
}jj :=

{�
hi+1}j − {�

hd,i+1}j

{��
bi+1}j − {��

bd,i+1}j

, (4.48)

and
Mνd

:= DS̃Dνd
D−1

A (4.49)

where {Dνd
}jj is the value of the differential reluctivity where the dual grid edge L̃j

penetrates the normal face Aj , DS̃ is the diagonal matrix of dual grid edge lengths, and
DA is the diagonal matrix of primary grid face areas. The vector {��

bd,i+1}j through the
normal grid facet Aj is given by

{��
bd,i+1}j = {��

bi+1}j + εb

(
{��
bi+1}j − {��

bp}j

)
sgn
(
{��
bi+1}j − {��

bp}j

)
, (4.50)

where
��
bp denotes the calculated flux vector at the last time step, and the parameter εb

denotes a step length, which is selected in the interval (0, 1). The function sgn({��
bi+1}j −

{��
bp}j) takes the value +1(−1) if {��

bi+1}j is bigger (smaller) than {��
bp}j . The vector

��
bi+1

is obtained from the nonlinear iteration. After the vectors
��
bi+1 and

��
bd,i+1 are obtained,

the vectors
�
hi+1 and

�
hd,i+1 are interpolated using the inverse Preisach model or the inverse

Jiles-Atherton model according to the values
��
bi+1 and

��
bd,i+1.
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Figure 4.16: Obtaining the slope of the BH-characteristic for the Newton-Raphson method.

4.2.4 Relaxation Methods

The Newton-Raphson method features a quadratic convergence, but only in the vicinity
of the solution. The successive approximation method is more robust but has a poor
convergence rate. Several relaxation methods have been implemented in order to achieve
global convergence and to improve the speed of convergence for both the Newton-Raphson
method and the successive approximation method. For the linearization of the nonlinear
problems, the vector �a related to the magnetic vector potential is taken as the main
unknown. A relaxation factor ω is introduced to obtain �ai+1 in the next calculation cycle:

�ai+1 = �ai + ω∆�ai+1. (4.51)

Several techniques exist to select an appropriate relaxation factor ω at each iteration step.

Heuristic relaxation method

The heuristic relaxation method directly adapts the relaxation parameter in the relaxation
process. The relaxation parameter is determined by the track of the norm of the matrix of
the permeability differences. The heuristic scheme is often used for the nonlinear material
relaxation parameter calculation. The advantage of such an approach is that it does not
need computation time for an optimization process. For the global heuristic scheme, the
norm of the matrix of the permeability differences is given by

‖ ∆Mµ,i+1 ‖∞ :=‖ Mµ,i+1 − Mµ,i ‖∞ . (4.52)

A monotonic decrease of ‖ ∆Mµ,i+1 ‖∞ over a number of iteration steps indicates that
the relaxation parameter can be increased. On the other hand, when ‖ ∆Mµ,i+1 ‖∞ is
increasing over a number of iteration steps, this indicates that the relaxation parameter
can be decreased. The global heuristic scheme is summarized as:

1) Define a region of acceptable value for ω, i.e. [ωmin ≤ ω ≤ ωmax].

2) Chose a starting value for the relaxation parameter ω in the prescribed range.
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3) A value for ∆ω needs to be set. By this value the relaxation parameter will be changed
according to the heuristic rule.

4) Define variables that store information on the change of Mµ:

βi−1 = ‖ ∆Mµ,i−1 ‖∞ − ‖ ∆Mµ,i−2 ‖∞;
βi = ‖ ∆Mµ,i ‖∞ − ‖ ∆Mµ,i−1 ‖∞ .

5) Adapt the relaxation parameter ω for each iteration according to the following tests:

(a) if (βi−1 < 0 and βi < 0) then increase ω by ∆ω.

(b) if (βi−1 > 0 or βi > 0) then decrease ω by ∆ω.

(c) else do not change ω.

6) Update ω according to the above rules in each iteration step until the desired accuracy
for the solution is achieved.

The choice of ∆ω is crucial because this value needs to be balanced between two opposing
demands: A high value is desirable to be able to react fast and to increase the relaxation
coefficient as fast as possible. On the other hand a high value for ∆ω may cause the
solution to oscillate or diverge. Therefore, to be on the safe side, it is recommended to
keep the step size ∆ω small, even if this is slowing down the convergence. A value of
∆ω = 0.1 seemed to be a good compromise [70] [71].

Brent’s method

Brent’s method is based on a parabolic interpolation [94] approximately alternating be-
tween parabolic steps and golden sections [94]. Brent’s method consists of the following
steps (see Fig. 4.17):

1) Evaluate the function to be minimized in three points 1, 2, and 3.

2) Interpolate by parabola, that fits through the three points 1, 2, and 3.

3) Evaluate function to be minimized at the minimum of the parabola (point 4) using
(4.53).

4) A new parabola is fitted through the points 1, 4, and 2.

5) The minimum of this new parabola (point 5) approximates the minimum of the function.

The formula for the abscissa x that is the minimum of a parabola through three points
f(a), f(b), and f(c) is

x = b − 1
2

(b − a)2[f(b) − f(c)] − (b − c)2[f(b) − f(a)]
(b − a)[f(b) − f(c)] − (b − c)[f(b) − f(a)]

. (4.53)

This formula (4.53) fails only if the three points are collinear, in which case the denomina-
tor is zero. The formula (4.53) does not distinguish between a minimum and a maximum.
Therefore, the golden section search is applied when such a failure occurs.

At any particular stage, Brent’s method keeps track of six function points, a, b, u, v, w,
and x, defined as follows: the minimum is bracketed between a and b; x is the point with
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Figure 4.17: Basic idea of Brent’s method. A parabola (dashed line) is drawn through the
three original points 1,2,3 on the given function (solid line). The function is evaluated at
the parabola’s minimum 4, which replaces point 3. A new parabola (dotted line) is drawn
through points 1,2,4. The minimum of this parabola is at 5, which is close to the minimum
of the function.

the very last function value found so far; w is the point with the second last function
value; v is the previous value of w; u is the point at which the function was evaluated
most recently. As one of general principles: parabolic interpolation is attempted, fitting
through the points x, v, and w. To be acceptable, the parabolic step must (i) fall within the
bounding interval (a, b), and (ii) imply a change from the best current value x that is less
than half the change of the last step. This second criterion ensures that the parabolic steps
are actually converging to some nonconvergent limit cycle. When the parabolic steps are
acceptable but useless, the method alternates between parabolic steps and golden sections,
where the latter ensures convergence.

4.2.5 Nonlinear Iterative Scheme

The discrete material model (4.2) and the magnetoquasistatic FIT formulation are com-
bined into a nonlinear formulation in time domain taking hysteresis into account. On the
basis of (3.45), a linear one step θ-method [74] is given by

1
∆t

Mκ(�a(n+1) − �a(n)) + C̃MνC(θ�a(n+1) + (1 − θ)�a(n)) = θ
��
j
(n+1)

e + (1 − θ)
��
j
(n)

e . (4.54)

If the successive approximation method is applied within each step of the backward differ-
entiation implicit Euler scheme, a hysteretic nonlinear update scheme derived from (4.54)
and (4.40) is given by[

1
∆t

Mκ + C̃Mν(�a(n+1)
i )C

]
�a(n+1)

i+1 =
1

∆t
Mκ

�a(n) +
��
j
(n+1)

e , (4.55)
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where i denotes the index of nonlinear iteration cycle, and n is the index of the time step.
The inverse Preisach model is selected to update the reluctivities ν for determining the
material matrix Mν(�a(n+1)

i ). The material matrix corresponds to the information given in
the first-order transition measured H(B) curves. It is interpolated by the inverse Preisach
model, and updated in each nonlinear iteration. In order to ensure global convergence
of the nonlinear iteration loop for arbitrary start values and to improve its speed of con-
vergence, the global heuristic relaxation method is used as the relaxation method. The
nonlinear iteration cycle invoked at each time step is shown in Table (4.2):

Table 4.2: Algorithm of the successive approximation method at each time step
1. Initialize �a(n+1)

0 , Mν , Mνd
, i = 0

2. Repeat
(2.1) Solve �a(n+1)

i+1 from equation (4.55)
(2.2) Update �a(n+1)

(i+1) = �a(n+1)
i +ω(�a(n+1)

i+1 −�a(n+1)
i ) with the global heuris-

tic relaxation parameter ω

(2.3) Update Mν(�a(n+1)
(i+1) ) from the inverse Preisach model

(2.4) i = i + 1
until the norm of the correction is smaller than the tolerance ε or until
a predefined maximum of cycles is reached

If the Newton-Raphson method is applied as a nonlinear iterative scheme in each step of
the backward differentiation implicit Euler scheme, the hysteretic nonlinear update scheme
derived from (4.54), (4.43) and (4.47) is given by[

1
∆tMκ + C̃Mνd

(�a(n+1)
i )C

]
∆�a(n+1)

i+1 =
��
j
(n+1)

e + 1
∆tMκ

�a(n) − [ 1
∆tMκ + C̃Mν(�a(n+1)

i )C]�a(n+1)
i , (4.56)

where i denotes the index of the nonlinear iteration cycle, and n is the index of the time
step.

The substitution
�
h(n+1)

i ≈ Mν(�a(n+1)
i )C�a(n+1)

i can be used instead of Mν(�a(n+1)
i )C�a(n+1)

i

in (4.56) in order to avoid the calculation of Mν . The expression is then rewritten as[
1

∆tMκ + C̃Mνd
(�a(n+1)

i )C
]
∆�a(n+1)

i+1 =
��
j
(n+1)

e + 1
∆tMκ(�a(n) − �a(n+1)

i ) − C̃
�
h(n+1)

i . (4.57)

The updated vector
�
h(n+1)

i related to the magnetic field strength in (4.57) is given by

�
h(n+1)

i =
�
hp + Mνd

(
��
b

(n+1)

i − ��
bp), (4.58)

where Mνd
is the matrix of differential reluctivity updated at each nonlinear iterative

cycle, and
��
bp and

�
hp are the last updated results at the last time step.

If the inverse Preisach model is selected as the hysteresis model, the material matrix of the
differential reluctivity Mνd

(�a(n+1)
i ) corresponds to the information given in the first-order
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transition measured H(B) curves. It is interpolated and updated in each nonlinear itera-
tion. The vector

�
h(n+1)

i related to the magnetic field strength is updated using (4.58) in
each nonlinear iteration. The one-dimensional Brent’s method is selected for determining
the relaxation parameter which minimizes a cost function at each nonlinear iteration, e.g.
the residual of the material property relation, the residual of the nonlinear equation, or
the energy functional. Here, the norm of the residual of the nonlinear equation (4.57)

‖ 1
∆tMκ(�a(n+1)

i+1 − �a(n)) + C̃
�
h(n+1)

i+1 − ��
j
(n+1)

e ‖2 is selected as cost function.

If the inverse Jiles-Atherton method is selected as the hysteresis model, the material
matrix of differential reluctivities Mνd

[�a(n+1)
i ] corresponds to the five material parameters

(a, α, k, c, Ms) of the Jiles-Atherton model and they are updated by the inverse Jiles-
Atherton model in each iteration. The vector

�
h(n+1)

i related to the magnetic field strength
is updated by (4.58) in each iteration. The interpolation process is introduced in the
subsection about the modelling of the inverse Jiles-Atherton model. The one-dimensional
Brent’s method is selected to determine the relaxation factor which minimizes the norm of
the residual of the nonlinear equation (4.57) ‖ 1

∆tMκ(�a(n+1)
i+1 − �a(n)) + C̃

�
h(n+1)

i+1 − ��
j
(n+1)

e ‖2

at each nonlinear iteration. The nonlinear iteration procedure is controlled by the error
ε, which is defined as ‖ ∆

��
bi ‖2

/ ‖ ��
bi ‖2. The iterative process is repeated until the error

ε becomes sufficiently small or until a predefined maximum of cycles nmax is reached.

The Newton-Raphson iteration cycle invoked at each time step is written in Table (4.3):

Table 4.3: Algorithm of the Newton-Raphson method at each time step
1. Initialize �a(n+1)

0 , Mν , Mνd
, i = 0

2. Repeat
(2.1) Solve �a(n+1)

i+1 from equation (4.57)
(2.2) Update �a(n+1)

(i+1) = �a(n+1)
i + ω(�a(n+1)

i+1 − �a(n+1)
i ) with relaxation pa-

rameter ω determined by the one-dimensional Brent method
(2.3) Update Mνd

(�a(n+1)
(i+1) ) using the inverse Preisach model or the inverse

Jiles-Atherton model
(2.4) Update

�
h(n+1)

i from equation (4.58)
(2.5) i = i + 1
until the correction is smaller than the tolerance ε or until a predefined
maximum of cycles is reached

4.2.6 Test Example A and Discussion

In order to compare the nonlinear update scheme with the magnetic polarization update
scheme, the same test example A is used for validating the scalar Preisach and Jiles-
Atherton models in combination with the nonlinear update scheme linearized by either the
Newton-Raphson method or the successive approximation method. The 3D model and 2D
cut face of the model are shown in Fig. 4.6. The non-hysteretic ferromagnetic material
is introduced in Appendix A Table A.2. The characteristics of the hysteretic material
is given by a set of first-order transition measured curves (Fig. 4.8 (B)) introduced in
Appendix A Table A.3.
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Comparison of the Newton-Raphson method and the successive approximation
method

The backward differentiation implicit Euler time integration is used for time stepping. The
Newton-Raphson method and the successive approximation method are both implemented
as nonlinear iterative schemes within each time step. For the same test model provided by
the same current excitation, the simulated B-H hysteresis loop with the constant time step
0.1s is shown in Fig. 4.18 (A), and the simulated B-H hysteresis loop with the constant
time step 0.05s is shown in Fig. 4.18 (B). The simulated results are compared with the
measured first-order transition curves in Fig. 4.19 and Fig. 4.20.

(A) (B)

Figure 4.18: Comparison of the B-H hysteresis loop simulated by the Newton-Raphson
method and the successive approximation technique (SAT). (A) Simulated with fixed time
step 0.1s, (B) Simulated with fixed time step 0.05s.
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Figure 4.19: Comparison of the B-H hysteresis loops simulated by the successive approxi-
mation method with the measured curves. (A) With time step 0.05s, (B) With time step
0.1s.
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Figure 4.20: Comparison of the B-H hysteresis loops simulated by the Newton-Raphson
method with the measured curves. (A) With time step 0.05s, (B) With time step 0.1s.

The successive approximation update scheme for the reluctivity ν has a non-smooth change
in the neighborhood of the zones near the values of coercive field strength Hc(B = 0) or
remanent induction Br(H = 0). This requires more successive approximation update
cycles at each time step in order to avoid the non-smooth change of the reluctivity, and
causes a very small global heuristic relaxation parameter ω. The relaxation parameter ω
always stays at minimum value in the second and fourth quadrant. With the small time
step, it causes a worse agreement between measured and calculated results in the region.
For this reason, the agreement between measured and simulated results to be worse for
the case with time step 0.05 s (Fig. 4.19 (A)), and results to be better for the case with
time step 0.1 s (Fig. 4.19 (B)).

In the Newton-Raphson iterative scheme (4.57), the updated differential reluctivity νd is
always positive, and has a smooth change at the coercive points B = 0 and the remanent
points H = 0. Because the vector

�
h(n+1)

i is used instead of the vector Mν(�a(n+1)
i )C�a(n+1)

i ,
i.e.

�
h(n+1)

i ≈ Mν(�a(n+1)
i )C�a(n+1)

i , the inaccuracy caused by the non-smooth change of
the reluctivity ν is avoided in the Newton-Raphson iterative scheme. Fig. 4.20 compares
the results simulated by the Newton-Raphson method with the time steps 0.05s and 0.1s,
respectively. The simulated results agree very well with the measured first-order transition
curves, no matter if the time step is selected small or big.

The CPU time consumption is compared for both nonlinear iterative schemes. The non-
linear iteration procedure is controlled by the relative error ε =‖ ∆

��
bi ‖2

/ ‖ ��
bi ‖2. The

iteration process is repeated until the error tolerance ε is reached or if iteration number is
bigger than a predefined maximum number of cycles nmax. For both nonlinear iterative
schemes an error tolerance is selected as 1e−4 and a maximum iteration number is defined
as nmax = 8. For the same number of degrees of freedom with the current excitation for
the 70 time steps of the 7 seconds, the successive approximation method consumes 798
seconds of CPU time, and the Newton-Raphson method requires 1444 seconds of CPU
time. Different relaxation methods and parameters are selected for both methods. The
successive approximation method uses a global heuristic relaxation method, whereas the
Newton-Raphson method uses a one-dimensional Brent method which needs more time
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due to the application of parabolic interpolations and golden sections in each cycle.

It is concluded that the Newton-Raphson method with relaxation 1D Brent method pro-
vides an efficient nonlinear iterative scheme for hysteretic simulation, and the Newton-
Raphson iterative scheme combined with the inverse Preisach model accurately reflects
hysteresis effects.

Comparison of the inverse scalar Jiles-Atherton model and the inverse scalar
Preisach model

The inverse Jiles-Atherton model is compared with the inverse Preisach model. The same
test model is simulated for two different current excitations by both nonlinear iterative
schemes. The Preisach model depends on the measured first-order transition curves. The
Jiles-Atherton model only depends on its five material parameters. The identification of
the five material parameters of the inverse Jiles-Atherton model is straightforward. Using
the numerical determination of hysteresis parameters [27], the test problem is simulated
with the parameters: a = 969.93A/m, α = 1.864 × 10−3, c = 0.154, k = 2012.43A/m and
Ms = 1.154MA/m.

For a low excitation current (Fig. 4.21 (A)), the B-H hysteresis loops simulated by the
inverse Jiles-Atherton model and by the inverse Preisach model are shown in Fig. 4.21 (B).
The loops simulated by the inverse Jiles-Atherton model are compared with the measured
curves in Fig. 4.22 (A). The comparison of the loops simulated by the inverse Preisach
model and the measured curves is shown in Fig. 4.22 (B). The results simulated by
the inverse Jiles-Atherton model differ strongly from the results simulated by the inverse
Preisach model.

For a higher excitation current (Fig. 4.23 (A)), the hysteretic ferromagnetic material gets
saturated. The B-H hysteresis loops simulated by the inverse Jiles-Atherton model and by
the inverse Preisach model are shown (Fig. 4.23 (B)). The measured and simulated curves
are compared in Fig. 4.24. The loop simulated by the inverse Jiles-Atherton model has a
good agreement to the measured curves. The two simulated results of both methods also
agree well.

The identification of the parameters of the inverse Preisach model requires relatively exten-
sive measurements, whereas the inverse Jiles-Atherton model holds the opposite. On the
other hand, the correspondence with the measurements is better for the inverse Preisach
model than for the inverse Jiles-Atherton model. In order to decrease the difference be-
tween the loops simulated by the inverse Jiles-Atherton model and measured curves, the
identification of the five material parameters of the inverse Jiles-Atherton model can be
further improved by a better identification. The applicable identification techniques are
classified as scaling methods [118], optimization methods [119] and annealing technique
[111]. For the test problem, both hysteresis models combined with the Newton-Raphson
iterative scheme under the same numerical simulation conditions consume a comparable
amount of CPU time.

Comparison of the hysteretic nonlinear iteration and the magnetic polarization
iteration

Because of the two different models of nonlinear ferromagnetic material behavior (4.1) and
(4.2), hysteresis effects can be implemented either by the magnetic polarization update
scheme or by the hysteretic nonlinear update scheme. The simulated hysteresis loop and
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(A) (B)

Figure 4.21: (A) Low excitation current, (B) Comparison of the hysteresis loops simu-
lated by inverse Preisach model and by the inverse Jiles-Atherton model for low excitation
current.
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Figure 4.22: Low excitation current: (A) Comparison of the loop simulated by the inverse
Jiles-Atherton model and the measured curves, (B) Comparison of the loop simulated by
the inverse Preisach model and the measured curves.
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(A) (B)

Figure 4.23: (A) High excitation current, (B) Comparison of the hysteresis loop simulated
by the inverse Preisach model and by the inverse Jiles-Atherton model for higher excitation
current.
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Figure 4.24: High excitation current: (A) Comparison of the loop simulated by the inverse
Jiles-Atherton model and the measured curves, (B) Comparison of the loop simulated by
the inverse Preisach model and the measured curves.
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the CPU time consumption are compared in order to assess the properties of both update
schemes. The hysteresis loops simulated by the magnetic polarization update scheme
and the Newton-Raphson nonlinear update scheme with the same excitation current are
compared in Fig. 4.25 (B). Both simulated hysteresis loops are also compared with the
measured first-order transition curves in Fig. 4.26 (A) and (B).

Nonlinera iter.

Mag. polarization iter.

(A) (B)

Figure 4.25: (A) Current excitation, (B) Comparison of the hysteresis loop simulated by
the magnetic polarization update scheme and the hysteretic nonlinear update scheme with
the same current excitation.

Fig. 4.25 (B) indicates that the hysteresis loops simulated by the magnetic polarization
update scheme agrees well with the results simulated by the hysteretic nonlinear update
scheme, although the two update schemes use different updated parameters. Fig. 4.26
(A) and (B) illustrate that both simulated hysteresis loops are in good agreement with
the first-order transition measured curves.

Fig. 4.27 presents the CPU time consumption of the described methods for the test
model with different numbers of degrees of freedom and 210 time steps. In the magnetic
polarization update scheme, the error tolerance ε defined by ‖ ∆��mi ‖2

/ ‖ ��mi ‖2 is set to
1e− 3. The maximum number of magnetic polarization iterations is defined by nmax = 5.
In the nonlinear update scheme, the error tolerance ε defined by ‖ ∆

��
bi ‖2

/ ‖ ��
bi ‖2 is

set to 1e − 4. The maximum number of Newton-Raphson nonlinear iterations is given by
nmax = 12.

The advantage of the magnetic polarization update scheme is that only the right-hand side
of the equation system changes during the iteration. The huge CPU time consumption
and the slow convergence is a disadvantage of this update scheme. Unlike the magnetic
polarization update scheme, the nonlinear update scheme changes the reluctivity material
matrix Mν or the differential reluctivity matrix Mνd

in each nonlinear iteration. Also an
inverse hysteresis model is required. However, according to the CPU time consumption,
the nonlinear update scheme are computationally more efficient.
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Figure 4.26: (A) Comparison of loop simulated by the magnetic polarization update scheme
and the measured curves, (A) Comparison of loop simulated by the hysteretic nonlinear
update scheme and the measured curves.

Figure 4.27: CPU time consumption of the magnetic polarization update scheme and the
hysteretic nonlinear update scheme (Newton-Raphson iterative scheme) for different num-
ber of degrees of freedom.
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4.3 Hybrid Newton-Polarization Method

Two schemes were presented for updating the hysteretic material properties: the magnetic
polarization update scheme and the nonlinear update scheme. The polarization method is
based on the magnetic polarization �P , which is updated using the scalar Preisach model
[16] in the magnetic characteristic �B = µ0

�H + �P in each iteration. The polarization ap-
proach is known to have a slow convergence. On the other hand, the Newton method
applies the differential reluctivity computed by the inverse scalar Preisach model in the
magnetic characteristic �H = ν(B) �B throughout the nonlinear iterations. This method
can in principle lead to a faster computation, but the biggest difficulty with the method is
that convergence cannot be guaranteed, and thus the algorithm generally lacks robustness.
That is way the relaxed Newton methods were introduced [92], which used underrelax-
ation to avoid stagnation of the Newton algorithm. For some difficult strongly nonlinear
problems even underrelaxation may not be able to ensure convergence due to the finite
precision of the whole calculation process.

Because the polarization method guarantees convergence and the Newton method has
quadratic speed of convergence, a hybrid Newton-Polarization method is studied in order
to increase the robustness of the nonlinear iteration without loosing the quadratic speed
of convergence in the vicinity of the solution. The magnetic potential �a is used as the
main unknown. The idea behind the hybrid method is to combine the underrelaxed
Newton method and the overrelaxed polarization method at each iteration. This hybrid
algorithm has already been proposed for magnetostatic nonlinear field simulation [89], [90].
This thesis extends the implementation of the hybrid method to the hysteresis case, in
conjunction with Finite Integration Implicit Time Domain formulations. Underrelaxation
is used to ensure the convergence of the Newton method [92], [93] whereas overrelaxation
improves the convergence of the polarization method [91].

4.3.1 Newton Method and Polarization Method

When solved with the polarization method, the nonlinear equation (4.15) in the i-th
nonlinear cycle is written by[

1
∆t

Mκ + C̃Mν0C
]

�a(n+1)
i+1 =

1
∆t

Mκ
�a(n) +

��
j
(n+1)

e + C̃Mν0

��p(n+1)
i . (4.59)

Let the matrices M0 and N0 be defined as M0 = 1
∆tMκ + C̃Mν0C, N0 = C̃Mν0.

By writing (4.59) at two nonlinear cycles i and i + 1

M0
�a(n+1)

i+1 =
��
j
(n+1)

e +
1

∆t
Mκ

�a(n) + N0
��p(n+1)

i ,

M0
�a(n+1)

i =
��
j
(n+1)

e +
1

∆t
Mκ

�a(n) + N0
��p(n+1)

i−1 , (4.60)

and subtracting the two relations we get

M0∆�a(n+1)
i+1 = N0∆

��p(n+1)
i , (4.61)

where ∆�a(n+1)
i+1 = �a(n+1)

i+1 − �a(n+1)
i and ∆��p(n+1)

i = ��p(n+1)
i − ��p(n+1)

i−1 .
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For the right hand side of expression (4.61) we have

N0∆
��p(n+1)

i = C̃Mν0 [
��p(n+1)

i − ��p(n+1)
i−1 ] =

= C̃Mν0

��p(n+1)
i +

��
j
(n+1)

e +
1

∆t
Mκ

�a(n) −
[

1
∆t

Mκ + C̃Mν0C
]

�a(n+1)
i

= − 1
∆t

Mκ(�a(n+1)
i − �a(n)) − C̃[Mν0C

�a(n+1)
i − Mν0

��p(n+1)
i ] +

��
j
(n+1)

e

= − 1
∆t

Mκ(�a(n+1)
i − �a(n)) − C̃Mν0 [

��
b

(n+1)

i − ��p(n+1)
i ] +

��
j
(n+1)

e . (4.62)

According to the equation (4.1)

Mν0

��
b

(n+1)

i − Mν0

��p(n+1)
i =

�
h(n+1)

i = Mν(
��
b

(n+1)

i )
��
b

(n+1)

i , (4.63)

so that

N0∆
��p(n+1)

i =
1

∆t
Mκ

�a(n) −
[

1
∆t

Mκ + C̃MνC
]

�a(n+1)
i +

��
j
(n+1)

e . (4.64)

Thus the following relation is obtained:

C̃Mν0∆
��p(n+1)

i =
1

∆t
Mκ

�a(n) −
[

1
∆t

Mκ + C̃MνC
]

�a(n+1)
i +

��
j
(n+1)

e . (4.65)

From (4.61) and (4.65), the relation is obtained for the polarization method:[
1

∆t
Mκ + C̃Mν0C

]
∆�a(n+1)

i+1 =
1

∆t
Mκ

�a(n) −
[

1
∆t

Mκ + C̃MνC
]

�a(n+1)
i +

��
j
(n+1)

e . (4.66)

Comparing (4.66) with (4.56) shows that the polarization method can be understood as
a Newton method with the dynamic reluctivity replaced by that of vacuum. Therefore
the same code line of the Newton algorithm can be used for implementing both meth-
ods. Based on this observation, an efficient implementation of a hybrid algorithm can be
achieved for transient hysteretic magnetic field problems.

4.3.2 Hybrid Newton-Polarization Method

The purpose of the hybrid Newton-Polarization method is to increase the robustness of
the nonlinear iteration, without loosing the quadratic speed of convergence in the vicinity
of the solution. A hybrid method combining the advantages of the two methods was pro-
posed in [90], which is a polarization ��p-oriented integral method for solving the nonlinear
problem using the Finite Element Method. A similar hybrid method using the magnetic
vector potential as the main unknown of the field problem was introduced in [89], in con-
junction with the FIT. This hybrid method is extended to transient hysteretic magnetic
field problems in the following. A robust polarization algorithm must, however, deal with
possible non-convergence of the Newton method, by eventually switching between the
truly-hybrid method and just Newton method when the iteration starts to stagnate, or
appears to converge, respectively.
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At each iteration, a Newton iteration and a polarization iteration are performed. The
vector �a related to the magnetic potential is taken as the main unknown. A hybrid
solution is obtained at each nonlinear iteration cycle by writing

∆�a(n+1)
i+1 = γ∆�a(n+1)

P,i+1 + δ∆�a(n+1)
N,i+1;

�a(n+1)
i+1 = �a(n+1)

i + ∆�a(n+1)
i+1 , (4.67)

where i denotes the index of the nonlinear iteration cycle, and n is the index of the time
step. The vector ∆�a(n+1)

P,i+1 = �a(n+1)
P,i+1 − �a(n+1)

P,i is computed with the polarization method,

where the vectors �a(n+1)
P,i+1 and �a(n+1)

P,i are computed according to formula (4.15). The vector

∆�a(n+1)
N,i+1 = �a(n+1)

N,i+1−�a(n+1)
N,i is computed with the Newton method, where the vectors �a(n+1)

N,i+1

and �a(n+1)
N,i are computed according to equation (4.57). The values γ and δ are obtained

by a two-dimensional minimization of a cost function, e.g. the residual of the nonlinear or
the energy functional.

The two-dimensional Powell method [94] is used for performing this minimization with the
residual norm of the nonlinear equation as a cost function. The two-dimensional Powell
method is a special case of Powell’s quadratically convergent method. In the hybrid
method, the two-dimensional Powell method selects the best direction, i.e. the best choice
of the values γ and δ in (4.67) minimizing the residual norm of the nonlinear equation

‖ 1
∆tMκ(�a(n+1)

i+1 − �a(n)) + C̃
�
h(n+1)

i+1 − ��
j
(n+1)

e ‖2, where the vector
�
h(n+1)

i+1 = MνC�a(n+1)
i+1 is

obtained in each nonlinear iteration cycle according to equation (4.58).

4.3.3 Test Example A and Discussion

A 3D hysteretic transient test problem is used for assessing the properties of the hybrid
method. In order to compare the hybrid method with the standard polarization method
or the standard Newton method, the same test model (Fig. 4.6) as for the magnetic
polarization update scheme or for the hysteretic nonlinear update scheme is taken. The
same current excitation (see Fig. 4.25 (A)) is selected, too. The 3D model and 2D cut
face of the model are shown in Fig. 4.6. The non-hysteretic ferromagnetic material is
introduced in Appendix A Table A.2. The characteristic of the hysteretic ferromagnetic
material is given by a set of measured first-order transient curves (4.28 (A)) and introduced
in Appendix A Table A.3. The comparison of the measured and the simulated hysteresis
loop is shown in Fig. 4.28. The simulated hysteresis loop is shown in Fig. 4.28 (B).

The nonlinear iterative procedure is controlled by the error ε =‖ ∆
��
bi ‖2

/ ‖ ��
bi ‖2. Fig.

4.29 shows the convergence curves for the polarization method, the Newton method and
the hybrid method in terms of the relative nonlinear error ε vs. the numbers of nonlinear
iterations for one implicit Euler time step.

It can be seen that the polarization method converges very slowly. The Newton method
features a quadratic speed of convergence when the nonlinear accuracy is smaller than
10−6. The hybrid method needs only a few nonlinear iterations per time step, but each
nonlinear iteration consumes more solving time than those of the other methods.

Fig. 4.30 presents the CPU time consumption for different numbers of degrees of freedom
required for the described methods for all 140 time steps in seven seconds current excitation
time.
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Figure 4.28: (A) Set of hysteretic loops. (B) Comparison of measured and simulated
hysteresis loops.
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Figure 4.29: Relative nonlinear error of the iteration schemes as a function of the number
of iterations.
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Figure 4.30: CPU time consumption of the polarization, Newton and the hybrid Newton-
polarization method for 140 time steps in 7 seconds current excitation time for different
number of degrees of freedom.

The various parameters used in the test problem are: linear solver precision, nonlinear
iteration precision, tolerance of the 2D Powell’s minimization method, and limits of the
optimal values for γ and δ. By varying these parameters, the following conclusions were
found:

Linear solver precision: Linear systems are solved using the Conjugate Gradient method
with SSOR (Symmetric Successive Over Relaxation) preconditioning. A higher linear
solver precision causes a higher CPU time consumption but also brings robustness into
the nonlinear iteration [95] [97]. For this test problem, a linear solver precision of 10−5 is
a good choice, whereas a linear solver precision of 10−9 takes longer for solving a system
and does not improve the convergence of the nonlinear iteration.

Nonlinear iteration precision: The nonlinear iteration process is controlled by the nonlinear
error ε. A too high precision leads to an increase of the computation time, a too low
precision causes inaccuracies in the time stepping process [95] [97]. For this test problem,
according to the comparison of the convergence rates in Fig. 4.29, it is found that the
nonlinear iteration precision taken as 10−4 is the better choice for the hybrid methods.

Tolerance of the 2D Powell minimization method: The Powell quadratically convergent
method is a direction set method that does produce N mutually conjugate directions. The
tolerance of the 2D Powell minimization method does not need to be made too precise,
since the self-correcting properties of the hybrid method being able to compensate for
inaccuracies during the computation. For this reason, the tolerance is taken as high as
0.01 and the maximum number of iterations in the Powell method is limited to 10, which
was shown to be sufficient for the test problem.

Limits for the optimal values γ and δ: Too tight or too relaxed limits for γ and δ both lead
to an unacceptable increase of the computation time. To keep the idea of ”relaxation”, γ
is selected in the interval [0, 1]. As the value δ, the selected interval is [0, 1] as well.
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The hybrid method is compared to the standard Newton method and the polarization
method regarding the CPU time consumption and the convergence of the nonlinear resid-
ual. For the test problem, it can be concluded that the hybrid method requires a compara-
ble amount of computation time as the Newton nonlinear iterative scheme. Additionally,
the robustness is increased because of the combination with the polarization method.

4.4 Vector Hysteresis Model

Although scalar Preisach models have become increasingly accurate and efficient for de-
scribing hysteretic material behavior, in many cases the magnetizing processes is vectorial
in nature.

The magnetization processes under rotational fields undergo several changes at different
magnetization levels: at low fields 180◦ domain wall motion prevails, while at intermediate
fields the 90◦ walls become important. Finally, at high induction levels the local magne-
tization inside a grain can deviate from the easy direction for coherent rotation. The
coherent rotation process is in fact responsible for the decrease of rotational losses at high
fields, when the magnetizing vector saturates and becomes parallel to the field. Aiming at
the development of a physically based vector hysteresis model includes the construction
of a model able to describe domain wall motion and coherent rotation and able to depict
the transition from domain wall motion to coherent rotation. This makes the design of a
proper vector hysteresis model a difficult task.

A vector Preisach model was introduced by Mayergoyz in [16] and [12], which is con-
structed from a continuum of scalar Preisach transducers, each incrementally rotated from
its neighbor. The input to each transducer is the component of the applied field in the
transducer’s direction and the output of each transducer is a magnetization in that direc-
tion. The output of the complete model is the vector sum of the output of all transducers.
It is well known that classical scalar Preisach model is limited by the congruency property
and the deletion property. The limitations are modified by the moving model to relax the
congruency property and by the generalized model to relax the deletion property. The
vector models must feature two additional properties. The first of these properties is the
saturation property, which corresponds to the requirement that all magnetization calcu-
lated by the model do not exceed saturation and that a large enough field can actually
achieve saturation. The second is the loss property, which corresponds to the fact that as
the size of a rotational field increases, the losses first increase and then decrease. Details
on this process were introduced in subsection (2.3.5).

Another approach to vector hysteresis approximates the medium by using a small number
of basic particles combined into what is called a pseudo particle. Two such models have
been proposed by Oti. One uses the Stoner-Wohlfarth model for the basic particles [32],
and the other uses the results of a micromagnetic calculation [33]. The vector model was
treated by considering the material consisting of an assembly of identical in [34], non-
interacting, single-domain uniaxial particles. This model was extended in [35] and the
switching criterium was modified to that derived from the Stoner-Wohlfarth model [22].
Although the models assume that the hysterons are particles, their results can easily be
extended to granular media.
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In [36] a vector model was introduced in which the scalar Preisach models respond to
perpendicular field components: the fundamental assumption of the proposed model is that
field components perpendicular to the axis associated with a scalar Preisach model have the
effect of a partial AC demagnetization on that model. This model was based on a series of
measurements showing that when a material is magnetized in one direction, it eventually
becomes demagnetized in the perpendicular direction. The degree of demagnetization
depends on the magnitude of the field, and is complete for large magnetic fields. The
vector Preisach model was proposed by Wiesen and Charap in [36] and [37]. It involves
a modification of the scalar Preisach model by including a response to field components
normal to the axes of the model. The simplified vector Preisach model proposed by E.
Della Torre in [18] belongs to this category. A new algorithm for the simplified vector
Preisach model was introduced in [20] to extend the model from 2D to 3D and to provide
an efficient implementation of the model.

A composite of the scalar Preisach model and particle assembly modelling of vector hys-
teresis was introduced in [32], [38]. Two different straightforward identification procedures
for combined Preisach and Stoner-Wohlfarth vector hysteresis models have been presented
in [38] and [39], respectively. Several other vector hysteresis models have been proposed
in literature [40], [41], [42], [43], [44], [45] [120].

4.4.1 Simplified Vector Preisach Model

Many vector models have been proposed which have the correct rotational properties and
reduce to scalar Preisach models under the appropriate conditions. The simplified vector
model is one of the most computationally efficient vector models, since the magnetization
is computed without iterating between two or three independent scalar Preisach models.
This is permitted by concentrating all the coupling in some selection rules. Compared
with other vector hysteresis models it overcomes many limitations and implementation
difficulties in the numerical computation. For this reason, the simplified vector Preisach
model is implemented.

The simplified vector model consists of defining scalar Preisach models only for the prin-
cipal axes of the system, two in the 2D case and three in the 3D case. The total magne-
tization is the vector sum of the irreversible �MI and the reversible �MR components

�M = �MI + �MR. (4.68)

The simplified vector model computes the normalized irreversible magnetization vector �MI

as the product of a rotational correction factor R and three independent scalar Preisach
models oriented along the x, y, and z axes. The outputs Ij from these scalar Preisach
models are computed by the integral

Ij =
∫∫

vj<uj

Qj(Ω)p(Ω)dΩ, (4.69)

where j = x, y, or z, p is the normalized Preisach function, Ω is the collection of the up
and down switching fields u and v along the three axes, and Qj is the j component of the
state function Q.
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The simplified vector model computes the magnetization in several steps. First, selection
rules determine the magnetic state of the system. The magnetic state value Qj depends on
the applied field h in all three directions and u and v in all three directions. The second step
involves computing three independent scalar Preisach integrals and from them a rotational
correction. The basic integrals are computed independently using the Preisach function,
which is a function of the applied field. The rotational correction is introduced to repair
the distortions introduced by the selection rules. Finally, the product of the basic integrals
and the rotational correction are added vectorially to obtain the vector magnetization.

The magnetic state vector Q is first defined by selection rules delineated in two dimensions
only. More information on how to determine Q for 2D models was introduced in [46], [5]
and [18]. A generalization of the selection rules to three dimensions was introduced in
[20]. A table determines the state Qj(h, u, v), where j = x, y or z. This is illustrated in
Table (4.4). If the inequality vj ≤ hj ≤ uj holds for all three directions, then there is no
change in the state value for that hysteron. However, if there are any violations of the
inequality, there will be a change in state. Table (4.4) shows these states as a function of
the number of violations: one, two, or three. The values for Q are then used to compute
the components of the irreversible magnetization �mIj values.

Table 4.4: State function values Q in 3D
Number of
violations Violations States

vj ≤ hj ≤ uj

0 holds for j = x, y and z no change

1 hj > uj or hj < vj Qj = 1 or Qj = −1 and Qi = 0, i �= j

Any two combinations of
violations in u or v where Qj = hj−tj

|hj−tj |+|hk−tk| and Qk = hk−tk
|hj−tj |+|hk−tk |

2 the violated thresholds are
obtained by tj and tk. Qi = 0, i �= j, k

Any three combinations of
violations in u or v where Qi = hi−ti

|hi−ti|+|hj−tj |+|hk−tk| and

3 the violated thresholds are Qj = hj−tj
|hi−ti|+|hj−tj |+|hk−tk |

obtained by ti, tj and tk. Qk = hk−tk
|hi−ti|+|hj−tj |+|hk−tk |

The rotational correction factor R(Ix, Iy, Iz) is used to compute the components of the
irreversible magnetization �mIj

mIx = R(Ix, Iy, Iz)Ix,

mIy = R(Ix, Iy, Iz)Iy,

mIz = R(Ix, Iy, Iz)Iz, (4.70)

or,

�mI = R�I, (4.71)

where the I’s are computed using formula (4.69), and the rotation correction factor
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R(Ix, Iy, Iz) is computed from the three components of I

R(Ix, Iy, Iz) =
|Ix| + |Iy| + |Iz|√

I2
x + I2

y + I2
z

. (4.72)

The factor R(Ix, Iy, Iz) takes into account the distortion introduced the selection rules for
Q = [Qx Qy Qz] and ensures that the magnitude of the magnetization will never exceed
saturation, regardless of the direction of the applied field.

It is noted that when the applied field is not along a principal axis, none of the vector
hysteresis models reduces to a simple vector model because the magnetization is not in
the same direction as the applied field. Since the model involves only the computation of
hysteresis models along the principal axes the efficiency of the model is guaranteed.

So far only the irreversible component of the magnetization is computed by the simplified
vector model. The total magnetization is composed of an irreversible component MI and
a reversible component MR. In order to describe realistic media, the reversible component
must be added to the irreversible component. The reversible magnetic magnetization
can be computed from the irreversible results according to the magnetization-dependent
reversible model [5] [47] or the state-dependent reversible model [5] [48].

4.4.2 Test Example B and Discussion

The test example B is used to validate the simplified vector Preisach model combined
with the nonlinear update scheme linearized by the Newton-Raphson method. In the
update process for the differential reluctivity material matrix Mνd

in isotropic media, the
differential reluctivity νd is calculated from the flux density components b1,d, and b2,d, and
the field strength components h1,d, h2,d, where the d is along x, y, or z direction,

νd =

√
h2

1,x + h2
1,y + h2

1,z −
√

h2
2,x + h2

2,y + h2
2,z

R(b1,x, b1,y, b1,z)
√

b2
1,x + b2

1,y + b2
1,z − R(b2,x, b2,y, b2,z)

√
b2
2,x + b2

2,y + b2
2,z

, (4.73)

where the flux densities components b1,d are calculated from expression (4.57) at each
nonlinear iteration, the components b2,d are calculated from expression (4.50) according
to the components b1,d. The field strength components h1,d and h2,d are evaluated by
the scalar inverse Preisach model according to the flux density components b1,d and b2,d,
respectively. The rotational correction factor R(bx, by, bz) is given by

R(bx, by, bz) =
|bx| + |by| + |bz|√

b2
x + b2

y + b2
z

. (4.74)

A test problem is used for assessing the properties of the simplified vector model: the
hysteretic material (Appendix A: Table A.3) is surrounded by a double ferromagnetic
nonlinear yoke (Appendix A: Table A.2). Two systems of idealized coils with perpendicular
magnetic axes are driven to realize different magnetization and demagnetization tests. The
sequence of current step analyzed are: first, magnetization along the vertical axis; then,
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evaluation of the remanence reducing the current to zero on the vertical coils; last, partial
magnetization along the horizontal axis with a current set to half of the maximum value
reached by the vertical coils. The 3D test model is shown in Fig. 4.31 (B), the 2D cut
face of the test model is shown in Fig. 4.31 (A). Fig. 4.32 shows the time dependence of
the current excitation, and the behavior of the flux density in case of magnetization along
the vertical axis (t = 3s).

Z

X

Z

Y

(A) (B)

5

5

11

Figure 4.31: (A) 2D cut face of the test model (dimension in m, z = 3m), (B) 3D view
of the test model: the hysteretic material (dark) is surrounded by a double ferromagnetic
nonlinear yoke.

(A) (B)

Current
Current

Figure 4.32: (A) The current excitation along the vertical and horizontal axis: Current I
along the vertical axis, Current II along the horizontal axis. (B) Simulated flux density in
case of magnetization along the vertical axis (t=3s).

In Fig. 4.33 (A) the behavior of the flux density in case of partial magnetization along
the horizontal axis (t > 4s) is shown. As illustrated by the flux densities computed by
a standard non-hysteretic nonlinear solution and by a hysteretic nonlinear solution, the
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(A) (B)

Figure 4.33: (A) Flux density in case of partial magnetization along the horizontal axis
(t > 4s) simulated by the simplified vector Preisach model with hysteretic material, (B)
Flux density in case of partial magnetization along the horizontal axis (t > 4s) simulated
without hysteretic material.

qualitative behavior of the flux density computed by a hysteretic nonlinear solution is
modified by the presence of the memory of the previous magnetization along the vertical
axis.



Chapter 5

Technical Application

The previous chapters concentrated on particular aspects of hysteresis modelling, mag-
netoquasistatic field simulation using FIT, and implementation of hysteresis effects. The
magnetic polarization update scheme and the nonlinear update scheme were discussed
according to two different models of ferromagnetic material behavior. The Preisach model
and the Jiles-Atherton model were considered as hysteresis models in the numerical com-
putation. Both scalar and vector hysteresis models were used for hysteresis simulation.
In this chapter, all these aspects are reconsidered, by means of the technically relevant
example, known as TEAM benchmark problem 32. Basically, the example is studied with
the focus on the following aspects:

1) magnetoquasistatic analysis,

2) (inverse) Preisach model,

3) nonlinear iterative scheme,

4) scalar hysteresis model and vector hysteresis model.

According to the tests in Chapter 4, the results simulated with the Jiles-Atherton model
have a good agreement with the measured curves only if the excitation keeps the hysteretic
material saturated. Therefore, the Jiles-Atherton model is not considered for the technical
application in this chapter. The magnetic polarization iterative scheme requires much
more computation time than the nonlinear updated scheme. For efficiency reasons, the
magnetic polarization iterative scheme is not discussed for the example.

5.1 TEAM Benchmark Problem 32

The TEAM benchmark problem 32 [121], [122] is a typical benchmark problem for the
validation of magnetic field analysis with hysteresis. The test model is a three-limbed
ferromagnetic core, as presented in Fig. 5.1. The core is constructed of five Fe-Si 3.2%
wt, 0.48 mm thick laminations, having a conductivity κ = 1.78 Ms/m and mass density
δ = 7650 kg/m3. Two windings with 90 turns are placed on the external limbs; the DC
resistance of each winding is 0.32 Ω. These windings can be both connected together or
supplied by two independent controlled voltage sources driven by a power amplifier. Pick-
up coils (C1-C3) of 5 turns (Fig. 5.1) are placed in different parts of the core in order to

115
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measure local magnetic flux densities. Low-noise preamplifiers, having a gain of 1 to 50000
and a noise of 1,265nV at 10 Hz, enable a satisfactory accuracy for flux density values
greater than 10 mT at 10 Hz. The material experimental data are provided by a set of
measured unidirectional symmetrical loops. Experimental data are available at [122]. The
analysis is performed at a frequency of 10 Hz. At this frequency the signal amplitudes
guarantee a good accuracy of the experimental data, while the influence of skin effect is
negligible.

C3

C2 C1

175

175

x

y

120

30 30

30 30

winding
winding

x

y

Z

Figure 5.1: 2D structure of the three-limbed ferromagnetic core for the TEAM Benchmark
Problem 32, with pick-up coils C1, C2, C3 (dimension in mm, z = 2.5mm).

In this thesis, the TEAM benchmark problem 32 was considered for two different supply
conditions:

- CASE I: the windings are connected in series with an additional resistance Rs= 11.1 Ω;
the series is supplied by a controlled sinusoidal voltage of 13.5 V (peak value);

- CASE II: each winding is connected in series with a 11.1 Ω resistance, one is supplied
by a sinusoidal voltage (14.5 V peak value), the other is supplied by a co-sinusoidal voltage
(14.5 V peak value).

Table 5.1: Overview of the different excitations
left winding right winding connection resistance voltage

condition (peak value)
Case I sinusoidal sinusoidal in series 11.1 Ω 13.5 V

excitation excitation
Case II sinusoidal co-sinusoidal separate left: 11.1 Ω left: 14.5 V

excitation excitation right: 11.1 Ω right: 14.5 V
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Figure 5.2: 3D model of the simplified model and 2D cut plane of the simplified model in
x-, y-, z-directions, (with 9 turns of the windings around the external limbs).

Figure 5.3: A set of measured unidirectional symmetrical hysteresis loops in rolling direc-
tion.
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5.1.1 Simplified Model for the TEAM Benchmark Problem 32

The TEAM Benchmark Problem 32 was simplified in order to realize the numerical sim-
ulation in this thesis. Because the structure of the TEAM Benchmark Problem 32 is
only 2.5 mm thick versus a cross section dimension of 175 mm, the big difference in the
space ratio between the two directions will cause a difficulty in mesh distribution for 3D
simulation. The structure of the simplified model in x-, y-, and z-directions are selected
as 175 mm, 175 mm, and 6 mm, respectively. The 3D simplified model and 2D cut plane
in x-, y-, and z-directions of the simplified model are shown in Fig. 5.2. The laminated
structure of the three-limbed ferromagnetic core is represented by the definition of the
conductivity κz = 0 in z-direction. The two windings on the external limbs are reduced
from 90 turns to 9 turns, and the current excitations are increased to 10 times of the
original excitations in order to remain the NI value (N is the coil number of the winding
and I is the current excitation). For simulations which do not incorporate external circuit
connections, the current waveform can be directly used as the input. For this reason, the
two windings are supplied by current sources instead of the original voltage sources of the
TEAM Benchmark Problem 32.

The TEAM Benchmark Problem 32 is made of rolled sheets with different magnetic di-
rection. The measured data of the TEAM Benchmark Problem 32 are given for 0◦ (in
rolling direction), 30◦, 60◦, 90◦ (in transverse direction). Because this thesis considers
only isotropic hysteretic material, a set of measured unidirectional symmetrical hysteresis
loops at rolling direction is used as experimental material data. The anisotropic behavior
is neglected. The set of measured unidirectional symmetrical hysteresis loops is shown in
Fig. 5.3 [122]. A series of first-order transition curves (Table A.4) are obtained from the
set of measured symmetrical hysteresis loops by interpolation.

The structure of discretization is defined by 39 × 36 × 8 = 11232 grid points. Because
the implicit magnetoquasistatic formulation in the time domain takes the magnetic vector
potential as unknown parameter, the number of degrees of freedom in the simulation is
33696.

The simplified model for the TEAM Benchmark problem 32 was simulated and compared
with measured results, with the focus on the following two cases.

5.1.2 Simulated Results and Discussion for Case I

Simulated results

The simulations of case I are performed with the same current excitation in the two wind-
ings on the external limbs. Fig. 5.4 shows the time dependent waveform of the current.
The hysteretic constitutive relation between magnetic flux density and magnetic field is
taken into account by using both the scalar inverse Preisach model and the simplified vector
model. The two hysteresis models are applied to the nonlinear systems of equations aris-
ing from Finite Integration Implicit Time Domain formulations. The nonlinear problem
is linearized by means of the Newton-Raphson method with one-dimensional Brent’s min-
imization relaxation method, giving rise to an iterative procedure. The Newton-Raphson
method is applied as nonlinear iterative scheme within each step of the backward differen-
tiation implicit Euler scheme. The linear system is solved using the Conjugate Gradient
method with SSOR preconditioning.
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Figure 5.4: CASE I: waveform of the current excitation.

In case I only the flux density (along the y axis) in the middle limb is discussed. Fig.
5.5 compares the measured and computed flux densities in the pick-up coil C3 in the
central limb. The two flux densities computed by the scalar inverse Preisach model and
the simplified vector model are in good agreements to the measured result except for the
time just after the start of the transient simulation. The agreement of simulated results
for the scalar model and the vector model is satisfactory as well. The flux distribution
in the 2D cut plane of the three-limbed core with maximum current excitation is shown
in Fig. 5.6. The flux density in the center limb is approximately 1.35T, which is a little
higher than the measured result (approximately 1.288T).

Figure 5.5: Comparison of the simulated and measured waveforms of the magnetic flux
density in the central limb (coil C3).

Discussion

In the time just after the start of the transient simulation, the constitutive relation between
magnetic flux density and magnetic field corresponds to the first magnetization curve.
For this reason, the simulated flux density begins from zero value if the time dependent
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Figure 5.6: Flux distribution in 2D cut plane at the maximum current excitation, the flux
density in the middle limb is approximately 1.35T.

waveform of the current starts with zero excitation. This causes the differences between
the simulated results and measurement. If the hysteretic curve changes from the decreasing
curve to the increasing curve or changes from the increasing curve to the decreasing curve,
the first turning point is obtained in the hysteresis history. From there, the constitutive
relaxation between the magnetic flux density and the magnetic field corresponds to a
measured first-order transition curve. From then on, the simulated flux densities have
good agreements to the measured result.

The whole simulation is carried out for 100 time steps in 0.2 s. The fixed time step is
defined as 0.002 s. The calculated discretized flux densities through each facet of the
primal grid in the 3D mesh varies from approximately 1.3 T down to approximately
0.001 T . The Newton-Raphson method appears to behave better characteristics than the
successive approximation method for the relatively short time step 0.002 s. The results
simulated with the Jiles-Atherton model have a good agreement with the measured curves
if the excitation keeps the hysteretic material saturated. The simulated results show
however a big differences to the measured curves for low excitations. For this reason, the
Jiles-Atherton model is not selected for Case I. The magnetic polarization update scheme
requires much more computation time than the nonlinear update scheme for a small test
problem. For case I with the structure discretized by 38 × 35 × 7 = 9310 grid cells, the
nonlinear update scheme is much more efficient than the magnetic polarization update
scheme. The Newton-Raphson nonlinear iterative scheme is a good choice for hysteretic
simulation as indicated by this example. The Newton-Raphson nonlinear iterative scheme
is combined with the backward differentiation implicit Euler scheme.

5.1.3 Simulated Results and Discussion for Case II

Simulated results

The simulations of case II are performed with two different current excitations, one winding
on the external limbs is supplied by a sinusoidal current, another one is supplied by a co-
sinusoidal current. Fig. 5.7 shows the time dependent waveforms of both currents. The
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hysteretic constitutive relation between magnetic flux density and magnetic field is also
taken into account by using both the scalar inverse Preisach model and the simplified vector
model. The two inverse hysteresis models are applied to the nonlinear systems of equations
arising from the Finite Integration Implicit Time Domain formulations. The nonlinear
problem is linearized by means of the Newton-Raphson method with the relaxation method
based on a one-dimensional Brent’s minimization. The Newton-Raphson method is applied
as nonlinear iterative scheme within each step of the backward differentiation implicit Euler
scheme. The linear system is solved using the Conjugate Gradient method with SSOR
preconditioning. The whole simulation is carried out at 50 time steps in 0.1 second, the
fixed time step is defined as 0.002 s.

Figure 5.7: CASE II: waveforms of the two current excitations.

C1

C2

Figure 5.8: The regions of pick-up coils C1 and C2, the flux density loci in the region close
to the joint between the middle limb and the yoke of the three-limbs core.

In case II, rotational effects are produced, in particular in the regions of pick-up coils C1
and C2. Fig. 5.8 shows the regions of pick-up coils C1 and C2, the flux density loci in
the region close to the joint between the middle limb and yoke of the core. Rotational
magnetization is predominant close to the joints of the core, in contrast to the rest of
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Figure 5.9: Comparison of the computed and measured flux density loci in point C1.

Figure 5.10: Comparison of the computed and measured flux density loci in point C2.
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the core, where alternating magnetization prevails. The applied two current sources are
shifted in time and generate flux components which are in quadrature at the joints such
that a rotational flux pattern shows up there. In [121], [122], flux density loci in the regions
of pick-up coils C1 and C2 have been measured. The simulated flux density loci by the
scalar inverse Preisach model and by the vector inverse Preisach model are compared with
the measurement in the region of pick-up coils C1 and C2.

(A) (B)

Figure 5.11: Flux distribution in the 2D cut plane at the second time step (t=0.004s).

(A) (B)

Figure 5.12: Flux distribution in the 2D cut plane at the 12th time step (t=0.024s).

The comparison of the computed and the measured flux density loci in position C1 is shown
in Fig. 5.9, and the same comparison for position C2 is shown in Fig. 5.10. It can be
seen that flux density stays close to a certain direction for a while, although its amplitude
may continuously change, before it rotates towards a new direction. The steel is here
assumed to be isotropic. So the difference in Fig. 5.9 and Fig. 5.10 may be explained by
the fact, that the anisotropic behavior of the material is neglected. The shape of the flux
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density loci simulated by the scalar and the vector inverse Preisach model better match
with each other, except for the regions with similar absolute values of flux density in x-
and y- directions. The flux density loci simulated by the scalar inverse Preisach model
and the vector inverse Preisach model have larger magnitudes in all directions, since the
increased reluctivity in the transverse direction is not considered in the isotropic case.

The flux distribution in the 2D cut plane at the second time step (t=0.004s) is shown in
Fig. 5.11. It is supplied by a sinusoidal current excitation with approximately 0.28 A and
a co-sinusoidal current excitation with an negative extreme amplitude.

The flux distribution in the 2D cut plane at the 12th time step (t=0.024s) is shown in Fig.
5.12. It is supplied by a sinusoidal current excitation with an extreme amplitude and a
co-sinusoidal current excitation with approximately -0.16 A.

Discussion

The shape of the flux density loci simulated by the scalar and the vector inverse Preisach
model better match with each other, except for the regions with similar absolute values of
flux density in x- and y-directions. The permeability µ for determining the permeability
matrix is defined in a different way by the scalar model and by the vector model. For

the scalar model, the permeability µ is defined as µ =
√

b2x+b2y+b2z√
h2

x+h2
y+h2

z

, where bx, by and

bz are flux densities along x-, y-, or z-direction respectively and hx, hy and hz are field
strengths along x-, y-, or z-direction respectively. For the vector model, the permeability

µ is defined as µ =
R(bx ,by,bz)

√
b2x+b2y+b2z√

h2
x+h2

y+h2
z

. The rotational correction factor R(bx, by, bz) is

written as R(bx, by, bz) = |bx|+|by|+|bz|√
b2x+b2y+b2z

. If the absolute values of the flux density in x- and

y-directions are similar, the rotational correction factor R(bx, by, bz) obtains a value in the
interval [

√
2,
√

3]. Because of the rotational correction factor R(bx, by, bz) in the vector
model, we have the difference of the two simulated flux density loci in the regions with
similar absolute values of flux density in x- and y-directions.



Chapter 6

Summary

In the scope of the presented thesis, the numerical simulation of hysteresis effects in
ferromagnetic material is carried out by several hysteresis models in combination with
different update scheme, implicit time stepping and the finite integration technique for
space discretization. This presented section gives a brief summary of the essential points
of all previous chapters.

Ferromagnetic hysteresis

The physics of magnetism, especially the theory of hysteresis effects in ferromagnetic
material, is introduced in the first chapter, ranging from the microscopic theory of the
domain structure in magnetic substances to the macroscopic description of hysteresis loops
during the magnetization process.

On the basis of scientific publications, the Preisach model and the Jiles-Atherton model
for the description and simulation of hysteretic magnetic materials are developed. The
Preisach model is one of the most popular hysteresis models. Several researchers are work-
ing on the development of an appropriate model and on the parameter identification. The
classical Preisach model is described concerning its geometric interpretation, the determi-
nation of the distribution function and the numerical implementation. In order to avoid
the intrinsic limitations of the classical Preisach model from the congruency property, the
generalized Preisach model considering the accommodation process is presented. Although
scalar Preisach models became increasingly accurate and efficient in describing hysteretic
material behavior, in many cases the magnetization process is vectorial in nature. Two
vector models are introduced and compared, one of them is built from a continuum of
scalar Preisach transducers, each incrementally rotated from its neighbor. The output of
the complete model is the vector sum of the output of all transducers. Another vector
model is introduced referred to the simplified vector Preisach model. The complete vec-
tor model is computed by two or three independent scalar Preisach models. Each scalar
Preisach model is placed along the principal axis of the system, two for the 2D model
and three for the 3D model. Because it overcomes many limitations and implementation
difficulties in numerical computation, it is used as vector hysteresis model in this thesis.
The inverse Jiles-Atherton model is implemented according to the physical principles in
the determination of the five material parameters computed by experimental data. The
overview of hysteresis models is show in Table (6.1).
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Table 6.1: Overview of the hysteresis models
hysteresis Preisach model Jiles-Atherton other models

model model
classical Preisach model Jiles-Atherton model analytic model

scalar inverse Preisach model inverse Jiles model dynamic model
hysteresis moving Preisach model Chua-Type model

model nonlinear Preisach model ...
dynamic Preisach model

vector vector Preisach model
hysteresis simplified vector- Stoner-Wohlfarth model

model Preisach model

The Preisach model and the Jiles-Atherton model both increase the memory requirements,
since the previous state of the material has to be preserved for each material cell in the
model. In this thesis, the hysteresis model is combined with magnetoquasistatic field
simulation using models discretized by the FIT.

Electromagnetic field simulation

An introduction to the Finite Integration Technique is given as the basic theory for field
simulation. This technique is employed, in particular, for calculating transient hysteretic
magnetic field problems in time domain.

An implicit magnetoquasistatic formulation in time domain is developed based on the FIT.
Because the CFL criterion restricts the length of possible stable time steps, the explicit
Leapfrog FDTD schemes is no more suitable for slowly-varying magnetic field problems.
For this reason, an implicit time integration scheme is used to avoid the problem of a max-
imum possible time step. Time integration schemes for differential algebraic formulations
with index 1 for magnetoquasistatic field problems are discussed. The implicit Euler back-
ward differentiation time integration scheme (BDF) with L-stability in one or two stages
is introduced. Because of its stability properties, BDF is selected for all simulations in this
thesis. The preconditioned conjugate gradient method is used as iterative method to solve
the real-valued, symmetrical, linear system of equations arising in each nonlinear cycle
and in each time step. SSOR (Symmetric Successive Over-Relaxation)-preconditioning is
applied in this work.

Modelling and implementation of hysteresis

The magnetic polarization update scheme takes the magnetic polarization as the parame-
ter which is updated during the iteration. The magnetic polarization is calculated by the
Preisach model according to the averaged applied magnetic field strength in each grid cell.
The trigonal prism filling is considered in field averaging procedure. The output value
of the Preisach model is interpolated between the measured first-order transition curves
using a two-point polynomial interpolation. Because the hysteretic ferromagnetic material
behavior depends not only on the local applied field but also on the hysteresis history, the
provided field and the maximum or minimum extremal values in the hysteresis history are
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required as input values. The interpolation process between the measured first-order tran-
sition curves is divided into the case with monotonically decreasing excitation and the case
with monotonically increasing excitation. The simplest case with monotonically decreas-
ing excitation (with only one turning point α) and the simplest case with monotonically
increasing excitation (with a pair of turning points (α, β)) are described as interpolation
examples.

The hysteresis losses are an important fraction of the core losses occurring in almost all
electromagnetic power devices. The computation of hysteresis losses is described accord-
ing to the Preisach model in the case of monotonically decreasing or increasing excitation.
The material model described by the magnetic polarization and the discrete magnetoqua-
sistatic Maxwell-Grid-Equations are combined into a magnetic polarization formulation
in time domain considering hysteresis phenomena. The algorithm based on the magnetic
polarization is introduced at each time step.

A 3D transient hysteretic test model is presented in a numerical simulation for studying
the properties of the magnetic polarization update scheme. The simulated hysteresis loop
has a good agreement to the measured first-order transition curves. The computational
results for hysteresis losses are given.

The nonlinear update scheme updates the magnetic reluctivity in the iteration. Because
the magnetic flux density is defined as the input value in the nonlinear update scheme, an
inverse hysteresis model is needed in the computation. A simple inverse Preisach model
is formulated based on the formulation of the classical Preisach model. The interpola-
tion between the measured first-order transition curves is described similar to the case of
the Preisach model. An inverse Jiles-Atherton model is based on the assumption of an
anhysteretic magnetization following the Langevin function.

To solve the nonlinear system, the equation has to be linearized by a sequence of lin-
ear problems for each time step. Both the successive approximation technique and the
Newton-Raphson method are implemented. For the successive approximation technique,
the definition of the updated reluctivity is modified in the second and fourth quadrant
of the B-H curve in order to avoid an negative and un-physical reluctivity. The Newton-
Raphson method features a quadratic convergence, but only in the vicinity of the solution.
The successive approximation technique commonly can be considered to be the more ro-
bust, but does not achieve a quadratic convergence rate. Several relaxation methods are
implemented in order to achieve global convergence and to improve the speed of conver-
gence for both the Newton-Raphson method and the successive approximation technique.
The heuristic relaxation method and the 1D minimization method of Brent are selected
and implemented. The heuristic scheme is a popular relaxation method. It directly adapts
the relaxation parameter in the relaxation process and does not need additional compu-
tation time for the optimization process. The heuristic scheme is used in combination
with the successive approximation technique. The 1D minimization method of Brent is
implemented for the Newton-Raphson method.

The material model described by the reluctivity and the discrete magnetoquasistatic
Maxwell-Grid-Equations are combined into a hysteretic nonlinear formulation in time do-
main. The combined algorithms for the nonlinear update scheme are classified as the
successive approximation nonlinear iterative scheme with inverse Preisach model, the
Newton-Raphson nonlinear iterative scheme with the inverse Preisach model, and the
Newton-Raphson nonlinear iterative scheme with the inverse Jiles-Atherton model.
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In order to compare the nonlinear update scheme with the magnetic polarization scheme,
the same 3D hysteretic transient test model is simulated. Several comparisons and discus-
sions of the simulated results are given, such as the Newton-Raphson method compared
with the successive approximation technique, the inverse Jiles-Atherton model compared
with the inverse Preisach model, the hysteretic nonlinear iteration compared with the
magnetic polarization iteration.

The hybrid polarization-Newton method is studied and implemented because the polariza-
tion method can be formulated as Newton method, where the dynamic reluctivity used in
the Jacobian matrix of the Newton method is replaced by the vacuum reluctivity. As it
is well known, the polarization method has guaranteed but slow convergence, whereas the
Newton method has quadratic speed of convergence but only in the vicinity of solution.
The hybrid polarization-Newton method combines both advantages in order to increase
the robustness of the nonlinear scheme without losing the quadratic speed of convergence
in the vicinity of solution. A 3D test problem is used to study the properties of the hybrid
method. The value of the various parameters used in the test problem, such as linear
solver precision, nonlinear iteration precision, tolerance of the 2D Powell’s minimization
method, and limits of the optimal values for the hybridization, are discussed according to
the simulation example.

The simplified vector Preisach model is selected and implemented as a vector hysteresis
model in this thesis, because it overcomes many limitations and implementation difficul-
ties in the numerical computation compared with other vector hysteresis models. It is
implemented into the Newton-Raphson nonlinear iterative scheme. A test problem is used
for assessing the properties of the simplified vector model.

Selected example

The TEAM benchmark problem 32 is a typical benchmark problem for magnetoquasistatic
field analysis taking hysteresis effects into account. Two different supply conditions for
the TEAM benchmark problem 32 are selected and demonstrated. In order to realize the
numerical simulation, a simplified model of the TEAM benchmark problem 32 is considered
including the lamination structure and isotropic material. Cases I and II are simulated
using the Newton-Raphson nonlinear iterative scheme with the inverse Preisach model.
The model is discretized in time by the backward differential implicit Euler scheme. Both
the scalar model and the vector model are applied to the selected example. The two
hysteresis models have a different definition of the permeability. For case I, the results
simulated by the scalar model have a good agreement to the simulated results by the vector
model, and the two simulated waveforms of flux densities match with the measured results.
For case II, the shape of the two simulated flux density loci by the scalar model and the
vector model matched with each other at places in the model where only alternating fluxes
occurs.



Appendix A

Magnetic Curves of Various
Ferromagnetic Materials

Table A.1: Measured magnetic curve of pure iron [70]
H/[A/m] B/[T] µr M/[A/m]

0.0 0.0 - 0.0
1.592E+01 0.045 2251 3.581E+04
3.183E+01 0.490 12251 3.899E+05
4.775E+01 0.780 13001 6.207E+05
6.366E+01 0.990 12376 7.878E+05
7.958E+01 1.130 11301 8.992E+05
1.592E+02 1.420 7101 1.130E+06
3.183E+02 1.570 3926 1.249E+06
4.775E+02 1.621 2701 1.289E+06
6.366E+02 1.641 2051 1.305E+06
7.958E+02 1.656 1656 1.317E+06
1.592E+03 1.697 849 1.349E+06
3.183E+03 1.764 441 1.401E+06
4.775E+03 1.801 300 1.428E+06
6.366E+03 1.838 230 1.456E+06
7.958E+03 1.870 187 1.480E+06
1.529E+04 2.000 100 1.576E+06
3.183E+04 2.136 53.4 1.668E+06
4.775E+04 2.185 36.4 1.691E+06
6.366E+04 2.220 27.8 1.703E+06
7.958E+04 2.250 22.5 1.711E+06
1.592E+05 2.355 11.8 1.715E+06
3.183E+04 2.556 6.4 1.716E+06
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Table A.2: Measured virgin curve of Steel-1010 [70]
H/[A/m] B/[T] µr M/[A/m]

0.0 0.0 - 0.0
1.783E+02 0.894 3993 7.116E+05
2.944E+02 1.200 3243 9.546E+05
5.013E+02 1.400 2222 1.114E+06
7.966E+02 1.500 1499 1.193E+06
1.153E+03 1.550 1070 1.232E+06
1.795E+03 1.600 709 1.271E+06
2.862E+03 1.650 459 1.310E+06
4.383E+03 1.700 309 1.348E+06
6.044E+03 1.750 230 1.387E+06
8.122E+03 1.800 176 1.424E+06
1.058E+04 1.850 139 1.462E+06
1.361E+04 1.900 111 1.498E+06
1.722E+04 1.950 90.1 1.535E+06
2.117E+04 2.000 75.2 1.570E+06
2.675E+04 2.050 61.0 1.605E+06
3.376E+04 2.100 49.5 1.637E+06
3.822E+04 2.125 44.2 1.653E+06
4.380E+04 2.150 39.1 1.667E+06
5.244E+04 2.175 33.0 1.678E+06
6.600E+04 2.200 26.5 1.685E+06
9.947E+04 2.250 18.0 1.691E+06
1.209E+05 2.280 15.0 1.693E+06
1.412E+05 2.307 13.0 1.695E+06
1.696E+05 2.344 11.0 1.696E+06
2.122E+05 2.400 9.0 1.697E+06
2.831E+05 2.490 7.0 1.699E+06
3.399E+05 2.563 6.0 1.699E+06
4.250E+05 2.671 5.0 1.700E+06
5.670E+05 2.850 4.0 1.701E+06
8.508E+05 3.207 3.0 1.702E+06
1.135E+06 3.564 2.5 1.702E+06
1.702E+06 4.278 2.0 1.702E+06
2.128E+06 4.813 1.8 1.702E+06
2.838E+06 5.705 1.6 1.703E+06
3.405E+06 6.419 1.5 1.703E+06
4.257E+06 7.489 1.4 1.703E+06
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Table A.3: Measured first-order transition curves of a hysteretic material (*source of
measured data from Siemens VDO AG)

H/[A/m] B1/[T] B2/[T] B3/[T] B4/[T] B5/[T]
-1.924E+03 -1.3776 -1.3779 -1.3777 -1.3782 -1.3786
-1.828E+03 -1.3772 -1.3722 -1.3724 -1.3727 -1.3733
-1.732E+03 -1.3659 -1.3660 -1.3661 -1.3664 -1.3673
-1.636E+03 -1.3588 -1.3590 -1.3591 -1.3594 -1.3604
-1.539E+03 -1.3508 -1.3510 -1.3510 -1.3514 -1.3526
-1.443E+03 -1.3415 -1.3418 -1.3417 -1.3422 -1.3435
-1.347E+03 -1.3306 -1.3307 -1.3305 -1.3312 -1.3333
-1.251E+03 -1.3176 -1.3179 -1.3175 -1.3183 -1.3205
-1.155E+03 -1.3020 -1.3026 -1.3020 -1.3029 -1.3058
-1.058E+03 -1.2833 -1.2837 -1.2831 -1.2841 -1.2878
-9.621E+02 -1.2603 -1.2605 -1.2599 -1.2608 -1.2659
-8.659E+02 -1.2316 -1.2320 -1.2309 -1.2316 -1.2387
-7.697E+02 -1.1951 -1.1958 -1.1951 -1.1947 -1.2050
-6.735E+02 -1.1489 -1.1420 -1.1486 -1.1475 -1.1627
-5.773E+02 -1.0885 -1.0889 -1.0884 -1.0848 -1.1086
-4.811E+02 -1.0073 -1.0086 -1.0077 -1.0020 -1.0395
-3.849E+02 -0.8962 -0.8974 -0.8980 -0.8896 -0.9497
-2.886E+02 -0.7335 -0.7346 -0.7381 -0.7340 -0.8347
-1.924E+02 -0.4668 -0.4685 -0.4789 -0.5006 -0.6862
-0.962E+02 0.2938 0.2921 0.2560 0.0318 -0.5009

0 0.7559 0.7537 0.7205 0.4757 -0.3477
0.962E+02 0.9602 0.9530 0.9178 0.6672 -0.2986
1.924E+02 1.0758 1.0668 1.0317 0.7771 -
2.886E+02 1.1498 1.1417 1.1014 0.8441 -
3.849E+02 1.2006 1.1920 1.1481 0.8765 -
4.811E+02 1.2372 1.2282 1.1812 - -
5.773E+02 1.2649 1.2554 1.2057 - -
6.735E+02 1.2819 1.2715 1.2190 - -
7.697E+02 1.3041 1.2934 1.2403 - -
8.659E+02 1.3179 1.3066 1.2528 - -
9.621E+02 1.3292 1.3174 1.2621 - -
1.058E+03 1.3387 1.3262 - - -
1.155E+03 1.3466 1.3336 - - -
1.251E+03 1.3533 1.3400 - - -
1.347E+03 1.3590 1.3456 - - -
1.443E+03 1.3640 1.3506 - - -
1.539E+03 1.3684 1.3548 - - -
1.636E+03 1.3724 - - - -
1.732E+03 1.3759 - - - -
1.828E+03 1.3792 - - - -
1.924E+03 1.3821 - - - -
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Table A.4: Interpolated first-order transition curves, according to the measured closed
minor hysteresis loops of the TEAM benchmark problem 32, in the rolling direction [122]

H/[A/m] B1/[T] B2/[T] B3/[T] B4/[T] B5/[T]
-1.232E+03 -1.5014 -1.5014 -1.5014 -1.5014 -1.5014
-1.171E+03 -1.4924 -1.4924 -1.4925 -1.4925 -1.4924
-1.109E+03 -1.4828 -1.4829 -1.4830 -1.4830 -1.4830
-1.047E+03 -1.4718 -1.4719 -1.4719 -1.4720 -1.4720
-9.862E+02 -1.4609 -1.4609 -1.4610 -1.4610 -1.4611
-9.246E+02 -1.4481 -1.4481 -1.4482 -1.4482 -1.4483
-8.629E+02 -1.4340 -1.4341 -1.4341 -1.4342 -1.4345
-8.012E+02 -1.4185 -1.4186 -1.4187 -1.4188 -1.4192
-7.396E+02 -1.4008 -1.4009 -1.4010 -1.4011 -1.4017
-6.780E+02 -1.3803 -1.3818 -1.3820 -1.3825 -1.3830
-6.164E+02 -1.3575 -1.3594 -1.3595 -1.3598 -1.3601
-5.547E+02 -1.3303 -1.3473 -1.3475 -1.3477 -1.3483
-4.931E+02 -1.3001 -1.3013 -1.3015 -1.3018 -1.3026
-4.314E+02 -1.2595 -1.2687 -1.2689 -1.2691 -1.2701
-3.698E+02 -1.2137 -1.2195 -1.2201 -1.2206 -1.2218
-3.082E+02 -1.1580 -1.1665 -1.1677 -1.1683 -1.1697
-2.465E+02 -1.0768 -1.0862 -1.0946 -1.0952 -1.0970
-1.849E+02 -0.9555 -0.9666 -0.9865 -0.9877 -0.9897
-1.232E+02 -0.7271 -0.7338 -0.7913 -0.7998 -0.8080
-0.616E+02 -0.0758 0.0085 0.0606 -0.3867 -0.6264
-0.308E+02 0.8340 0.8325 0.7864 0.4474 -0.3903

0 0.9743 0.9602 0.9052 0.5934 -0.3066
0.308E+02 1.0496 1.0341 0.9738 0.6604 -0.2301
0.616E+02 1.0989 1.0863 1.0248 0.7061 -0.2006
1.232E+02 1.1767 1.1604 1.0954 0.7671 -
1.849E+02 1.2364 1.2178 1.1371 - -
2.465E+02 1.2815 1.2587 1.1684 - -
3.082E+02 1.3167 1.2925 1.1905 - -
3.698E+02 1.3449 1.3167 1.2057 - -
4.314E+02 1.3687 1.3395 - - -
4.931E+02 1.3884 1.3551 - - -
5.547E+02 1.4060 1.3698 - - -
6.164E+02 1.4208 1.3809 - - -
6.780E+02 1.4335 1.3900 - - -
7.396E+02 1.4448 1.4001 - - -
8.012E+02 1.4551 - - - -
8.629E+02 1.4635 - - - -
9.246E+02 1.4719 - - - -
9.862E+02 1.4786 - - - -
1.047E+03 1.4853 - - - -
1.109E+03 1.4908 - - - -
1.171E+03 1.4961 - - - -
1.232E+03 1.5014 - - - -
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Applied Notations and Symbols

General Mathematical Symbols

R, C set of real, complex numbers
�r, r spatial vector
�n vector normal to an area
M,D matrix, diagonalmatrix
xT ,MT transpose of vector x and matrix M
xH ,MH complex conjugated transpose of vector x and matrix M
M−1 inverse matrix of M

û, v̂, ŵ unit vectors of the local coordinate (u, v,w)
(x)u u- component of vector x
mi,j = (Mi,j) entry of matrix M in row i and column j
ẋ := ∂x/∂t time derivative value of x
∆t time step s
f frequency Hz
ω angular frequency rad Hz

d�s element of edge m
d �A element of area m2

d�V element of volume m3

∂A boundary of the area A
∂V boundary of the volume V

O, o Landau symbol for the order of the truncation error
‖x‖∞ maximum norm of vector x
‖x‖2 Euclidean norm of vector x
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Classical Continuous Field Theory

�E electric field strength V/m
�H magnetic field strength A/m
�D electric flux density C/m2

�B magnetic flux density T
�J total current density A/m2

�Ji imposed current density A/m2

�Jk current density due to finite conductivity A/m2

�Jq current density due to moving charges A/m2

�M magnetization A/m
�P electrical polarization C/m2

q charge density C/m3

c speed of light m/s
A magnetic vector potential Wb/m
Φ electric scalar potential V

µ scalar permeability H/m
µ0 permeability of vacuum H/m
µr relative permeability H/m
ε scalar permittivity F/m
ε0 permeability of vacuum F/m
εr relative permittivity F/m
κ scalar conductivity S/m
χ scalar susceptibility 1
χe, χm electric and magnetic susceptibility 1

Finite Integrations Technique

G primal grid
G̃ dual grid
Pn primary grid nodes
P̃n dual grid nodes
Ln primary grid edges m
L̃ dual grid edges m
A primary grid facets m2

Ã dual grid facets m2

V primary grid cell m3

Ṽ dual grid cell m3

∆un,∆vn,∆wn distance of grid nodes on the primal grid m
∆ũn,∆ṽn,∆w̃n distance of grid nodes on the dual grid m
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�e electric grid voltage V
�
h magnetic grid voltage A
��
d electric facet flux C
��
b magnetic facet flux Wb
��
j ,

��
j e vector of grid currents A

�a vector of magnetic grid potential Vs
q vector of grid charge C
�m vector of grid magnetization A/m
��m vector of grid magnetic polarization T

C, C̃ curl discrete operator on the primal/dual grid
S, S̃ divergence discrete operator on the primal/dual grid
G, G̃ gradient discrete operator on the primal/dual grid

Mε material matrix of permittivity
Mκ material matrix of conductively
Mµ material matrix of permeability
Mν material matrix of reluctivity
Mνd

material matrix of differential reluctivity
DA,D

Ã
diagonal matrix of primal/dual grid facets

DS ,D
S̃

diagonal matrix of primal/dual grid edges

Hysteresis Models

α up switching value of input
αstoner parameter of Stoner-Wohlfarth model
αrk parameter of Jiles-Atherton model
β down switching value of input
α0 maximum switching value of input
β0 minimum switching value of input
(α, β) pair of switching value of input
u(t) input
f(t) output
T limited triangle
S+(t) positive area in limited traingle
S−(t) negative area in limited traingle
L(t) interface between S+(t) and S−(t)
fα,β notation on the first-order transition curves

Hi interaction field
Hk interaction-free critical field
hα up switching magnetic field
hβ down switching magnetic field
Qk trapezoid in S+(t) area
w hysteresis loss density
Q hysteresis loss
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hex exchange field
Man anhysteretic magnetization
Mirr irreversible magnetization
Mrev reversible magnetization
Ms saturation magnetization
χin initial susceptibility
χan anhysteretic susceptibility
χr remanence susceptibility
χc coercivity susceptibility

Abbreviations

BDF Backward Differentiation Formula
BEM Boundary Element Method
CG Conjugate Gradients
DAE Differential Algebraic Equations
FDTD Finite Difference in Time Domain
FEM Finite Element Method
FIT Finite Integration Technique
FI2TD Finite Integration Implicit Time Domain
MGE Maxwell-Grid-Equations
ODE Ordinary Differential Equation
PFC Partially Filled Cells
SDIRK Singly Diagonally Implicit Runge-Kutta Method
SGS Symmetric Gauss-Seidel
SSOR Symmetric Successive Over-Relaxation
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von Feldern, Skriptum zur Vorlesung Feldtheorie II, TU-Darmstadt, 1998.

[61] T. Weiland, Zur numerischen Lösung des Eigenwellenproblems längshomogener
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