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Abstract

Rashba spin-orbit interaction in two-dimensional electron gases (2DEGs) of narrow-gap IlI-V
semiconductors is studied in this thesis. Spin-orbitinteraction in such systems is governed by struc-
ture inversion asymmetry: both potential gradients across the 2DEG and quantum-well boundaries
significantly contribute to spin-orbit interaction, the strength of which is expressed by the Rashba
parameter. Three experimental techniques are used to determine the valaesSbiubnikov-de

Haas (SdH) oscillations in high external magnetic fields, and weak antilocalisation (WAL) as well
as Al'tshuler-Aronov-Spivak (AAS) oscillations in near-zero external magnetic fields. Control of

« is effected by applied gate voltages.

High-field and low-field magnetotransport experiments are performed on inversion layers of p-type
InAs single crystals and on InAsgrsGay 25As heterostructures. SdH oscillations and WAL are
observed for both material systems. The Rashba parameters obtained from the WAL are found
to agree qualitatively and quantitatively wikh p theory calculations. The Rashba parameters
determined from SdH oscillations in high magnetic fields disagree with those determined by WAL
in low magnetic fields. In the inversion layers, the valueg dietermined by the two techniques are

of the same order of magnitude, but the dependence on the carrier density differs: the results from
SdH oscillations increase with increasing carrier density whereas the results from WAL decrease
with increasing carrier density. In the heterostructures, the values dgtermined by the two
techniques show a similar dependence on the carrier density, but the values gained from SdH
oscillations are an order of magnitude larger than those gained from WAL.

Both WAL and SdH oscillation experiments are performed on InAs#Ga »5As heterostructures

with an ingrown back-gate. Application of voltages to the front-gate and the back-gate enable
tuning of the strength of the Rashba parameter at a constant carrier density. A relative cliange in
of 17% is detected by WAL, and a change of over 100% is determined from SdH oscillations.
MOCVD grown Iny53Gay 47As/INg 50Al 0.48AS heterostructures are studied by the recently pro-
posed technique of AAS oscillations. Samples with positive and negative potential gradients across
the 2DEG, with and without an InP layer at one channel interface, are used to examine the interplay
of the field and the boundary contributionsao Arrays of micrometer-sized ballistic square-loop
interferometers are defined by electron-beam lithography. These exhibit distinct oscillations in the
magnetoresistance at near-zero fields, the amplitude of which depemdsByncombined use of

WAL and AAS oscillations, the spin-orbit interaction strength in low magnetic fields is obtained
for a wide range of carrier densities. Both additive and subtractive behaviour of the field and
boundary contribution are observed in thgdgGay 47As/INg 50Al g 4gAS heterostructures.



Inhaltsangabe

In dieser Arbeit wird die Rashba Spin-Bahn Wechselwirkung in zweidimensionalen Elektronen-
gasen (2DEG) von llI-V Schmalbandhalbleitern untersucht. Hauptursache der Spin-Bahn Wech-
selwirkung ist in diesen Halbleitern Strukturinversionsasymmetrie, deren Starke durch den Rashba
Parameterx beschrieben wird. Die Potentialgradienten senkrecht zum 2DEG und die Grenzfla-
chen tragen zwx bei. In dieser Arbeit werden drei Messmethoden verwendetoura bestim-

men: Shubnikov-de Haas (SdH) Oszillationen in starken duReren Magnetfeldern und Schwache
Antilokalisierung (WAL) sowie Al'tshuler-Aronov-Spivak (AAS) Oszillationen in kleinen exter-

nen Magnetfeldern. Die Starke venwird durch Anlegen von Gatespannungen geregelt.
Messungen an Inversionsschichten von p-Typ InAs Einkristallen sowie an IpAgBay 2sAS
Heterostrukturen zeigen SdH Oszillationen und WAL. Fiur beide Materialsysteme stimmen die
Ergebnisse aus WAL qualitativ und quantitativ mit dukclp Theorie berechneten Werten tiberein.

Aus den beiden Messmethoden der SdH Oszillationen und der WAL ergeben sich jedoch unter-
schiedliche Rashba Parameter. In den Inversionsschichten sind zwar die Gré3enordnurigen von
vergleichbar, weisen aber eine gegensatzliche Abhangigkeit von der Ladungstragetgatfte
wahrend die aus SdH Oszillationen bestimmten Werte mit ansteigengleanehmen, nehmen

die durch WAL bestimmten Werte ab. In den Heterostrukturen is die Abhangigkeitcwomm

ns fir beide Melimethoden vergleichbar, jedoch ergibt sich aus SdH Oszillationen ein um eine
GréRenordnung starkerer Rashba Parameter, als aus WAL.

In InAs/Ing 75Ga&y 25AS Heterostrukturen mit eingewachsenem Back-Gate werden sowohl WAL
als auch SdH Oszillationen beobachtet. Anlegen von Spannungen an ein Front-Gate oberhalb des
2DEG sowie an das Back-Gate ermdglicht die Starke der Spin-Bahn Wechselwirkung bei unveran-
derter Ladungstragerdichte zu regeln. Mittels WAL wurden Anderungen im Rashba Parameter von
17% bestimmt, und mittels SdH Oszillationen Anderungen von tiber 100%.

Die Spin-Bahn Wechselwirkung in ¢@3Gay 47As/INg 50Al g 4gAS Heterostrukturen wird mit der

vor kurzem vorgeschlagenen Methode der AAS Oszillationen untersucht. Das Zusammenspiel
der Feld- und Grenzflachenbeitrage @wird an Proben untersucht, die positive bzw. negative
Potentialgradienten senkrecht zum 2DEG aufweisen. Zusatzlich werden Proben mit und ohne
an einer Kanalgrenzflache eingewachsenen InP Schicht verwendet. Der Magnetowiderstand von
Arrays ballistischer, quadratischer Interferometer weist Oszillationen in niedrigen Magnetfeldern
auf, deren Amplitude vorx abhéngt. Durch Verwendung von WAL und AAS Oszillationen
wird die Spin-Bahn Wechselwirkung in niedrigen Magnetfeldern Uber einen weiten Bereich von
Ladungstragerdichten untersucht. Sowohl additives wie auch subtraktives Verhalten der Feld- und
Grenzflacheneffekte wird in dendgsGap 47AS/Ing 50Al 0.4gAS Heterostrukturen beobachtet.
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1 Introduction

The invention of the transistor in 1948 by Bardeen, Brattain, and Shockley marks the advent of
the semiconductor age. In retrospect, however, the most significant step was taken in 1954, when
Texas Instruments introduced silicon as a substrate. This paved the way for the production of field
effect transistors, which had already been proposed by Lilienfeld in 1926 and by Heil ﬁ: e84
surface of silicon can easily be oxidised to $ithe very good insulating properties of which make

it an ideal gate oxide. In the late 1950s, Fairchild semiconductor placed several transistors on one
piece of silicon: the first integrated circuit was devised. Since then, semiconductor technology has
advanced rapidly, the number of transistors per chip being doubled every 18-24 months, while the
price per transistor is halved [Mo065]. Current state-of-the-art microprocessors incorporate over
100 million transistors (in 2004) at feature sizes of about 100 nm, requiring extremely complex
processing technology. In a few years time, the devices will be scaled down to the size of atoms,
thus limiting further integration.

Spintronics in which conventional charge-based electronics is augmented by use of the spin de-
gree of freedom, provides many new applications and possibilities, and possibly also answers
to some challenges of the semiconductor industry. Fuelled by the industrial success of metal-
based spintronic systems, such as harddisk read heads based on the giant magnetoresistance effect
[Bai88, Bin89], or magnetic memory based on magnetic tunnel junctions [Miy95, Moo095], inter-
est in the behaviour of the electron spin in semiconductor systems has grown rapidly over the last
decade. Many devices have been proposed, combining the advantages of metal-based spin systems
with the tunability of semiconductors [PriS5, Bal00, Wal01, Aws02]. One prominent device is the
spin-transistor proposed by Datta and Das in 1990 [Das90]. Here, two spin-aligners (e.g. ferro-
magnets) are positioned at either end of a semiconducting channel. One spin-aligner injects spin
polarised current into the semiconductor channel, through which the current passes while experi-
encing tunable spin-precession. The second spin-aligner detects the spin orientation at the far side
of the channel. All three processes involved, spin-injection, spin-control, and spin-detection, prove
to be challenging on their own. However, insight into all three processes has been gained in the
last few years: spin-polarised currents have successfully been injected into semiconductors from
ferromagnetic metals [Ham99, Zhu01] and semiconductors [Ohn99,/ Fie99]. Calculations [Ras00]
and experiments [HanD2] even show that the injection efficiency can be significantly increased by
placing tunnel barriers at the ferromagnet/semiconductor interface. In the experiments mentioned
above, optical detection of spin-polarised currents was demonstrated. Recently, even successful
electrical detection of spin-polarisation has been reported [Hu01, Mei02, HamO02].

In narrow-gap IlI-V semiconductors, spin-precession in the semiconductor channel can be

LJulius Lilienfeld proposed a metal-semiconductor based device (MES-FET), and Oskar Heil proposed the metal-
oxide semiconductor device (MOS-FET) commonly used today.



1 Introduction

controlled via the mechanism of so-callRdshba spin-orbit interactiofRas60| Ras84]: breaking

of symmetry results in lifted spin degeneracy in the semiconductor channel, and the spipfstates
parallel and| |) antiparallel to a local spin-basBg differ in energy. While moving through the
channel, an electron in the stase=| 1)+| |) precesses around the axis definedrfDas90[ Z04].

The speed of the precession depends on the so-called Rashba paranikter major contribu-

tions to a can be identified, namely the electric field across the channel as well as the channel
boundaries|[Eng96, Eng97, Sch98]. By applying a gate voltage, the Rashba parameter can be
tuned in various materials [Nit97, HU99, Mat00, Kog02, Sch04]. In most casesas determined

from Shubnikov-de Haas (SdH) oscillations in magnetic fields of several Tesla. However, these
Rashba parameters do not necessarily agree with those at the near-zero magnetic fields, at which
all proposed spintronic devices operate [S¢h01, Sch02].

Weak antilocalisation (WAL) is well suited to determine the Rashba parameter at near-zero mag-
netic fields [Kna96, Kog(2]. WAL originates from interference of time-reversed electron paths in
two-dimensional electron systems. Applied magnetic fields destroy WAL, and a distinct signature
in the magnetoconductance is observed which can be used to determigethe time-reversed

paths arise from scattering, weak antilocalisation is only observed in the regime of diffusive trans-
port. However, the interference effects causing WAL can also be used to determine the Rashba
parameter at higher electron mobilities: the low-field magnetoresistance of specifically designed
interferometers exhibits Al'tshuler-Aronov-Spivak (AAS) oscillations, whose amplitude depends
on the strength ofx [Kog04].

Tuning of the Rashba parameter is usually accompanied by a change in carrier density. Devices
that, in addition to a front-gate, feature a back-gate below the channel, may provide a solution to
this problem. The combination of front-gate and back-gate should enable independent control of
the carrier density and the Rashba parameter [Gru00].

The work of this thesis addresses four of the topics above. First, the effect of large external mag-
netic fields on the Rashba parameter is investigated: the valaetietermined both by WAL

and by SdH oscillations for p-type InAs single crystals and for InAs/i®a 2sAs based het-
erostructures. Second, samples with ingrown back-gates are used to control the Rashba parameter
independent of the carrier density. Third, the Rashba parameter is determined in low magnetic
fields for a very wide range of carrier densities using WAL and AAS oscillations. Fourth, the inter-
play of the field and boundary contributions to the Rashba parameter are studied in samples with
and without an intermediate layer at one boundary of a quantum well.

The thesis is structured as follows: the second chapter introduces spin-orbit interaction in 111-V
semiconductors, followed by an an overview of the effects used to determine and quantify this.
Chapter 3 summarises the techniques used in sample processing and in transport experiments. Fol-
lowing this, Chapter 4 presents the results obtained in low and high magnetic fields on p-type
InAs single crystals. Chapter 5 shows the measurements on heterostructures with an InAs chan-
nel and an ingrown back-gate. Then, in Chapter 6, measurements of AAS oscillations are shown,
from which « is determined for a wide range of carrier densities. With these measurements, the
interplay between the field and the boundary contribution is demonstrated for four different het-
erostructures with an InGaAs/InAlAs channels. This thesis closes with an outlook and conclusions
in Chapter 7.



2 Basic concepts

In general, 111V semiconductors crystallise in the zinc-blende type lattice structure. Due to the
inversion asymmetry of the crystal system, the spin degeneracy in the conduction band is lifted in
the absence of external magnetic fields, and so-called zero-field spin-splitting occurs. This chapter
gives an overview of both the physical origin of this zero-field spin-splitting in a two-dimensional
electron gas (2DEG) and the phenomena used to quantify spin-splitting in transport experiments.

2.1 Zero-field spin-splitting

The spin degeneracy of electronic states in a 2DEG is lifted by breaking symmetry, either in time
or in space[[R6s89]. Time-reversal symmetry can be broken by an external magnetic field, re-
sulting in the Zeeman effect [Ze€97]. This thesis focusses on the breaking of spatial symmetry
and the resulting so-called zero-field splitting that persists even in the absence of applied magnetic
fields. The three main causes of this are Ik inversion asymmetr{BIA), structure inver-

sion asymmetrySIA), andinterface inversion asymmetfYlA). The relative strengths of these
depend on the choice of materials, dimensions, and boundaries of the channel and the 2DEG
[Lom88,[\Ver97| Eng97].

2.1.1 Bulk inversion asymmetry

Unlike the diamond lattice structure of silicon, the zinc-blende lattice of IlI-V semiconductors
lacks spatial inversion symmetry [Car88]. This inversion asymmetry leads to a spin-splitting that
can be described by [Dre55, Pik95]:

Haia = Youk(K) — K2) + Oyky (K — KY) + Ozko (G — KG)]. (2.1)

Here,y is a material-dependent consﬁnﬁi are the Pauli matrices arkld the wave vectors, for
i =X,Y,Z In the case of a 2DEG, electrons are confined to a two-dimensional plane of motion.
This gives rise to linear terms, in addition to the cubic ones, in the in-plane wave ﬁﬁzctcﬁor
confinement in direction of the z-axis this wave vector is giveﬁHby (kx, ky) and Eq) results
in [Kna96, Min04]:
k2 k3
Heiazo = V[kll (<k§> - Z') (oxkx — oyky) + %(kaf - Gyk;%)} ; (2.2)

with (k) being the mean square of the electron momentum in direction of the confinement.

1Some researchers referpas the Dresselhaus parameter.
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Fig. 2.1: Orientation of the local magnetic field caused by BIA for a 2DEG confined by a quan-
tum well in [001] direction (a) and of the local magnetic field caused by SIA (b) according to
[Win04]. Note thatBga is anisotropic irkj = (ky,ky) while Bgja is not. (c) Sketch of the dis-
persion relationg; | (k) in the presence of SIA. The indicésand | correspond to the two spin
eigenstates oBg|a, andEr denotes the Fermi energy. The zero-field splitiagof the energy
andAk of the wave vector between the two spin conduction-subbands are displayed.

The above contribution to zero-field spin-splitting is often called eibressselhaus terrafter the

author of the original publication [Dre55], dulk inversion asymmetry (BlA)s it stems from the

bulk semiconductor lattice, or simpky termdue to the cubic order dependency on the wave vector

k as is the case in bulk systems. Zero-field spin-splitting can be described by a local magnetic field
that lifts spin degeneracy. The orientation of this local magnetic field is shown if Fjg. 2.1(a) for
the [001] plane of zinc-blende type semiconductors. From this anfl Hq.(2.2) it is easy to see that
BIA is anisotropic inRH and only affects electrons with finifea, I.e. electrons in motion in the 2D
plane.

The strength of the term linear Rﬁ is influenced byy but is also related to the thickness of the
quantum welld via (k2) ~ d=2. As only BIA shows an explicit dependence on the thickness of
the quantum well, this can be used to determine the relative strength of_ BIA [Luo90]. BIA is
the dominant origin of zero-field spin-splitting in wide-gap semiconductors such as AlAs. With
decreasing bandgap, SIA becomes dominant and BIA can be neglected as is the case for InAs or
InGaAs [Sch98, MatC0].

2.1.2 Structure inversion asymmetry

The confinement of electrons in a 2DEG is generally due to a quantum well. Usually, band offsets
of the boundary materials or applied voltages lead to an asymmetry of this well. The breaking
of spatial symmetry results in lifted spin degeneracy, which can be exemplified as follows: the
asymmetric potential well effects an electric fiefd= —ﬁ(p, wherebyp denotes the macroscopic
electrical potential across the well. When passing through this field, the conduction electrons
interact with&: however, due to the Lorentz transformati@?ﬁappears as a magnetic fiefig,a

when observed from the reference frame of a moving electron. The local magnetiBdiglis

always perpendicular to botfi and to the vector of electron motion, as can be seen i. 2.1(b).

It can be understood as the origin of spin-splitting analogous to an external magnetic field causing
the Zeeman effect. For a quantum well confined in the direction of the z-axis, the resulting spin-
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splitting is described by [Ras60, Ras84]:

N

Hso = a[6 xK-&,

In this equatior denotes the vector of Pauli-matric&ss the electron wave vector aeglis a unit
vector parallel to the electric field. The spin-orbit interaction parameteralso called the Rashba
parameter, indicates the strength of the spin-orbit interaction and depends on the asymmetry of
the quantum well. Assuming parabolic conduction bands] E{.(2.3) yields the following energy
dispersion relations:
. 2k . Rk

1 (K)) = Ei+ 5 — alKy . Ey (k) = Ei+ 5+ afky, (2.4)
wherek; is the respective subband ground-state energy and the indanes$| correspond to the
states| 1) and| |) parallel to the two eigenvectors of the spin-basis system constitut&day
Spin degeneracy is lifted in the absence of external magnetic fields, so SIA also contributes to
zero-field spin-splitting. Fid. 211(c) shows a sketch of the two energy dispersions described by
Eq.@). The wave-vectors of the two spin orientatidqsindk |, differ for any given energy, and
their difference can be derived from Eq.(2.4) to be:
2m* o

ﬁZ
The electron wave vectdris associated with the phageaccording toy ~ &¥ In the presence
of SIA the spin eigenstatds’) and| |) will dephase with respect to each other, and mixed states
will experience spin precession. An especially interesting case occurs when the spin is of an equal
superposition of the two spin basis states,i\}fﬁ 1Y+ 1)). The spin then precesses in the plane

Ak =ki —k = (2.5)

defined by? andk, whereby the angle of precession is givenlby [Dat90]:

2m*olL

0=0kL="",

(2.6)

with L being the channel Ienﬁh Because the spin’s precession depends on the motion of the elec-
tron through the crystal lattice, the precession is often referreddpiasorbit interaction Tunable
spin-orbit interaction is necessary for tunable spintronic devices such as the spin-transistor [Dat90].
In a given device, tunability can be achieved by changme@.g. by changing the asymmetry of

the potential well.

In the case of parabolic band structure, the Rashba paramelso gives the correlation between

the strength of zero-field spin-splittig andAk, as can be derived from Eg.(2.3):

Ao = 200k 2.7)

A graphic description of these parameters is included in[Figy. 2.1(c). The Rashba parameter can be
described as [dAeS94, Eng96, Sch98]:

RPE, /. | d 1 1
“__<”’ d_z(E—Er7—<p<z>‘E—Er8—<p<z>>’”’>’ (2.8)

= e
2A more extensive description of the spin precession is given in reference [Sch01].
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with the k- p interaction paramete, the free electron masse, the subband enerdy in the
quantum well, the respective energigs andEr, of the valence band and the spin split-off band,
and the electrical potential(z). Here, the z-axis is defined as pointing from the sample surface
to the substrate. When determining the derivative in[Ed.(2.8), the regions of continuous poten-
tial and the boundaries between two materials must be considered separately. The Stetdhlled
contributionos to the Rashba parameter stems from the regions of continuous potential:

_ PFPEp 1 B 1 de
“ = \6m<[E—Er7<z>—<p<z>12 [E—Er8<z>—<p<z>12)f”" dz"
2
i@ W) (2.9

with the electrical fields; = —%% across the channel. Note ti@&t is always negative, & — Er,

is larger thark — Er,, for all materials, so that the sign of the field contribution is se{Hjs;| V).

Due to the changes in band structure, the derivative il E§.(2.8) shows a discontinuity at inter-
faces between different materials. Separate treatment of this derivative for the interfaces yields the
so-calledboundary contribution,; to the Rashba parameter, whereby the indedicates the
respective interface at the positign

- _ PE AEr, (2) . DEr(@) o
T fole([E—En(a)—(P(zi)]z [E—Erg(zi)—(p(z;)]z)llw(z')‘
= Coi [W(@)I° (2.10)

whereAEr,(z) =Er,(z< z) —Er,(z> z) andAEr,(z) = Ery(z< z) — Erg(z> z) are the ener-

getic changes of the; andlg bands at the position of the boundagnd|W(z)|? is the probability
density of the electron wave functiorEr,(z) andErg(z) are defined as the mean values of the
respective band energies on both sides of the boundary. Both field and boundary contribution
must be considered to properly describe spin-orbit interaction in semiconductor heterostructures
[Eng96/Gru00]. The total Rashba spin-orbit interaction parameter results as the sum of the two:

Oot = Of + Z Op i, (2.11)
|

in which the sum accounts for all boundariest which the value of¥(z)|? is not zero. The
relative importance of the field and the boundary contribution can be clarified by analysing two
basic potential designs, a square quantum well with differing boundary materials; an@ as

well as a quantum well with identical boundary materialsdyu 0. In the former case spin-orbit
interaction can be exclusively attributed to the boundary contribution due to differing pre-factors
Cp,u andCy, for the upper and lower channel boundaries [dAeS97]. In the latter case both field and
boundary contributions contribute to spin-orbit interaction, whereby the field contribution domi-
nates|[Eng97, Sch98, LinD5]. In general, a full description of SIA requires consideration of both
field and boundary contributions.

The description of spin-splitting becomes much more complex for non-parabolic bands. In the
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simplest approach, band non-parabolicity is accounted for by using a wave-vector dependent ef-
fective massm*(R). More refined approaches can be found e.g. in references [dAeS94, Mat00].
Zero-field spin-splitting due to an external asymmetric potential is commonly referred to as the
Rashba-effectaused btructure inversion asymmet(gIA).

The relative strengths of the BIA and the SIA contributions to zero-field spin-splitting depend
on the material system. In a rough approximation, the influence of the SIA term increases with
decreasing bandgap: in IlI-V semiconductors with large bandgaps, e.gﬁﬁm is the main

origin of zero-field splitting, whereas SIA dominates in materials with small bandgaps such as
InAS3. For example, it has been shown theoretically that BIA is the main origin of zero-field split-
ting in AlGaAs/GaAs systems and that SIA dominates splitting in InAs-based heterostructures
[Lom88,dAeS94]. However, of these two mechanisms, only SIA is tunable by an external param-
eter, e.g. a gate voltage, thus enabling control of spin-orbit interaction in a given semiconductor
device.

2.1.3 Influence of boundary conditions

Recent experiments have shown that the boundaries of a quantum well have an additional influence
on the strength of spin-orbit interaction. If the materials of the channel and its boundaries differ,
the different compositions of constituents yield localized electric charges which are the source of
interface inversion asymmetfyfA) [Ver97| Kre98/Ole01]. For semiconductors with a zinc-blende
lattice structure IlA is not distinguishable from BIA as the respective Hamiltonians are of the same
shape([Gan03]. In fact, different strengths of IIA are observed as an enhancement or reduction
of the effects typical to BIA. Therefore both effects are commonly described together using an
effective combined Dresselhaus parametethat incorporates both BIA and IIA contributions
[Gan04].

2.2 Shubnikov-de Haas oscillations

When a magnetic fiel®, perpendicular to a high-mobility 2DEG is varied, oscillations in the
magnetoresistance are observed. The carrier density distribution of the 2DEG can easily be de-
termined from these so-calléshubnikov-de HaaéSdH) oscillations[Shu30]. Zero-field spin-
splitting commonly leads to slightly different carrier densities of the two non-degenerate spin
populations. Two distinct peaks are observed in the carrier density distribution, from which the
strength of the splitting can be determined. In SdH experiments, the presence of two carrier densi-
ties manifests itself as beating patterns in the oscillations [Lu088, Nit97, Mat00].

3pandgap of AlAs: 2160 meV: bandgap of GaAs: 1514 meV; bandgap of InAs: 418 meV.
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Fig. 2.2: Simulation of Zeeman effect: (a) Landau levels in dependence of the magnetic field
for both spin orientations. (b) Landau levels plotted as a function of the reciprocal magnetic
field. The intersections with the Fermi enety are marked by circles — note that the frequency
of intersections B~ is identical for both spin orientations. (c) simulated FFT of the SdH
oscillations yielding the carrier density distribution. (d) SdH oscillations simulated as described
in Ref. [Luo90].

2.2.1 Common case

In a finite perpendicular field, > u~—! (u: mobility) the electrons of a 2DEG settle on so-called
Landau Ieve@ the energies of which are given by:

1 ﬁeBJ_
Ej,anj,o+(n+§) ——  neEN. (2.12)

whereE; o is the ground-state energy of the 2DEG subband. Varginghanges the energies of

the Landau levels, which pass through the Fermi energy with increasing magnetic field. As the
total number of electrons is conserved, the reducing number of Landau levels with incf@asing

are compensated by an increasing number of electron states per level. Due to scattering processes
the Landau levels are broadened but do not overlap, so that the resistance of the 2DEG is high
when a level passes through the Fermi energy and low when the Fermi energy lies between levels:
an oscillatory magnetoresistance of the 2DEG is observed. This oscillation is periodic with the
reciprocal magnetic field, and the carrier densgygan be determined from it as:

A 1\ e . e _4.839-10"%m 2
B,) hzrns °" hnA(1/B)) A(1/B))

Note that Eq[(2.13) assumes two-fold spin degengtakyast Fourier transform (FFT) of recorded
SdH oscillations versus the reciprocal magnetic field yields the carrier density distribution.

(2.13)

2.2.2 Influence of spin-splitting

When an external magnetic fieRlis applied to a 2DEG, time-reversal symmetry is broken. The
electron spin can align parallel and antiparalleBiovhereby the energy differs between the two

“4In a semiclassical picture, the Landau levels can be understood as closed circular orbits. Electrons will only con-

dense on these if they can complete an orbit without scattering, which is the c&efon ! [Dat95)].
5To obtain the carrier densities of the spin-subbands in the case of lifted spin degeneracy, all valyesustrbe

multiplied with a factor of two.



2.2 Shubnikov-de Haas oscillations
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Fig. 2.3: Simulated zero-field spin-splitting: (a) Landau levels in dependence of the magnetic
field for both spin orientations. (b) Landau levels plotted as a function of the reciprocal magnetic
field. The passes through the Fermi endegyare marked by circles. The frequency of the passes

in B~ is not identical for the two spin orientations. (c) simulated FFT of the SdH oscillations
yielding the carrier density distribution — note the presence of two different frequencies due to
different carrier densities of the spin subbands. (d) simulated SdH oscillations, the beating pattern
occurs due to the two differently occupied spin subbands. Simulations are performed as described
in Ref. [Luo90].

spin orientations. Thus spin degeneracy is lifted, and so-called Zeeman spin-splitting occurs. The
strength of Zeeman spin-splitting is proportional to the strength of the overall external magnetic
field and can be accounted for by supplementing td Eq(2.12) to obtain:

1. heB
Ej,n,sZEj,o+(n+§) mj+sguBB, neN. (2.14)

wheres = +1/2 denotes the spin quantum numleers the electrorg-factor, andug is the Bohr
magneton. Simulated Landau levels and SdH oscillations for the case of Zeeman splitting are
shown in Fig[ 2.R. Two superimposed SdH oscillations, one for each of the spin-subbands, can be
observed. As both oscillations are of the same frequency in the inverse magnetic field, the FFT
yields only one carrier density.

When zero-field spin-splitting prevails and Zeeman splitting is ignored, Eq}(2.12) must be altered
to:

1
Ejn=Ejo+(n+3)

heB, 1
e iéAo, neN. (2.15)

wherel\q is the zero-field energy splitting. Simulated Landau levels for the case of zero-field
spin-splitting are displayed in Fig. 2.3. The zero-field spin-splitting gives rise to two distinct car-
rier densities, one for each spin-subband, which result in two frequencR®stiof the Landau

levels passing through the Fermi energy. This is observable as a beating pattern in the SdH oscil-
lations. The analysis of beating patterns in SdH oscillations is a standard procedure to determine
the strength of spin-orbit interaction, i.e. the Rashba parametér a simple approach that only
accounts for band non-parabolicity via the effective mass, the following relations can be used to
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determinex from the spin subband carrier densities gained from SdH oscillations (cf. [Dat90]):

2m*o

ﬁ2
R2Ak

p— —_— H— 4 '
s o S ki = +/4rn

2
. g = ﬁ(\/47rnT—\/47ml) (216)
2m*

Ak = ki —Kk| =

wherebyk; andn; (i =T, ]) denote the wave vectors and carrier densities of the respective spin
subbandg and|. More complex analyses accounting for band non-parabolicity ab initio can be
found e.g. in Refs/ [dAeS97, HUS9, Mai00].

2.3 Localisation phenomena

In diffusive transport the free length of path of the conduction electrons is limited by scattering
processes. These allow for closed-loop paths along which the electrons are backscattered to their
origin. Under certain conditions this backscattering gives rise to interference effects and thus
causes conductance corrections. Two cases are distinguished: absence and presence of spin-orbit
interaction. In the latter case, the strength of spin-orbit interaction in the system can be determined
by approximating the conductance corrections with a model function. The quantum mechanical
phenomena underlying the interference effects will now be introduced for the case of a 2DEG.

2.3.1 Weak localisation

In absence of spin-orbit interaction and spin-scattering, non-ballistic transport is governed by elas-
tic and inelastic scattering. These processes are commonly descrilvgcbgiz, the mean times
between elastic and inelastic scattering processes, respectively. As showrin|Fig. 2.4(a), multiple
scattering can cause closed loop paths. Both directions of motion along such a path are equally
probable, so that the point of origin of the closed loop path can be viewed as a beam-splitter provid-
ing one partial wave in each direction of motion. Abiding by the waveform model, backscattering
can be described as follows: latbe the amplitude of an electron wavefunctign= Aq - €9 after

having completed a given closed loop path C (&hdhe corresponding amplitude of the wave-
function y' = Ay - g? of the path C’ that follows the loop in the opposite direction). Then, the
intensity of backscatterinig.c after one loop is given by [Dat95]:

lback= | W2+ |W/|? = y*y + y"*y/ = 2A3 |with |Ag| = [Ag|. (2.17)

An interesting case occurs 1f exceedst,: multiple elastic scattering is possible between two
inelastic scattering events so that electrons can complete closed loop trajectories in the 2DEG
while maintaining phase coherence. The two partial waves (along C and C’) interfere with each

10



2.3 Localisation phenomena

Fig. 2.4: (a) Scattering enables closed loop trajectories. Both possible paths of motion C and C’
along a given trajectory are equally probable. In the case of coherent transport along the closed
loop paths, interference of the partial waves travelling along C and C’ occurs on return to the
origin. (b) In the case of SIA, the local magnetic fiddga is perpendicular to both the electric

field E of the confining potential (not depicted here) and the electron wave viedBigia defines

the local spin-basis. (c) Closed loop paths in presence of SIA and long spin-coherence lengths:
the conduction electron’s spin will follow the local spin-baBiga quasi-adiabatically. The two
paths C and C’ are marked with black and white symbols and arrows. Note that the spins are
rotated in opposite directions when following C and C’; by 180clockwise orientation when
following C and by 180in counterclockwise orientation when following C'. Therefore, the spins

of the two partial waves are rotated by 3&Gith respect to each other.

other after having completed such a closed loop path. In this case, interference terms must be
considered, so that the intensity results in:

lback = [WH+VP =y y+yy +y y+yy
= AG+AAG+ AP+ AT = 4A] With Ag = A, @ ¢/, paths (2.18)

It can be seen from equatiorjs (2.17) and (2.18) that the backscattering amplitudes of incoherent
and coherent closed-loop paths differ by a factor of two. The interference enhances backscattering
which results in reduced conductivity. The reduction of conductivity by constructive coherent
backscattering is calledeak localisation

Weak magnetic field8, are applied perpendicular to the 2DEG to quantify the effect of weak
localisation. The field quenches localisation in the following way Sebe the area enclosed by

the closed loop path C. With the magnetic field describeB as- [ x D (B: vector potential), a
charged particle moving alor@experiences a phase shift bf [Sch90]:

e [ = ie
Opag(B1 ) = ﬁja{CDolr': °B.S (2.19)

The resulting phase shmﬁnagfor a particle moving alon@’ is identical in magnitude but opposite

in sign. The total phase difference between the interfering partial wéugs= ®mag— CD’mag:

2|®Pmagl increases with increasing magnetic field so that the magnitude of the interference term os-
cillates with magnetic field. As all possible coherent closed-loop paths in the system, in particular

those enclosing areas of different sizes and thus having different frequencies of oscillation, must be
considered, an applied magnetic field effectively destroys the reduction of conductivity caused by

11
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Fig. 2.5: Simulated magnetoconductances of a 2DEG in a perpendicular external magnetic field.
Classical conductance (dashed line), weak localisation (solid line) and coexistance of weak lo-
calisation and antilocalisation (dotted line) are displayed.

weak Iocalisatioﬁ. The probability of backscattering, and with it the conductance correction due
to weak localisation, decreases monotonously with increasing magnetic field until it disappears
completely at a fieldBi; [Dat95]. The destruction of weak localisation by magnetic fields leads
to a characteristic magnetoconductance signature that is exemplarily depicted in|Fig. 2.5.

2.3.2 Antilocalisation

Zero-field spin-splitting influences the effect of weak localisation: the constructive interference
that promotes backscattering in the case of weak localisation can be turned into destructive inter-
ference that reduces backscattering. A reduced backscattering leads to an increase in conductance.
If zero-field spin-splitting is caused by SIA, the reduction in backscattering can be described by a
simple graphic approach: as shown earlier, the local magnetidigidnduced by SIA is always
perpendicular to both the electric fieftlof the confining potential and the in-plane wave vector

RH- Bsia constitutes the local spin-basis, as can be seen i. 2.4(b). In 1lI-V semiconductors
that lack inversion symmetry, e.g. in GaAs or InAs, the D’yakonov-Perel mechanism dominates
spin dephasing [Z04] so that the electron spin will follow the local spin-basis quasi-adiab@tically
After completion of a closed-loop pa@) the spin of an electron is rotated by 28Gith respect to

its initial state, as can be seen in Fig.]2.4(c). However, the direction of spin rotation is opposite for
electrons moving along the same path in opposite directions, i.e. folldimgC’, respectively.

Thus, on return to the origin, the spins of the electrons follov@rage rotated by 360with respect

to those followingC'. If the paths are phase-coherent, i.e. contribute to weak localisation, then the
rotation of the spins of the two paths will affect the interference: the %pimve function is pe-

5This is contrary to the case of lithographically patterned interferometers with only one or a strictly limited num-
ber of possible paths (e.g. Aharonov-Bohm rings [Tim87, Nit02]) in wischwill lead to an oscillation of the
conductance.

"The orientation oBg A changes with each change in directiori?ﬂn‘ Quasi-adiabaticity implies quasi-instant and
continuous following of the changes B by the electron spin. For an overview of spin dephasing mechanisms
see[[Fab99].

12



2.3 Localisation phenomena

riodic by 720 with respect to rotations in real space [Aha67] so that rotation of two interfering
spins by 360 to each other effects a sign change of the interference [Ber84]. A sign change in the
interference term corresponds to a change from constructive to destructive interference or, when
considering the system as a whole, from an increase in backscattering to a decrease. The resulting
increase in conductance is caleak antilocalisatior{WAL).

A full description of WAL is achieved by considering zero-field spin-splitting as a spin dependent
vector potenti@ as done bytordanski, Lyanda-Geller, and Piky$LP). From this one obtains a

full theoretical description of the magnetoconductance corrections caused by weak localisation and
antilocalisation in the presence of zero-field spin-splitting [10r94]:

e { 1 239+ 1+ bso
4n?h | ap  a1fag+ bsg — 2bso
> {3 382 + 2apbso— 1 — 2bso(2n+ 1)

AG(BL) =

N [an+bsgan-18n+1 — 2bse[(2n+ L)an — 1]

-2

n=1

+ 2In(btr)+w(%+b¢)}, (2.20)

with:

1
an = n+§‘|‘b¢+bso,

X
Y(1+x) = ,
n:1n(n+x)
Htr H(p Hso
— b, = —2 —— 2.21
b[l’ BJ_, (0} BJ_7 SO BJ_ ( )

Here, W denotes the Digamma functland B, is the component of the magnetic field perpen-
dicular to the 2DEG. If Rashba spin-splitting is explicitly ignored, i.e. the cubic Dresselhaus term
remains as only contribution to spin-splitting, then the ILP theory is reduced to the expression
formerly obtained by Hikami, Larkin and Nagaoka (HLN) [Hik80]. This was, albeit incorrectly,
used to analyse early WAL data in systems with zero-field spin-splitting [Dre92, Che93, Sch02].
The independent variables of Eq.(2.20) Breand the characteristic magnetic fields, H,, and

Hso. The values oH, andHso, Which indicate the strengths of inelastic dephasing and spin-orbit
interaction, effect the shape At (B, ) whereadH;,; only leads to an offset [Kog02].

If the linear contributions to zero-field spin-splitting dominate, then one obtains the following
association with the respective scattering timg$ = ¢,tr) andAg [lor94,[Kna96]:

h h 1

= = Hso= ——— 2.22
?~ 4Det,’ "~ ADen,’ S0 BADeNZ7,’ (2.22)

whereD denotes the diffusion coefficient. Note tlf in the references [lor94, Kna96] is defined
as half the zero-field splittindo = 2Q,. Using the result foHso from Eq.[2.22), the relation

8In analogy to the vector potentiél of an external magnetic field, this vector potential yields a total effective
magnetic field which can be understood as a superpositiégmfand Bsia.

oY(x) = d[i<XX> =d(fet-tdt), x>0
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Fig. 2.6: Schematic of a square spin interferometer. (a) In the case of AAS oscillations, two paths
of motion with equal probability but with electrons running in opposite directions exist. On return
to the origin self-interference with the respective time-reversed path occurs. (b) Aharonov-Bohm
type paths in an interferometer.

Do = 2akg for the zero-field spin-splitting enerdyy, and the diffusion coefficient given by

2
Tir VE hke
D = —— - _
2 VE =
ﬁZ 2
. Db - ;t(—mk)"; (2.23)

one can determine the spin-orbit interaction parameteom fitting experimental weak antilocal-
isation data with Ed.(2.20) according to:

\/ ﬁseHso

n*

Experimental data can be fit with Eq.(2.20) to yield the characteristic fields. In addition to these,
the only information required to determine the strength of spin-orbit interaction is the effective
electron mass, as can be seen in[Eq.{2.24). The effective mass is obtained from temperature-
dependent SdH oscillations or cyclotron resonance [And82, Neh95].

o=+ (2.24)

2.4 Al'tshuler-Aronov-Spivak oscillations

The two previously presented methods to quantify spin-orbit interaction require either diffusive
transport, as is the case for WAL, or high-mobility samples and high magnetic fields, as is the case
for SdH oscillations. In contrast, specifically designed interferometers provide a system well suit-
able to determine the strength of spin-orbit interaction in high-mobility samples at low magnetic
fields. Closed loop spin-interferometers have been proposed for both cifcular [Nit99] and square
[Kog04] geometries. Experiments on circular interferometers prove to be difficult, as electrons are
required to complete a full circular loop ballistically and without scattering. Square loop systems,
as depicted in Fig. 216, are more simple to implement: ballistic electron transport along the sides
of the interferometer and spin-preserving scattering at each corner are sufficient prerequisites to
observe interference effects.

In a designed interferometer the same effects prevail as in a 2DEG plane. Concerning closed-loop

14
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Fig. 2.7: Calculated amplitude of AAS oscillations as a function of the spin precession angle

6 along one side of the lengthof the interferometer (cf. E{.(2.R5)). The passes through zero
are marked. They can easily be distinguished in experimental data and thus are very suitable to
determine the Rashba parameter.

trajectories, the shape of the interferometer ideally limits the number of possible paths to one.
Thus, the effects underlying weak localisation and antilocalisation in a disordered system now
lead to oscillations of the magnetoresistance in an external magneti®fielthe entry point to

the loop can again be considered as a beam splitter, creating two equally probable partial waves
that travel around the interferometer in opposite directions. After completing a full path around
the loop they interfere.

When a magnetic fielB | is applied perpendicular to the loop, the partial waves experience a phase
shift ®mag as described by E.(2[19). The sign of the phase shift is opposite for the two partial
waves so that the interference oscillates with a periogeﬂgf (L2: loop area). These are the so-
calledAl'tshuler Aronov SpivakAAS) oscillations [AI'81]. In single interferometers, Aharonov-
Bohm type oscillations with a period %% can be observed [vdW03]. These originate from the
interference of two partial waves that each complete half a passage through the interferometer on
differentpaths (cf. Figl 2)6(b)). However, Aharonov-Bohm type effects are suppressed in arrays of
interferometerd [Dol86] and will thus be neglected here.

Spin-orbit interaction influences both sign and strength of the interference that leads to AAS oscil-
lations: the spin of an electron moving through the interferometer precesses, whereby the preces-
sion angled for transport along one side of the interferometer of legthgiven by Eq|[(2.6). The
stronger the spin-orbit interaction is, the greater the angle of precession. Thus the angle between
the spins of the electrons on time-reversed paths at return to the origin is dependent on the strength
of spin-orbit interaction. This results in an oscillatory dependence of the backscattering amplitude
A on the precession angle and thus on the spin-orbit interaction strength |[Kog04]:

A0) = %(co§9+40059 Sinf0 + coL6). (2.25)

Ideally, the resistance of an interferometer is proportional to the backscattering amplitude. There-
fore, considering the magnetic field applied perpendicular to the interferometer, the total resistance
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of the system results in:

2 2el?

Experimentally, one observes both an oscillation with varied magneticBieland an oscillation

with varied Rashba parameter The actual value oft can be determined from the latter by using

both Eq(2.5) and Eq.(2.P5). A plot of Hq.(2]25) in dependence of the precessiorgaagleown

in Fig.[2.7. When determining the Rashba parameter, three points must be considered: first, traces
must be recorded at various valueo$o as to determine at least two maxima, minima or passes
through zero. Second, a point of reference is requiredxfoas AAS oscillations only provide
relative values: a possible offset of & (n: signed integer) ir6 cannot be ascertained. Third, a
second point of reference for is required to determine thdirection of the dependence @t on

an external value. As the amplitude of AAS oscillations as a function of the spin precession angle
has many symmetry points, an increase or a decreagernfiependence of an external parameter

can only be ascertained with a second reference point. In gated samples, the points of reference
can be obtained by means of WAL by depleting the sample into the regime of diffusive transport.

RO }+A(0) cos(hﬂ) (2.26)
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3 Processing and experimental techniques

To perform transport experiments, semiconductor systems in defined geometry are required. Sam-
ples in such defined geometries are made in a complex sequence of processing steps. This chapter
briefly introduces the basic processing steps used in making samples and gives an overview of the
experimental techniques used in low-temperature transport experiments.

3.1 Processing

The individual processing steps taken in the sequence of sample fabrication are simple. Most of
these processing steps are common clean-room procedures, so that their description will be kept
to a minimum here. Detailed parameters of all steps as well as full processing sequences can be
found in Appendix A.

Surface treatment

In heterostructures, the properties of the channel and the 2DEG are defined by the choice of ma-
terials and the sequence of layers. This is not possible in bulk p-type InAs, in which the 2DEG
is located at the surface of the semiconductor (for details, see Sgctjon 4.1). However, the proper-
ties of the channel and 2DEG show a clear dependence on the condition of the surface [Mat94].
In its pristine state, the surface of p-type InAs is rough and dirtied with impurities. Due to this,
the mobility of the 2DEG is reduced, and interface scattering occurs when current is passed to
the semiconductor from metal surface-electrodes. Surface treatment is performed to reduce both
roughness and the number of impurities at the surface. A two-step polishing process is used: first,
the sample is mechanically polished with a suspensionohlAl,O3 grains in HO. Then, chem-

ical polishing with a solution of @25%, Bromine in Methanol is performed. The polishing results

in an average roughness of the interface of approximately one nm, excluding occasional grooves
[Kr02].

Lithography

At many different stages of sample processing, selective access to regions of a semiconductor is
necessary. Lithography is the common method of patterning: the sample is coated with a sensi-
tised resist which is subsequently exposed, either in an electron beam lithography system or with
ultraviolet light in a mask aligner. In the former case, the exposure follows a CAD-designed mask

according to which a computer controls the electron beam. In the latter case the sample is brought
into contact with a shadow-mask, that contains a positive image of the desired pattern, and then is
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exposed through the mask. In both cases the resist is developed after exposure. After developing,
the sample surface is uncovered in the areas that were previously illuminated, while a protective
layer of resist covers the remainder of the sample. However, despite developing, traces of resist
remain in the illuminated areas. These are ashed by an oxygen plasma in a barrel reactor or by
ozone in a UV ozone stripper. Processing steps following lithography only affect the areas of the
sample not covered by the protective layer of resist. The resists used were NT®-MAC for

electron beam lithography and Shipley’s S1813 for optical lithography.

Deposition

Electrodes, leads, annealed contacts, and gates require materials to be deposited on samples. Two
common techniques are available for deposition, thermal evaporation and DC-sputtering: in the
former case, the required material is heated up to evaporation temperature in high vacuum. Heat-
ing is effected either by passing a current through a tungsten boat or by means of a high-power
electron beam. Vapour of the material is then emitted from the heated source and condenses on
the surface of the sample. In the case of sputter deposition, an Argon plasma is ignited above a
fixed target of the required material. A DC electric field is used to accelerdtéofis towards the

target. On impact, the ions cause material to sputter off the target and onto the sampl@.surface
Following deposition, a so-called lift-off procedure is performed: an organic solvent is used to
wash away the resist remaining on the sample surface after lithography. This also washes away the
deposited material on the resist, that is not in direct contact with the sample surface. In the regions
previously illuminated in lithography, the desired material remains on the sample.

Both thermal deposition and sputtering can also be used to deposit gate oxides. However, a third
method called Plasma Enhanced Chemical Vapour Deposition (PECVD) yields oxides of higher
quality. To deposit e.g. Si§) a plasma of Sikdand NO gas is ignited, from which Si¥conden-

sates onto a heated sample surface. The plasma can be ignited either by a radio frequency electric
field or by electron cyclotron resonance.

Etching

When materials must be removed in a controlled way, as e.g. necessary to define a 2DEG
into Hall-bar geometry, etching is used. The two commonly used methods are wet chem-
ical etching and Reactive lon Etching (RIE). Arsenide-based Ill-V semiconductors are wet-
chemically etched by means of acidic solutions of eithejP€&;:H,O2:H,O, 1:10:100 or
CgHgO07(20%):H,0»(30%), 20:1. The latter solution is material-selective, as it does not etﬂw InP

In contrast, HCI:HPO,:CH3COOH:H0, 2:2:5:2 is used to selectively etch InP, as it does not af-
fect As-based IlI-V semiconductors. SiQate oxides are wet chemically etched with diluted HF.

In RIE, a gas plasma of etchant is ignited by a radio-frequency electric field. The ions of the plasma
are then accelerated towards the sample surface by an additional DC field. Etching then functions
as a combination of physical and chemical processes. A plasma gBEIN gas is used to etch

1A good introduction to sputter processes can be found in [Pel03].
2Characterisation of the etch rates affD4:H,>0,:H,0, 1:10:100 can be found ih [dBD3]
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3.2 Low temperature magnetotransport experiments

[11-V semiconductors, and a plasma of Cklfras is used to etch SpOIn contrast to wet chemical
etching, RIE is a anisotropic technique that produces straight edges with no undercut. RIE is com-
monly used when precision is required, such as for small-dimensional structures like Hall-bars or
interferometers. Wet chemical etching is used for larger structures such as connecting leads and
bondpads.

Connection of backgates

Ingrown backgates are difficult to connect. Care must be taken to prevent short-circuits with the
channel positioned above the back-gate. Thus, direct connection by annealing is not possible.
Some heterostructures used in this thesis feature a backgate that is located aboub#I|8w the
sample surface, i.e. about Ju2n below the channel. Wet chemical etching is used to remove the
top L1 um of the heterostructure in a corner of the sample, leaving about 200 nm of semiconductor
remaining above the backgate. Then, using a second photolithographic step to prevent overlap with
the channel, a mixture of gold, germanium, and nickel is deposited above the etched area. Finally,
an ohmic contact to the backgate is made by annealing.

3.2 Low temperature magnetotransport experiments

In this thesis, the electronic properties of a 2DEG are studied in so-dediespbort experiments

a current is passed through the system and the resistance is measured in dependence of various
externally applied conditions. All experiments are performed at temperatures of 4.2 K and below,
using the following cooling systems: a conventiofide cryostat with a variable temperature in-

set (VTI), reaching temperatures down to 1.5 KBHe cryostat, reaching temperatures down to

300 mK, and &He-*He dilution refrigerator with a base temperature of about 15 mK.

Electrical contact to the samples is made in a standard four-poinﬁsetsmall AC bias current is
applied across the sample by means of two terminals. The voltage drop across two other terminals
is recorded, using Stanford Research Systems SRS830 lock-in amplifiers. To observe small varia-
tions in voltage on a large background, such as in the measurements of WAL in heterostructures,
the 'offset’ and 'expand’ functions of the lock-in amplifier are used. These subtract a background
from the input signal before A/D conversion is performed, and then expand the measurement range
[Sys]. The sample’s resistance can be determined from the bias current and the voltage drop by
means of Ohm’s law. Magnetic field&sof up to 12 Tesla are applied perpendicular to the sample
surface, using superconducting magnets. In high field measurements, Be: 280 mT, the mag-

nets are controlled by Oxford Instruments’ IPS120 power supplies. In low field measurements, the
magnets are driven either by an Advantest or by a Keithley 2400 low-noise current source. The
latter two allow for resolutions better than id. Gate voltages are applied using either Yokogawa

or Knick low-noise voltage sources. All equipment is controlled by means of software running
within the framework of th@bject Benclpackage by Oxford Instruments.

3Samples in Corbino geometry feature only two metallic contacts to the channel, source and drain. As these must
simultaneously function as current leads and voltage probes, use of a four-point setup is not possible. However,
starting from these contacts, separate wiring is used for current and voltage.
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4 p-type InAs single crystals

Acceptor doped crystalline p-type InAs is an interesting material system for spin-related transport
experiments: a 2DEG is formed at the crystal surface that exhibits no Schottky barrier to normal
metal contacts. In addition, p-type InAs exhibits strong spin-orbit interaction. This chapter briefly
introduces the material system and the sample geometry and then presents the results of transport
experiments performed in low and high magnetic fields to determine the strength of spin-orbit
interaction.

4.1 Material system

The p-type InAs single crystals u@are Zn doped at a nominal acceptor concentration of
2.010 cm 3. A so-called electronic inversion layer is formed at the crystal surface. In this
layer, the conduction band is below the Fermi energy so that electrons are the majority carriers. As
is displayed in Fig. 4]1(a), this leads to a quantum well of approximately triangular shape [And82].
A roughly 10 nm deep 2DEG is formed, containing quantised energy levels arising from the con-
finement. For the doping concentrations and the gate voltages used, only the lowest subband in
the quantum well is occupied. Higher subbands can be excited by applying high gate voltages, as
is demonstrated in reference [Kir02]. The 2DEG is insulated from the bulk crystal by a depletion
region of about 60 nm depth.

The large spin split-off of the p-type InAs valence banddsf380 meV allows for strong spin-

orbit interaction in the conduction band. Spin-orbit interaction arises from both SIA and BIA,
whereby the former dominates and the latter can be neglected, as will be done in the following
[dAeS94/Sch98]. The large SIA is caused both by the strong potential gradient and the unequal
boundaries of the triangular quantum well [dAeS94, dAeS97].

Due to the small band gap of 418 meV (at T=4.2 K), the conduction band of InAs exhibits strong
non-parabolicity. This non-parabolicity must be taken into account when determining the strength
of spin-orbit interaction as it reduces the Rashba parameter, especially for higher carrier densities
[Hu99]. In the simple approach used here, this can be achieved by means of a wave-vector depen-
dent effective electron mass (k) [Sch04]. More extensive descriptions of band non-parabolicity,
using a two levek - p approach, can be found in [Mer87, Mat00, Kir02].

1Samples supplied by Crystec, Berlin.
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depletion
ca. 60 nm

insulator! semiconductor (p-InAs)

Fig. 4.1: (a) Band structure at the interface region of p-type InAs and an insulator. The blow-up
shows the inversion layer, approximated by a triangular potential well, wh&igeydE; denote

the lowest two electronic subbands in the well &rddenotes the Fermi energy. (b) Micrograph

of the Corbino sample #1095-43. The main image shows the center section, the inset an overview
of the transistor with source (S) and drain (D) electrodes, the ring-shaped channel (C) and the
square gate bondpad. The inner source electrode has a radiusoff3@dd the channel and the

drain electrode have widths of 1@0m and 30Qum, respectively.

4.2 Sample geometry

A defined channel geometry as required for transport experiments cannot be obtained by etching
of p-type InAs, as the entire surface is covered by a 2DEG. Instead of using Hall-bars, field-effect
transistors are fabricated in so-called Corbino geometry [Corl11]. A circular inner source (radius:
300 um) and a ring-shaped outer drain electrode (inner radius:4A0outer radius: 70@m)

enclose a ring-shaped electron channel. This geometry gives rise to parabolic magnetoresistance
in fieldsB, perpendicular to the device, describe@by

Rgeo(B.) = Ro(1+u?B?). (4.1)

A ring shaped metallic gate, interspaced by 350 nm ofSi©positioned above the channel. By
means of the field-effect, the potential gradient of the quantum well can be mﬁdl'ﬁleis allows

for control of the strength of SIA, but also affects the carrier density. An image of a sample in
Corbino geometry is shown in Fig. 4.1(b).

4.3 Experiments

The mobility of samples in Corbino geometry can be determined from their low-field magnetore-
sistance. In the classical regime, i.e. for magnetic fi@ds< u, and neglecting effects of weak
localisation and antilocalisation, the low field magnetoresistance follows Bq.(4.1). By fitting exper-
imental low-field magnetoresistance results with [Eq](4.1), the electron mabilitggs determined

2A derivation of this dependence can be found in reference [$ch01].
3A good graphic description of this is found in Fig. 2.2 in reference [Baa04].
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to peak at 5000 c@: the high concentration of acceptors as well as the roughness of the p-type
InAs surface are the origin of the low mobility. This low mobility makes p-type InAs very suitable
for weak localisation and antilocalisation experiments. However, measurements of SdH oscilla-
tions prove to be more challenging: oscillations can only be observed in high magnetic fields where
they are wider spaced. Ideally, a full period of a beating pattern, i.e. the range between two nodes,
is necessary to precisely obtain the spin-subband carrier densities by means of FFT. This is only
the case at very high carrier densities, and only at these can the spin-splitting and thus the strength
of spin-orbit interaction be gained by means of SdH. The methods used to determine the strength
of spin-orbit interaction from SdH oscillations and from WAL are described in sedtiong 2.2.2 and
[2.3, respectively.

Low temperature magnetoresistance experiments are performed on field effect transistors patterned
on p-type InAs in Corbino geometry. A voltage applied between gate and channel is used to mod-
ify the strength of SIA in the inversion layer. The associated inevitable change in carrier density
is used to match the results of different samples studied. Both SdH oscillations and WAL are ob-
served within the same cooling cycle for various gate voltages.

The SdH oscillations exhibit distinct beating patterns for higher carrier densities. By means of FFT
analysis, non-zero Rashba spin-splitting is observed for carrier densities abd@2cin—2. At

lower carrier densities, the number of oscillations recorded is not sufficient for the FFT to yield a
carrier density distribution, in which two peaks can be identified. Effects of WAL are observed for
carrier densities as low asi'! cm~2, whereby the strength of spin-orbit interaction parameter

can be determined for the entire carrier density range studied [Sch01].

The WAL traces are analysed by fitting the magnetoconductances with the theory of Hikami,
Larkin, and Nagaoka [Hik80], which was the common theory for analysis of weak localisation
effects at the time the experiment was performed. As briefly mentioned before, this theory only
incorporates contributions to spin-splitting that are of the ordé? pfvherek is the electron wave
vector. It does not correctly quantify effects linear in k, such as SIA, which are the dominant cause
of spin-orbit interaction in InAs systems. However, relative changes in the Rashba parameter
are sufficiently described.

Comparison of the values far obtained by analysis of SdH oscillations with those obtained by
analysis of WAL with the theory by Hikami, Larkin, and Nagaoka show reverse trends: while the
SdH data yields an increase énwith increasing carrier density, WAL gives the opposite depen-
dence. These results are presented on the following pages in Paper A, which has been published in
Physica Status Solidi B33 436 (200Z]|

4Reprinted with permission from Physica Status Solid38, 436 (2002), ©2002 by Wiley-VCH.
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Weak Localization and Antilocalization
in the Two-Dimensional Electron System on p-Type InAs
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Universitit Hamburg, Jungiusstr. 11, 20355 Hamburg, Germany

(Received June 12, 2002; accepted July 22, 2002)

PACS: 72.20.-; 73.20.Fz; 73.23.-b; 73.63.-b

We have performed low temperature magnetoresistance measurements of the two-dimensional
electron system (2DES) in an inversion layer on p-type InAs. In high magnetic fields perpendicu-
lar to the 2DES beating patterns in Shubnikov—-de Haas oscillations are observed from which the
Rashba spin—orbit interaction parameter is determined. In the low-field regime we perceive weak
localization and antilocalization. By fitting to the gathered localization data the elastic, inelastic,
and spin relaxation times as well as coherence lengths for diffusive transport are determined for
different applied gate-voltages. The Rashba parameter determined from these relaxation times is
compared to the values obtained from the high-field Shubnikov-de Haas oscillations.

1. Introduction Use of the electron spin is a hot topic in the field of quantum comput-
ing as well as in spin electronics. The spin is used either as an additional degree of
freedom or to substitute the charge degree of freedom [1, 2]. Many applications have
been proposed, ranging from magnetic memory [3] over the spin-transistor proposed in
1990 by Datta and Das [4] to quantum computing with coupled spin-states [S]. The
former has already been successfully demonstrated and industrial production is near.
The implementation of the latter devices is one of the major fields of basic research in
today’s solid state physics.

The Datta and Das spin-transistor is a semiconductor spin analog to the electro-opti-
cal modulator. It is built up as a semiconductor—ferromagnet hybrid system, using ferro-
magnetic electrodes as spin-polarization injectors and detectors. Hereby the magnetiza-
tion vector of the electrodes is parallel to the direction of electron transport as is
depicted in Fig. 1a. Between the ferromagnetic source and drain contact the electrons
ballistically pass through a semiconductor channel, their spin precessing due to spin—
orbit interaction originating from the Rashba effect [6]. The source—drain current
should be modulated by control of the spin orientation at the end of the semiconductor
channel with respect to the magnetization vector of the drain electrode. The spin-pre-
cession angle A6 = 2m™alL /h* between the source and drain electrode is a function of
the gate-voltage dependent Rashba parameter a, the effective electron mass m”*, and
the channel length L [4].

Current research activities contributing to the development of such a device include
improvements in growth and design of high-mobility 2DES, especially in narrow-band
III-V semiconductors [7-9] as well as the investigation of spin-polarization control via
the Rashba effect in the 2DES channel [10-12]. Theoretical considerations stress the
role of the ferromagnet/semiconductor boundary [13—15]. The prevalent experimental
means to analyze spin-control are either optically or transport at high external magnetic

1) Corresponding author; e-mail: cschierh@physnet.uni-hamburg.de
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fields. Optical experiments include the investigation of spin-injection from ferromagnets
into semiconductor channels [16—18] as well as measurements of spin coherence lengths
[19, 20] in the semiconductor. In transport measurements, a widely-used method to
determine spin—orbit interaction in semiconductors currently is the evaluation of beat-
ing patterns in Shubnikov—de Haas (SdH) oscillations.

In addition to SdH measurements we have recorded weak localization and antilocali-
zation as a function of an applied gate-voltage in inversion layers on p-type InAs single
crystals. We use the localization to determine elastic, inelastic, and spin relaxation times
as well as the strength of spin—orbit interaction, expressed in form of the Rashba-para-
meter o in the limit of low external fields (Bey < 400 mT). We compare the data with
that determined from high-field Shubnikov—de Haas measurements on the same sam-
ple. At this point we would like to mention the difficulties concerning the parameter o.
A distinct model of the semiconductor band structure must be assumed to extract the
coupling strength from experimental data, thus giving rise to an uncertainty. For exam-
ple, the consideration of non-parabolicity in the band structure can result in a change
of the Rashba-parameter by approximately a factor of two [10]. However, since this
parameter is the established means of comparison for spin—orbit coupling in semicon-
ductors in the presence of asymmetric macroscopic potentials, we will use it to discuss
and compare our experimental low- and high-field results.

Weak localization originates from interference between time-reversed trajectories of
the conduction electrons and leads to a negative magnetoresistance in low fields [21].
In the presence of spin-dephasing the constructive interference is transformed into de-
structive interference and so weak localization is turned into antilocalization, causing a
positive magnetoresistance for near-zero fields followed by the negative magnetoresis-
tance of localization with increasing field (cf. the solid curve in Fig. 2). Analysis of

(a) (b)
e INAS

1, =300um, r,=400pum, ry=700um

source () L drain (C)

i source ate
drain » g

L S Gy -

_—v

inversion-layer

[ p-type InAs [l A/Au I SiO,

Fig. 1. a) Ballistic spin transistor as proposed by Datta and Das [4]. Two ferromagnetic electrodes
at either end of a 2DES act as spin-polarization injector and detector. The spin precesses in the
2DES channel of length L due to the Rashba effect with a gate-voltage dependent frequency.
Scheme b) and cross-section c) of the sample in Corbino geometry used in the localization experi-
ments. The inner circle represents the source contact, the outer ring the drain
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Fig. 2. (online colour). Raw experimental data (solid line) for a gate-voltage of V, =5 V is fitted
with the classical Drude-magnetoresistance parabola (dashed line)

localization according to [22] has been used to characterize spin-orbit interaction in
GaAs- and InAs-heterostructures [23, 24] as well as in InAs single crystals [25], where-
by at the time of writing of the latter article the observed effects could not be under-
stood sufficiently in theory.

In this paper we show measurements of SdH oscillations, including beating patterns
as well as measurements of weak localization and antilocalization, then compare the
Rashba-parameters obtained by the two methods. Finally we present an outlook.

2. Samples The samples used to measure weak localization and antilocalization are
based on p-type InAs (100) single crystals doped with Zn at a concentration of
2.0 x 10”cm™3. A two-dimensional electron system (2DES) that does not form a
Schottky-barrier to metals [26, 27] exists at the surface of this material [28]. The 2DES
is confined in an approximately triangular potential well, the inclination of which, and
thereby the surface electric field, is controllable by a gate-voltage. The Rashba spin—
orbit coupling parameter is expected to be proportional to the surface electric field,
thus permitting control of the spin—orbit interaction via a gate-voltage [29].

After mechanical and ‘bromine in methanol’ chemical polishing of the InAs surface
the electrodes of a field-effect transistor (FET) in Corbino geometry are patterned by
optical lithography and thermal evaporation in a so-called ‘lift-off” process. The electro-
des consist of a 35 nm Al layer protected by a 10 nm Au cap, whereby the circular
source electrode has a diameter of 300 um, the ring shaped drain electrode inner and
outer diameters of 400 um and 700 um, respectively, as can be seen in Figs. 1b and c.
The semiconductor channel between the electrodes has a length of 100 um. An Al/Au
gate electrode is placed above the channel, insulated from this by a 340 nm thick SiO,
layer deposited by plasma-enhanced chemical vapor deposition (PECVD).

All measurements are performed in a *He evaporation cryostat at a temperature of
2.65 K. In the localization measurements the sample is biased with a constant current
Ivias = 10 pA. The lock-in response to a superposed modulated bias current of ampli-
tude 10 pA and frequency 3.33 kHz is recorded for various gate-voltages. In the SdH
measurements the response to a gate-voltage modulation of amplitude 0.5 V and fre-
quency 377 Hz at a constant bias current of 10 uA provided better results.
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Samples in Corbino principally geometry exhibit a parabolic Drude magnetoresis-
tance of Rp(B) = Ry(1 + u*>B?) with R, being the zero-field resistance and u the mobi-
lity. To specify the quantum corrections to the magnetoresistance caused by weak locali-
zation and antilocalization, this Drude term must be determined and subtracted from
the experimental data. This is performed by fitting parabolas with the characteristics
described by the equation above to the measured magnetoresistance under considera-
tion of data taken at external magnetic fields of By > 0.6 T only, so as to exclude
localization effects. A so determined parabola as well as the corresponding raw experi-
mental data are depicted in Fig. 2. Subsequently the obtained Rp(B) is subtracted from
the experimental data so that only the contributions of weak localization and antilocali-
zation remain.

3. Shubnikov-de Haas Measurements The Rashba Hamiltonian Hr = a(o x k) - é, in-
cludes the Rashba parameter a, the Pauli spin matrices o, the electron wave vector k,
and the unit vector é, perpendicular to the plane of the 2DES [6]. It causes a splitting
of the degenerate conduction electrons into spin subbands occupied by electrons with
densities n} and ng, respectively. The distinct densities cause beating patterns in the
SdH oscillations in quantizing magnetic fields perpendicular to the plane of the 2DES.
Fast Fourier Transforms (FFT) reveal the densities n from which the Rashba para-
meter can be deduced [10, 12, 30].

Beating patterns in the SdH oscillations can clearly be observed in Fig. 4a for gate-
voltages of V, =28 V and above. The corresponding carrier concentrations are de-
picted in Fig. 4b, the double-peaks representing twice the carrier concentrations n.
As mentioned before, the spin-splitting can be tuned by an external gate-voltage
Vg. It is directly connected with the subband carrier concentration according to
Ak = ki — kg = \/2nan} — \/27ng, assuming only the ground subband to be populated,
so that an increase of spacing between the separate peaks of the double-peak structure
corresponds to an increase in spin-splitting. Such an increase of peak spacing in depen-
dence of the gate-voltage can be observed in Fig. 4b.

The difference of the wave vectors Ak of the two Fermi circles of the two popula-
tions n¥ has been evaluated for various samples and sample geometries under consid-

0.5 T T T T T
#1054-13A
0.4+ " o #1054-13B _|
_a_'h._q,- A #1053-07
~ yv [ | #1052-06
£osl e O #1010-02
S i=0
o
Zook OOOOOOOOOOOOS Fig. 3. (online colour). Splitting Ak; of
~ 0o~ . the wave vectors of the Fermi circles
< L o° i=1 due to the Rashba effect as a function
01k OOO | of the total carrier density, determined
by analysis of SdH beating patterns.
The index i denotes the electron sub-
0.0 ' L I L l band
0 2 4 6 8 10
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Fig. 4. (online colour). a) Shubnikov—de Haas measurements at various gate-voltages V, at
T = 2.65 K measured as derivatives of the magnetoresistance (offset for clarity). Beating patterns
can be observed for voltages of V, =28 V and above. b) Fast Fourier Transforms (FFT) of the
data in a) versus the total electron density n

eration of subband nonparabolicity [10, 31] as is displayed in Fig. 3. The spin-splitting
increases for carrier densities up to approximately ns 2 2.5 x 10'> cm™2 and then ap-
proaches a maximum value Ak = 0.37 x 10° cm~!. The solid line indicates the linear
approximation of Ak vs. ng with a slope of 1.55 x 1077 cm valid in the regime of low
carrier concentration. At high gate-voltages the first excited subband (i =1) is popu-
lated in the sample #1010-02 with an acceptor concentration of Na = 2.0 x 10!7 cm~3,

qualitatively exhibiting the same behavior as the i = 0 subband.

4. Localization Measurements Beating patterns in the SdH oscillations can only be
observed at high magnetic fields due to the then strong splitting Ak. Weak localization
and antilocalization provide a method to determine spin-splitting at low magnetic fields
and without the restrictions imposed by a technically limited magnetic field strength in
SdH measurements.

Weak localization occurs due to constructive interference between time-reversed
closed electron paths. In the absence of spin-related phenomena this interference is
constructive, thus enhancing the probability of electron backscattering and leading to
an increase in resistance. In the presence of spin-dephasing this constructive interfer-
ence is turned into destructive interference which in return decreases the resistance.
External magnetic fields applied orthogonally to the plane of transport destroy time-
reversal symmetry as the phase picked up by electrons moving along the closed paths
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in opposite directions have opposing signs. As a consequence, when increasing the mag-
netic field strength from zero one at first observes an increasing resistance stemming
from the suppression of antilocalization followed by an decreasing resistance due to the
destruction of localization. This can be observed for the raw experimental data in Fig. 2
(solid line).

The quantum corrections to the conductance caused by weak localization and antilo-
calization can be described by [22].

—62 1 Be 1 B2 1 1 Bi 1 B4
AGB)==— V| z+—= ) -V z+—= |+ |V z+= |-V (z+—
o =i n) ) 2l G R) )]
(1)
whereby B denotes the external magnetic field and ¥ the digamma function. The fields
B, and B, are B, = B + By, and By = B; + 2B, for a 2DES [23]. The characteristic
fields of the elastic, inelastic, and spin—orbit dephasing processes B, (¢ =e, i, s0) are
connected with the respective scattering times 7, as
_h R
~ 4Detr, 2vieter,

B, (2)
D = }vir. being the diffusion constant and vp the Fermi-velocity. The measured con-
ductance corrections were fit with Eq. (1), accounting for parallel conductances not
influenced by localization by adding an additional constant Gy. Furthermore, in the
fitting procedure a weighting that decreases the significance of the experimental data
with increasing magnetic field-strength is performed. The result of this procedure is
shown in Fig. 5 for six different gate-voltages. Under the condition, that the dominant
spin-dephasing mechanism is Dyakonov—Perel scattering [32], the Fermi-surface average
of the conduction-band spin splitting is given by [23]

4n*
(AEY) = - (3)
TsoTe
' ' ' V, =20V
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Fig. 5. (online colour). Magnetoconductance measurements of weak localization for various gate-
voltages (solid lines) and fits according to Eq. (1) (dashed lines). The Drude contribution to the
conductivity has already been subtracted
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Fig. 6. (online colour). Rashba spin-orbit parameter o as a function of the total carrier density .
The square and circular symbols represent parts of data obtained via the analysis of SdH beating
patterns using a non-parabolic subband approach [31], whereby the circular data is for the sample
on which the localization measurements are performed. The triangular symbols represent data
obtained from localization analysis. The SdH data for sample #1010-02 seems to be shifted to high-
er carrier densities as opposed to the SdH data of the other samples. This is probably due to a
threshold-shift of the inversion layer

Using the approximation AE, = \/(AE?), the equation [4] AE. = 2aky, and the rela-
%
VF

with the Fermi velocity vg :% g—f, the Rashba parameter can be de-

termined. For this purpose carrier-concentration dependent effective electron masses
m™ determined by cyclotron resonance [33] were used. Rashba parameters obtained by
analysis of SdH beating patterns and by localization analysis are displayed in Fig. 6 as
functions of the carrier density. An in principle opposite dependence of a on the carrier
density can be observed for the low-field data obtained by localization analysis as op-
posed to the high-field data obtained by SdH measurements. Since the Rashba para-
meter describes the strength of the spin—orbit interaction, its decrease with increasing
carrier density is a surprising feature. We also note, that the extrapolation of the para-
meters determined by SdH analysis for ng, — 0 even leads to negative values. The most
probable origin of these results is due to reaching the limitations of the linear approx-
imation AE. = 2akg. For the strongly non-parabolic semiconductor InAs higher order
terms should be taken into account to achieve a more reliable evaluation of experimen-
tal data [34].

The determined relaxation times are in the range of 7.~ 0.09 x 107125,
Ti~24x10712 s, and 75 ~ 0.8 x 10712 s for a gate-voltage of V, =10 V. We find a
decrease of 7. and 7y, as well as an approximately constant 7; with the gate-voltage.
The decrease of 7. can be understood in terms of enhanced scattering at the InAs/SiO;
boundary [35], the decrease in 7y, at the same time due to an increase in spin-orbit
interaction concomitant with the strength of the surface electric field. The ballistic co-

. m
tion kg =
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herence length is estimated as L. ~ 55 nm as product of the elastic relaxation time 7.
and the Fermi-velocity, the latter calculated according to the subband structure de-
scribed in [31]. The diffusive coherence lengths are calculated according to [21] and
result as Le gitr ~ 40 nm, L; gitt ~ 206 nm, and Ly gif ~ 123 nm at Vy = 10 V.

5. Conclusion and Outlook We have presented a method to determine relaxation
times and coherence lengths at near-zero magnetic fields. As all proposed spintronic
devices operate at low or zero external magnetic fields the spin—orbit interaction in this
case is important. We note and discuss the discrepancy to SdH beating pattern analysis,
which are high-field measurements. The spin—orbit interaction parameter a was deter-
mined with both methods, and the results were compared. In both cases a tunability of
a was observed, confirming that spin—orbit interaction in 2DES in InAs can be tuned
by applying a gate-voltage. A spin-transistor with ferromagnetic permalloy electrodes
based on the semiconductor discussed in this article hints at tunable spin—orbit interac-
tion in a hybrid device [36], thus supporting our findings.
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Paper B

Lamari and Winkler calculated the strength of zero-field spin-splitipgand the Rashba spin-

orbit interaction parametax for inversion layers on p-type InAs single crystals with multi-band

k- p theory [LamO1| WinO1]. The doping concentrations and carrier densities that were used are
comparable to those of our samples. An increasAgpénd a decrease af are predicted for
increasing carrier density. Qualitatively, the calculations agree with the values obtained in the pre-
vious section by analysis of WAL with the Hikami, Larkin, and Nagaoka theory. The absolute
values however differ, as the experimentally determined Rashba parameter is smaller and shows a
stronger dependence on the carrier density than the calculated one.

When SIA is the dominant origin of zero-field spin-splitting, WAL is correctly described by the
theory of lordanskii, Lyanda-Geller, and Pikus (ILP) introduced in Se¢tion|2.3.2. This is achieved
by accounting for linear terms in the wave-vedtotLP theory was used to analyse the WAL data

and implemented into the IGOR Pro data analysis package by means of an XOP, the source code
of which can be found in Appendjx|B. Experimental data was fit with this, using the least-squares
method. The resulting values fAp ando coincide very well with the results of Lamari and Win-

kler.

As mentioned in the previous section, Rashba parameters determined by SdH and by WAL show
opposite dependence on the carrier density. The Rashba parameter is determined from the SdH os-
cillations by means of the two spin-split subband carrier densities, as describedin Eq. (2.16). When
performing this with the spin-subband carrier densities calculated by Lamari, agreement with the
directly calculated value far is obtained. Doing so with the spin-subband carrier densities gained
from SdH oscillations yields not only a larger value for the Rashba parameter, but also a stronger
dependence on the total carrier density. The cause is currently not understood, but may lie in the
high carrier densities found in single crystals. Possibly, the high external magnetic fields applied
to observe SdH oscillations also affect the strength of zero-field spin-splitting [Lam88, ILuo90]:
experiment and theory have been found to agree well for some heterostructures, in which carrier
densities are lower than in single crystals and beating patterns can be observed at lower magnetic
fields due to the high mobility [Nit97, Eng97]. The results of these investigations are presented in
Paper B which has been publishedPhysical Review B0, 233311 (200@

SReprinted with permission from Physical ReviewrB 233311 (2004), ©2004 by the American Physical Society.
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Weak localization and spin splitting in inversion layers onp-type InAs
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Institut fur Angewandte Physik und Zentrum fir Mikrostrukturforschung, Universitat Hamburg, Jungiusstrasse 11,
D-20355 Hamburg, Germany
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We report on the magnetoconductivity of quasi-two-dimensional electron systems in inversion layers on
p-type InAs single crystals. In low magnetic fields pronounced features of weak localization and antilocaliza-
tion are observed. They are almost perfectly described by the theory of lordanskii, Lyanda-Geller, and Pikus.
This allows us to determine the spin splitting and the Rashba parameter of the ground electric subband as a
function of the electron density.

DOI: 10.1103/PhysRevB.70.233311 PACS nunier72.20.Fr, 72.25.Rb

The multitude of new applications promised by use of theAlinAs/GalnAs/AllnAs quantum wellS. However, this ap-
electron’s spin as a degree of freedom in addition to itgroach so far has not been used to analyze the magnetc
charge has led to growing interest in the area of spintronics ductance of 2DES on bulk narrow-gap semiconductors.
For semiconductor based spintronics, the required control of \yve have performed measurements on Zn dopepe
the electron spin is expected to be achieved via spin-orbifyas (100 single crystals with an acceptor concentration
interaction. In single crystals this interaction originates fromapproximaterNA=2>< 1077 cmr3. Band bending leads to

two terms: the bulk inversion asymmetry of the crystaIZDES confined in the approximately trianaular asvmme:
lattice? and the structure inversion asymmetrfhe latter . PP y g Y
potential well characteristic of a natural surface inversi

term includes contributions from the electric field and from 20 ]
the boundary conditions and is commonly called Rashb&Yer™" The narrow band gap of InAs results in strong sp
term. For many heterostructures good agreement betwedhbit interaction, with the Rashba term that originates fr(
calculated Rashba parameters and experimentally deducéite asymmetry of the potential well dominating the sf
values is reachetf In the case of two-dimensional electron splitting of the electric subbandsOur samples are field:
systemg2DES in surface inversion layers the spin-orbit in- effect transistors in Corbino geometry. The electrodes
teraction and the Rashba parameter are still under détfate. defined by optical lithography and deposited by therr

Theoretical consideratioh& have shown that the Rashba evaporation. They consist of 35 nm thick aluminum pas
term is the main cause of the spin splitting of electric sub-vated by 10 nm of gold. The entire structure is covered b
bands in InAs structures. This is supported by the experiz40 nm thick SiQ insulator onto which a gate covering t

ments of Luoet al. on InAs quantum Wellé? It has been  semiconductor channel is patterned. All measurements
demonstrated for various heterostructGféd3as well as for performed in lock-in technique at a temperature of 2.65 K

inversion layers onp-type InAs single crystafsthat the a“He cryostat

Rashba term can be influenced by an external gate voltage. The measu.red magnetoconductances show strong |
This was concluded from beating patterns in Shubnikov-debonc signatures as can be seen for fields above 300
Haas(SdH) oscillations at various gate voltages. However,; . Fig. ). This classical Drude magnetoconductivi

contrary to SdH experiments, all proposed spintronic device%(B):G (1+u?B?)1 stems from the Corbino geometr
operate at zero or low magnetic fields. Calculations by Lom- 0

mer et al. showed that not only the magnitude but even the

sign of the spin splitting can change between low and high 153 . y— .

magnetic fields for AlGaAs/GaAs heterostructuesor 9 | o A, b _:"':

spintronic applications it is thus necessary to determine the _ F 1

spin splitting at near-zero magnetic fields. - e 1"'. el
Dresselhaust all* showed that the destruction of weak ‘i 118k Fi y i

antilocalization by small magnetic fields can be used to de- =4 4L # Y

termine the strength of the spin-orbit interaction in GaAs. ':"“J I." b bl

These authors analyzed their data with the theory of Hikami, K l" -

Larkin, and Nagaok& Kawaguchiet al16 found that this o LAl e

theory could not correctly reproduce the weak antilocaliza- BT v, V)

tion observed in inversion layers gmtype InAs. Kogaet
al.> showed that a quantitative description of weak antilocal- |G, 1. (a) Experimental magnetoconductance for a gate volt:
ization in InAlAs/InGaAs/InAlAs heterostructures is pos- of Vy=15 V atT=2.65 K (solid line) as well as a calculated Drud
sible with the model developed by Iordanskii, Lyanda-Ge'|er,parab0|ddashed ling (b) Schematic of the sample geometry. Tl
and Pikug(ILP).1"18Analyses of weak antilocalization using radius of the inner electrode is 3Qom, the channel length 10am,
ILP theory have been performed on AlGaAs/AllnAs quan-and the radius of the outer electrode 7@®. (c) Electron mobility
tum wells}® AlGaAs/GaAs p-type quantum welld? and  versus gate voltage.

1098-0121/2004/7@3)/2333114)/$22.50 233311-1 ©2004 The American Physical Socie
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FIG. 2. Experimental magnetoconductances recorded at 2.65 K _2:,1 1o T
for various gate voltagesolid lineg. The classical Drude conduc- —_
tance is subtracted. Theoretical conductarideshed linesare cal- o . bt i —r
culated from the theory of lordanskii, Lyanda-Geller, and Pikus L5 ,.:w-,_".:;." Bl 7
(Refs. 17 and 1B —_— o
- = T " |h:|
. . . . . 1
depicted in Fig. {b). A parabola fit to the experimental data Le
yields the zero-field conductivit$sy as well as the electron T T T T T
mobility . The mobility as a function of the applied gate oW SH AR, J
voltage is shown in Fig. (t). It is characteristic for a metal- _ TEv B R BT ot
oxide-semiconductofMOS) transistor: surface scattering at = — -
low gate voltages and ionized impurity scattering at high E i
gate voltages lead to reduced mobilittsThe inversion ta -
threshold of the sample lies at a gate voltage/g=1.8 V. o

The total electron densitys is determined from SdH oscil-
lations of the source-drain resistance. We find a linear depen-
dencend cm ?]=1.46x 10M+6.70x 10'° V[V] on the gate
voltage.

PHYSICAL REVIEW E0, 233311(2004)
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The Drude parabola is subtracted from the magnetocon- I
ductance to leave the quantum corrections originating from T .!Ib- L
weak localization and antilocalization remaining. Starting 7 a3
from zero-field, these corrections at first exhibit a negative rn, 0 e )

magnetoconductance originating from spin-orbit interaction

based weak antilocalization followed by a positive magneto-  FIG. 3. (& Spin-splitting energy at the Fermi level. Theoretic
conductance due to weak localization. Figure 2 shows resul@ata are taken from Lama(Ref. 22 and Winkler (Ref. 23. (b)
for various gate voltages. The conductance correction§ashba parameter. Dashed and solid lines are calculated for
AG(B) are fit according to the ILP theory which provides an spin-split su_bbands at the Fermi ley®ef. 22. (c) Occupation of
excellent description. Considering the structure inversiothe Sp'n'zp"t _S“bbarldf' Opfetr;]arld Clzsf?d SytmbOIS ‘?re _da:;a ftt)rds
asymmetry as dominant origin of the zero-field spin splitting own and spin-up stales of the wo difierent samples indica’e
in our system and thus neglecting the bulk inversion asym9|m|es and squares. Theoretical curves are taken from LaRefi

. ).
metry (2;=0 in Refs. 17 and 138 only the characteristic
magnetic fields of inelastic and of spin-orbit scattering,

(m*Ao)2
nS

tic field H,, of transport scattering can be ignored in the 1
as it only results in a shift inAG(B).>!® The diffusion

coefficient is given byD=r,02/2 with the Fermi velocity
ve=fike/m’, the Fermi wave vectokg, and the electron ef-

_ A(2)7'tr _ 1
" 8hDe 8hlenw

(1)
are relevant in the fitting procedut®In these relation®
is the diffusion coefficientr, and 7, are the inelastic and fective masan’.

transport relaxation times, respectively, amg, is the We calculate the zero-field spin splittink, from Eq. (1)
spin-splitting energy in zero magnetic field. The characterisand the Rashba parameter from the relation

233311-2
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VhileHso results from weak localization reported here. While they ¢
@=— (2)  of the same order of magnitude, they increase with incre

ing carrier density.

Note that only the absolute value of the Rashba parameter USing the effective mass from E¢S) and the subband
can be determined, not its sign. In the case of inversion layca'Tier densities of Lamari displayed in Figcgthe simple

25 = £ 2/ T L
ers we do not expect a change of sign as their asymmetrilatior® a=# [V4mn; -y4m,]/m yields Rashba param-
P g 9 y ters that agree well with those in Figlbg Hence the ef-

surface potentials do not change their overall shape. Th >ctive mass cannot be responsible for the discrepancy

analysis is performed for the effective massof the ground ; . S
electric subband at the Fermi energy. For high carrier dens't_ween the results in low and high magnetic fields. v

ties ng this mass is determined from temperature depende

mass of the ground subband af,=0.026 m, is used! theoretically predicted.

Hence we find The situation in heterostructures of low carrier density
. _ 12 2% 2 different, as a good agreement between theory and high-f

m =(0.026+0.012< 107" ns = 0.001x 10 1) - m, experiments is founéf This indicates that the simple evalu
(3 ation of beating patterns in SdH oscillations is not sufficie
. L , - for the high carrier densities in 2DES inversion layers «
W'th.the electron densitps in units of cm=. p-type InAs crystals. In the carrier-density range well abo
Figure 3a) shows the carrier-density dependence of the, yiz;y2 the spin-split energies no longer exhibit linear di

sp:r-splitt:inr(\]; er:ergon.dThe_ splittir(ljg_ in_creas%s monotoni- persion. Then band nonparabolicity and higher order term:
cally with the electron densityi, and IS in good agreement o gypansion of the Rashba parameter become decis

V.Vith band-structure cal_culatigh%2’23displgyed in th? SaMme  Hence it is important to consider the Rashba parameter ¢
figure. The Rashba spin-orbit parameters shown N FIg.  fynction of both the electric field as well as of the in-plar
3(b). The an_aIyS|s of weak localization experiments W!th thewave vector®26 The wave vector dependence exceeds
”TP theory yields one RaShb‘?‘ parameter.for each carrier deré'lectric field contribution at high electron densities and lea
sity. Band-structure calculations yield different Rashba Paty 4 decrease of the Rashba parameter. Obviously, for in

rameters for the two spin subbands because of the sligition jayers omp-type InAs the evaluation of the weak local
d|f_ference between the Fermi wave vectors for spin-up and4jon" measurements provides more reliable values for
spin-down states. However, this difference is small and Cahashba parameter than that of SdH oscillations.

be neglected in the comparison with the weak localization 14 conclude, we have studied spin-orbit interaction in t

data. A decrease of the Rashba parameter with increasing, e inversion layer op-type InAs single crystals using
carrier density is observed. Again, the experimental resulty ooy |ocalization at near zero magnetic field. Excellent ¢

are in 9°°d agreement with the values gbtained from_ th%cription of the experimental data could be achieved throL
calculations. Figure @) shows the occupations of the Spin- 1, theory of lordanskii, Lyanda-Geller, and Pikdd8 we

Sp“t. subban_o_ls as determme(Zj fro_rzn SdH oscillatioffsat find the carrier-density dependence of the spin-splitting ¢
carrier densities below 2.)0101 cm*a good agreement be_- rgy Ay and the Rashba parameterof the ground electric
tween theory and experiment is observed. The first excited ;shand to be in very good agreement with multiband calr

subband is only populated for carrier densities above abo%tions, but to differ from previous analyses in which Sd
2.3X 10" cm™.25 |n the theory for a doping concentration of beating patterns were evaluated.

1.8x 10" cmi 3, population of the first excited subband oc-

curs for carrier densities above XA0% cm 2, leading to We thank Saadi Lamari and Roland Winkler for valuab
kinks in the plots. This can be seen most easily in Fig) 3 discussions and for providing detailed theoretical data, &
for the spin-up electrons. Alexander Thieme for software development. The authc

Values of the Rashba parameter determined from SdH osyratefully acknowledge financial support from the BMBF vi
cillations in high magnetic field$* do not agree with the the Verbundprojekt 13N8281 and from the Deutscl
multiband calculations of Lamdrf? and Winklef® and the  Forschungsgemeinschaft via SFB 508.
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5 InAs heterostructures

Spin-orbit interaction is studied in heterostructures with an InAs channel. The structures feature an
ingrown back-gate, which allows for independent tuning of the carrier density and of the channel
asymmetry. The effects of this are investigated in low and high magnetic fields by means of
transport experiments. This chapter first introduces the heterostructures and the geometries of the
samples used. Simulations and measurements are then presented, in which the strength of spin-
orbit interaction is determined under influence of various applied gate voltages. The chapter closes
with an overview and discussion of the results.

5.1 Material system

The material system used in this chapter is a heterostructure with an InAs channel, simply referred
to as aninAs-HEMT It is grown on a (001) GaAs substrate by molecular beam epitaxy @IBE

in Prof. Hansen’s group at the University of Hamburg. A 20 nm thick layer of GaAs, donor doped
with silicon at a concentration of 1270 cm~3, is grown directly onto the substrate. The doped
layer features both good conductivity and low mobility, making it well suited as a back-gate.
Atop this back-gate, an y\l1_xAs buffer layer of 765 nm thickness is grown, in which x is
increased from 5% to 75% in increments of 10% every 100 nm. In this way, the lattice constant of
the GaAs substrate (5.6533 A) is matched to that of the InAséBay 25As system (6.0584 A),

which constitutes the channel. Above the buffer agi;i\l g 25As layer of 442 nm thickness is
grown. The actual quantum well, designed by Ricleteal. [RicOQ], consists of a 4 nm wide InAs
channel that is embedded in an asymmetric rectangugaisGey 25AS/INg 75Al 0 25AS well. The

upper Iy 75Gay 25As/Ing 75Al 9. 25AS boundary is spaced 13.5 nm from the InAs channel, the lower
boundary 2.5 nm. Part of thedrsAlg2sAs layer below the quantum well is donor doped with
silicon at a concentration of 220" cm™3. It functions as a carrier supply layer and is spatially
separated from the quantum well by 5 nm. This spatial separation is necessary, as the ionized
dopants would otherwise reduce the mobility of the electrons in the well. The quantum well is
covered by a 36 nm thick §ysAlgosAs cap layer. The layer sequence of the InAs-HEMT is
displayed in Fig. 5]1(a).

Due to electron confinement in the growth direction, a 2DEG is formed in the quantum well.
The 2DEG exhibits quantised subbands, of which only the ground subband is occupied for carrier
densities below approximately1D*? cm~2 [Ric00]. The effective mass of the ground subband
is m*=0.036mg, as is determined from temperature dependent SdH oscillations. Band-structure
calculations of the channel region were performed using the Schrédinger-Poisson solver fextnano

IMBE is used to fabricate custom-designed quantum wells with a virtually perfect lattice structure.
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Fig. 5.1: (a) Layout of the InAs-HEMT with an ingrown back-gate. The channel region is dis-
played in white and the doped regions are hatched. The doped GaAs region above the substrate
functions as back-gate. (b) Shape of fhieconduction band in the channel region for a front

gate voltage of -0.1 V. The electron probabilitigigy|*> and|W1|? of the ground and first excited
subband in the quantum well are also displayedl” §adonduction band and electron probability

|Wo|? for three gate voltages. The band structures and electron probabilities are calculated with
nextnand [Vog].

[Vog]. Fig.[5.1(b) shows the resulting profile of thig conduction band as well as the electron
probabilities of the ground subband and the first excited subband of the quantum well for a front
gate voltage o¥/tg=-0.1 V.

The dominant origin of spin-orbit interaction in narrow-gap semiconductors can be attributed to
SIA [Lom88,Das90| Eng97]. In previous transport experiments, strong spin-orbit interaction
was identified in heterostructures with InAs/laGay25As quantum wells alike those of the
InAs-HEMTs [Gru00, M6I03] Hu03]. However, in these publications, the resulting spin-orbit
interaction parameters were compared to rough estimates and not to values calculated from the
band structure of the samples. In the following, the Rashba parameters of the INnAs-HEMT will
thus be calculated from the band structure. When calculating the total Rashba parageter

of the InAs-HEMTSs, both the field and the boundary contributions must be considered [Gru00].
The confining potential exhibits a strong gradient in the region of the quantum well, which leads
to a significant field contributioms. In symmetric quantum wells with a symmetric choice of
materials, the boundary contributiar, is negligible [dAeS97, Sch98]. The quantum well of the
InNAs-HEMT is symmetric with respect to the choice of materials but asymmetric with respect to
the layer thicknesses. Therefore, a significant boundary contribution to the total Rashba parameter
Oiot IS expected. As was shown in Sectjon 2.1.2, all interfaces at which the electron probability
is non-zero must be considered when determimipgAs can be seen in Fif. 5.1(b), the electron
probability |Wo|? of the ground subband is non-zero at both boundaries of the InAs channel as
well as at the 1p75Gay 25AS/INg 75Al.25AS interface below the channel. The valuesgfand oy

are determined from the band structure and electron probability according t¢ Efis. (2[9) and (2.10),
and the total Rashba parameter is determined as described[in Eq.(2.11).

When a gate voltagéy is applied between a front-gate and the InAs channel of the InAs-HEMT,
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it influences both the carrier density and the asymmetry of the quantum well. Hig. 5.1(c) shows
calculated band structures for three different front-gate voltelggsin the calculations, the gate
voltages are applied directly to the semiconductor surface, but current flow to and from the gate
electrode is inhibited. Limitations of the simulation software prevent pinning of the conduction
band in the region of the InAs channel, as would be required to correctly reproduce experiments.
Instead, the conduction band is pinned directly below the carrier supply layer, the effects of which
are however negligible: the 2DEG shields the semiconductor layers below the channel from most
of the electric field caused bysy. Thus,Vig only effects small changes in thephtGay 25As

layer below the channel, slightly affecting the field contribution. If the conduction band would be
pinned in the channel region, the electron probabjk#y? would be shifted slightly more towards

the sample surface. This would lead to a slightly altered boundary contribution. Estimates show
that the changes in the field and the boundary contribution cancel each other out almost entirely
for all carrier densities, at which only the first subband is occupied. Thus, the Rashba parameters
resulting from band-structure calculations can be directly compared to experiments for the first
subband. The effect oftg on the strength of spin-orbit interaction in the quantum well shall
now be clarified by considering the three gate voltages displayed i Fjg. 5.1(c): when a negative
voltageVig=-0.4 V is applied, the conduction band is raised at the sample surface. This leads to
a strong potential gradient across the quantum well, which results in a strong field contribution to
otot. Due to the potential gradient, the probability densib|? of electrons in the ground state is

not centered in the quantum well, but shifted towards the substrate. The boundary contribution of
a single interfacé at the positiorg; depends on a material dependent paranm;,eand|wo(zi)|2.

Thus, a distribution ofWo|? positioned towards the bottom of the quantum well, increases the
importance of the lower interfaces in the quantum well for the boundary contribution. In the
InAs-HEMTS, the parameter§y,; are positive for the two interfaces above the channel and
negative for the interfaces below the channel. The magnitudes dfithare comparable for

the two InAs/In 75Gay 25AS interfaces and for the two drsGay 25AS/Ing 75Al 0.25AS interfaces,
respectively. Therefore, if the lower interfaces in the quantum well dominate the boundary
contribution, oy, will be strongly negative.

When Vig4 is increased towards more positive voltages, the conduction band is lowered at the
sample surface. The potential gradient across the channel decreases with incvggsthgs
reducing the field contribution. However, as can be seen iff Fig. 5.1(¥k§e0 andVig=+0.4 V,

small negative contributions ta; arise from the upper hysGay2sAs region. Nonetheless,

the overall value ofx; remains positive, as the major part |t/ is in the region of the InAs
channel. Due to the decreasing potential gradient across the channel, the electron probability
|Wo|? is shifted further towards the sample surface with increasing incre&gingConcerning

the boundary contribution, this results in a decreasing importance of the two lower interfaces in
the quantum well and an increasing importance of the two upper interfaces in the quantum well.
Thus, increasinytq from the original value o¥/;4=-0.4 V shifts the boundary contribution from
negative values to zero and then to positive values.

The above considerations for the field and boundary contributions can also be applied to the
first subband. As can be seen in Fig.|5.1(b), the electron probability of the first excited subband
ywlyz is concentrated in the yrsGay 25AS region above the channel. For gate voltages, at which
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Fig. 5.2: Calculated Rashba parameters in dependence of the total carrier densitye field

and boundary contributions;; and oy, as well as the total Rashba parametgy are displayed

both for the ground subband (closed symbols) and the first excited subband (open symbols)
of the quantum well. The values are calculated according to Equafions (2.9) and (2.10). The

Rashba parameters are calculated from probability densities and band structures simulated with
the Schroédinger-Poisson solver nextnafMog].

the first excited subband is occupied, the potential gradient in this region is opposite to that of
the InAs channel. As the potential gradient in the upper74@ayosAs layer increases with
increasingVig, the field contribution is expected to become more negative. Determining the
boundary contribution for the first excited subband is more difficult, due to the complex shape
of |lP1|2: it would be expected, that the uppeg iaGay 25AS/INg 75Al g 25AS interface dominates

the boundary contribution due to the large value|¥|?>. However, the material dependent
boundary parameteiS,; of the InAs/In 75Gay 2sAs interfaces are about a factor of five larger
than those of the BysGay 25As/INg 75Al g 25As interfaces. Thus, the difference|8it;|? at the two
InAs/Ing 75Gay 25As dominates the boundary contribution. Due to the significantly larger value of
]LIJ1|2 at the lower InAs/lg75Gay 25As interface, this results in a negative boundary contribution

of the first excited subband. The carrier density in the quantum well also depends on the gate
voltageVig: when the conduction band is raised at the sample surface due to neggtithe
quantum well is raised with respect to the Fermi energy, resulting in a low carrier density. When
Vig is increased, the quantum well is lowered and the carrier density increases.

The band structures of the InAs-HEMT as well as the electron probabilities in the quantum well
are calculated for surface gate voltages ranging fkgg¥-0.9 V to +0.5 V, which correspond

to carrier densities frooms=1.5101 cm2 to 2102 cm™2. Both the field and the boundary
contributionsois and oy, are calculated, as well as the total Rashba param@;erFig.@ shows

the results as a function of the total carrier densiyboth for the ground subband and for the
first excited subband. The total carrier density is a well suited reference parameter, as it can easily
be determined experimentally. Botkx and o, show the expected dependence on the carrier
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(b)

Fig. 5.3: Hall-bars processed on InAs-HEMTSs. (a) Photograph of an L-shaped Hall-bar which
is used to perform simultaneous transport experiments in botf titkand the[11Q directions.

The width of the Hall-bar is 2@m, the distance between voltage probes is400 In the image,

the sample is mounted on a copper/pertinax chip-carrier, ready for experiments. The wire bonds
used to make electrical contact to the sample can be observed. (b) Micrograph of a Hall-bar
aligned in[11Q direction. The width of the structure is 20m, and the spacing between voltage
probes is 8Qum.

density: the field contribution is reduced with increasing carrier density (i.e. with increasingly
positive gate voltage) due to the reduced potential gradient across the channel. The boundary
contribution is reduced from its initial negative value as a resulf4éfi> being shifted more
towards the top of the quantum well. A sign changexgfoccurs at a carrier density of approxi-
mately 2102 cm~2, above whichoy, increases with increasing carrier density. The total Rashba
parameterogor = ot + 0 is found to decrease with increasing until occupation of the first
subband occurs at > 1- 102 cm 2. Then, a slight increase ofq; with increasingns is observed.

At the onset of occupation of the first excited subband, kinks are observed im,, and thus

also inaiot as functions of the carrier density. The electrons in the first excited subband partially
shield the electric field effected B, lessening its effect on the electrons in the ground sulﬂ)and

5.2 Sample geometry

The strength of spin-orbit interaction is determined in samples in Hall-bar geometry. Hall-bars are
advantageous, as they not only provide a defined geometry of the 2DEG, but enable simultaneous
recording of longitudinal and transversal voltage drops across the sample. Processing of the Hall-
bars on the InAs-HEMTs was performed both at the University of Hamburg and at the NTT basic
research laboratories in Atsugi, Japan. The process technologies common to each location were
used, the respective process parameters are presented in Agpendix A.

It is well known that the transport properties of MBE-grown 1lI-V semiconductors depend on the
crystal orientation [Sch91, Ram96, Ri¢c00, L6h04]. L-shaped Hall-bars aligned jhlfeand the

[110Q direction were employed to study both crystalline directions of the InAs-HEMTSs. Transport
experiments on several L-shaped Hall-bars under a variety of experimental conditions only showed

2In part, the kinks are also due to being displayed as a function of the total carrier density. However, the kinks can
still be observed, wheua;, oy, andoge; are displayed as a function of the subband carrier density.
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Fig. 5.4: Hall mobility u in [110 direction as a function of the carrier density

analysable results for current flow in tielQ direction. Thus, only conventional Hall-bars[ii0
orientation were made in later processing.

The processing of the Hall-bars is conducted as follows: first, the ingrown back-gate of the InAs-
HEMT is connected, as described in Chapier 3. Then, the actual Hall-bars are defined by means
of optical lithography and subsequent wet chemical or RIE etching. Afterwards, the 2DEG is
contacted by consecutively patterning metal contacts onto the bond pads and annealintCat 275
Following this, a SiQ gate oxide is grown by PECVD. The Si@ 350 nm thick for samples
processed in Hamburg and 115 nm thick for samples processed in Atsugi. A metallic front-gate
electrode is patterned on the oxide above the Hall-bar. In a final step, the gate oxide is removed
above both the bond pads and the back-gate by etching. Fjg. 5.3 shows two completed Hall-bars,
one in 'L’ geometry and one in conventional geometry. The L-shaped Hall-bars aren28ide

and the voltage probes are spaced by 4d@ They feature two Hall-crosses in each direction.
The conventional Hall-bars also have a width of/2® and the voltage probes are spacedi8@®

apart. They feature three equally spaced Hall-crosses.

5.3 Experiments

Two different transport experiments are performed to determine the strength of spin-orbit inter-
action in InAs-HEMTs: WAL and SdH oscillations. All experiments are conducted either in an
Oxford Instruments’ HelioXHe cryostat or in a KelvinofHe-*He dilution refrigerator at nominal
temperatures ranging from 300 mK to 30 mK. Both cooling systems feature integrated supercon-
ducting magnets that can generate magnetic fields in excess of 8 T. Low noise voltage sources with
floating ground are used to apply gate voltages. The samples are contacted in four-point geometry
and biased with an AC current. Standard lock-in technﬂdgyjsed to record both longitudinal

and transverse voltage drops. Control of experiments and recording of data is fully automated.
The carrier density in the 2DEG is controlled by a voltagg applied between the front-gate and

the InAs channel. The response of the semiconductor system to a specific front gate depends on

3All experiments are performed with Stanford Research Instruments’ SRS830 lock-in amplifiers. The ’offset’ and
‘expand’ modes are used to resolve the fairly small signals of WAL over a large background.
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both the thickness and growth param@ej’sthe gate oxide. Therefore, to enable comparison of
different samples, results must be analysed in dependence of the carrier density rather than as a
function of the gate voltage. A second voltaggy can be applied between the front-gate and the
back-gate.

L-shaped Hall-bars are used to determine the influence of the current direction with respect to the
crystalline axes. Magnetotransport was studied in parallel for botfiltt@ and the[110 direc-

tion in various samples and under various conditions. Analysable was only obtained1ithe
direction, so that thé110 was not considered in further experiments. All results presented in this
chapter are from experiments with current flow parallel to[fii€) axis.

The Hall mobility u is determined from the resistance in zero-magnetic field and the Hall-voltage
across the sam@e[Dat%]. The Hall mobility displayed in Fi@A as a function of the carrier
density is obtained by varying:g. One findsu to increase with increasing carrier density. At

the highest recorded carrier density QER.610'1 cm~2 the Hall mobility is determined to be
u=175.000 cri/Vs Qualitatively, these values agree well with those determined by Riehter

al. [Ric0Q] for samples with identical InAs/jysGay25As quantum wells. However, quantita-
tively, the Hall-mobility of the samples studied by Rich&tral is only approximately half that of

the INAs-HEMTSs studied here.

Pronounced features of WAL are observed in magnetoconductance experiments at fields of a few
mT. In magnetic fields above 0.9 T, SdH oscillations are observed. Both experimental methods are
used to determine the strength of the spin-orbit interaction paramdtera carrier density range

from 3.510 cm~2 to 7.510'! cm2. The dependence @f on applied gate voltages is studied

in two series of experiments, each of which are performed in low and high magnetic fields: first,
WAL and SdH oscillations are recorded for various value¥gf The back-gate is not connected

in these experiments. Second, WAL and SdH oscillations are recorded for various valljgg of

In these experiments, WAL can be observed without an applied front gate vbligge that the
channel is left to float. In contrast to this, distinct SdH oscillations can only be observed when a
voltageVig is applied. In the following, the experiments in low and high magnetic fields will be
presented separately. The results will be compared in the last section of this chapter.

5.4 Low field experiments

All experiments in low magnetic fields are performed under an AC-current bias @f&.Bnod-

ulated at a frequency of 33.37 Hz. The samples used are conventional Hall-bars, processed in
Atsugi. Both the voltage drop in longitudinal direction and the Hall-voltage across the structure
are measured simultaneously. Experiments are performed by sweeping the magnetic field at set
gate voltage¥tq andVs,g. The magnetic field is swept at a rate ofi$ per second, driven by a
Keithley 2400 source-meter. The gate voltages are changed after each sweep of the magnetic field.
A subsequent de@allows the system to reach equilibrium before the next sweep of the magnetic

4The growth parameters of the Sidfluence the dielectric constant.
Su= ns\l/i\l/?/l/u with I bias current: longitudinal voltage drop, and the widi and lengthL of the Hall-bar.
6The delay time is determined as a trade-off between the total duration of the experiment and the time for the system

to reach equilibrium. Typical delay times range from 15 minutes to 1 hour.
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Fig. 5.5: Low-field magnetoconductance recorded at a mixing chamber temperature of 35 mK.
Pronounced WAL can be observed for various voltaggsapplied between the front-gate and
the InAs channel. Experiments are performed under an AC bias current pR2aba frequency

of 33.37 Hz. The best fits with ILP theory are shown as solid lines. The carrier densities are
determined from Hall voltages recorded simultaneously with the magnetoconductances.

field. The superconducting magnet used exhibits a remanent magnetic field in the order of a few
mT. This can easily be determined, as WAL is a sensitive detector for zero magnetic fields. The
remanence is removed by shifting the values of the magnetic field in such a way, that the recorded
WAL is symmetric with respect to the zero-point of the magnetic field. The remanence has been
removed for all data presented in the following.

In the first experiment, the influence of a front-gate volt&fgg on the spin-orbit interaction is
studied. Magnetoconductances recorded in fields below 5 mT show WAL for various front-gate
voltagesViq. Data is recorded for all values ®kg, at which WAL can be observed, i.e. from
Vig=2 V toVi4=-1.5 V. This corresponds to carrier densities from approximateht@5cm2 to

4510 cm2. Fig.[5.5 exemplarily shows the recorded magnetoconductances for six gate volt-
ages. WAL can clearly be observed for all displayed value¥:gf even though the magnitude

of the conductance corrections is less thén &f the conductance. The strength of the spin-orbit
interaction is determined by fits to the experimental data with the theory by lordanski, Lyanda-
Geller, and Pikus (ILP) described by EQ.(4.20). The actual fitting is carried with the curve fit’
package of Igor Pro, into which the ILP theory is included by means of an XOP, as is described in
AppendiXB. The best fits show very good agreement with the experimental data and are displayed
as solid lines in Fid. 5]5. The Rashba parameteese determined from the fit results according

to Eq.[2.24). Fig[ 5]6 shows the resulting values doas a function of the carrier density.

In addition, the Rashba parametgg;: obtained from band-structure simulations in Secfiiof 5.1 is
displayed as a solid line. These results will be discussed in the last section of this chapter.

The second experiment studies the influence of a voNaggapplied between the front-gate and

the back-gate on the strength of the spin-orbit interaction. Magnetoconductances are recorded in
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Fig. 5.6: Rashba parameter as a function of the carrier density. The round symbols represent
results from WAL experiments for various values\g§, as presented in Fifj. $.5. The solid line
results from the band structure calculations presented in Séction 5.1.

fields below 5 mT for various values ¥fng. When the InAs channel is fixed to a defined potential,

i.e. when a gate voltage is biased against the channel, no WAL is observed. Thus, data is recorded
for Vipg=+2.5 V to -10.5 V, while the channel remains floating. 5.7 exemplarily shows the
recorded magnetoconductances for nine different valueg,gf Distinct features of WAL are ob-
served for all values dfy,g, despite the magnitude of the conductance corrections being less than
1% of the classical magnetoconductance. The strength of spin-orbit interaction is determined by
fits to the experimental data according to ILP theory, as is described above. The best fits are super-
imposed as solid lines in Fig. 5.7, where very good agreement can be observed. It should be noted
that the experimental data exhibited disturbances at near-zero magnetic fieldggforl.25 V,

-0.75V, -2 V, -2.5 V, and -3.25 V. Despite only fitting part of the recorded data in these cases,
consistent results are obtained. The carrier denmgitgletermined from the Hall voltage across

the sample, shows a remarkable dependencégy as can be seen in Fig. $.8(a). Numbered
arrows mark the measured sequenc¥gf starting from +1.75 V and moving to -7 V. The region

from Vipg=+2 V to -1.25 V is represented by arrow 1, the region fidfpg=-1.25 V to -2 V is
represented by arrow 2, and the region fidpgg <-2 V is represented by arrow 3. Starting from
positive values o¥/spg and moving towards negative valuegat first increases to a maximum of
about 4.610'! cm~2 at Vipg=-1.25 V (arrow 1), then decreases (arrow 2) and finally saturates at

ns ~4.4510M cm~2 for Vipg < -2 V (arrow 3). A possible cause of the saturation may be diffusion

of electrons from the 2DEG to the back-gate. The Rashba paranoetaes calculated from the
results of the fits to the magnetoconductance according to equation Ef.(2.24). They are displayed
in Fi@(b) and (c) as functions of the voltagg,y and the carrier densitys, respectively. Start-

ing again from positive values &f;pg and moving towards negative values,increases linearly

from a ~1.6 eVm atVipg=+1.75 V toax ~1.9 eVm atVipg=-2 V, and then linearly decreases to

a ~1.6 eVm aWs,g=-7 V. The dependence of on the carrier densitgs is more complex, due to

the complicated dependenciesmgfanda onViyg. The numbered arrows in Fig. $.8(c) show the
sequence of Rashba parameters for valuéggf starting from +1.75 V and moving to -7 V. The
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Fig. 5.7: Low-field magnetoconductances recorded at a mixing chamber temperature of 35 mK.
Distinct WAL is observed for various voltag¥spg applied between the front-gate and the back-
gate. The channel remains floating. Experiments are performed under an AC bias current of 2.5
uA at a frequency of 33.37 Hz. The best fits with ILP theory are shown as solid lines. The carrier
densities are determined from Hall voltages recorded simultaneously with the WAL.

section marked by arrow 3 shows a most interesting behaviour of the Rashba parameter: tunabil-
ity that is independent of the carrier density. The Rashba parameter is tuned from approximately
Oma=1.910"12 eVm to amin=1.6 10"12 eVm at a constant carrier densitymf~4.4510'1 cm2.
Expressed in relative terma,is changed by about 17%.

5.5 High field experiments

Transport experiments in high magnetic fields are performed on both L-shaped and conventional
Hall-bars. The magnetoresistance is recorded at set gate volfagasdVipg by sweeping the
magnetic field at rates between 3 and 5 mT per second. After each sweep the gate voltages are
changed, followed by a delay that allows the semiconductor system to reach equilibrium before
the next sweep is started. Depending on the sample, experiments are performed either under an
AC current bias, or under a DC current bias with an AC voltage superimposed on the gate voltage.
Both modulation techniques yield the same pattern of SdH oscillations, so the technique resulting
in the better signal is used. SdH oscillations were recorded for many samples. Beating patterns in
the oscillations were only observed in a few samples, and, in agreement with reférence [GruQ0],
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Fig. 5.8: (a) Dependence of the carrier dengityon the voltagd/;pg between the front-gate and
the back-gate. Experiments were performed for decreagipgstarting fromVipg=+1.75 V. The
InAs channel remains floating. A saturation of the carrier density can be obserxggfer-2 V.
(b) Rashba parametex in dependence o¥sng. (C) Rashba parameter as a function of the
carrier densityns. A sequence of numbered arrows shows the dependengeoafdecreasing
Vfbg.

only when positive voltageg:q were applied between the front-gate and the InAs chahnel [dBO3].

In the first high field experiment, the influence of the front-gate voltdgeon the spin-orbit
interaction is studied. The magnetoresistance of an L-shaped Hall-bar processed in Hamburg was
measured at a temperature of 60 mK. A DC current bias of 200 nA was appliedsgias
overlaid with an AC voltage of 500 mV (peak to peak) at a frequency of 337.3 Hz| Fjg. 5.9 shows
both the experimental magnetoresistance and the carrier density distribution for front-gate voltages
ranging fromVsg=+0.2 V to +6.2 V. The results show clear SdH oscillations for all displayed
values ofVi4. For gate voltages frosg=+1 V to +5.6 V, which correspond to carrier densities
ranging from 410 cm~2 to 6.510 cm~2, distinct beating patterns can be observed in the SdH
oscillations, the nodes of some of which are marked by crosses ifi Fjg. 5.9. The carrier density
distributions displayed on the right side of Hig.|5.9 are determined from the experimental data by
Fast Fourier Transform (FF@‘.)Foerg <5.8V, a clear splitting of the carrier density distribution

into two peaks can be observed. The peaks correspond to the two slightly different carrier densities
ny andn; of the spin non-degenerate subbands. The exact values arfidn; are determined

by fitting Gauss functions to the respective peaks. They are displayed as a function of the total
carrier densityns = n; +n, in Fig.[5.10(a). Linear fits to the carrier densities of the spin non-
degenerate subbands are displayed as guides to the eye. A decrease in the Apiittihg;

andn, is observed for increasing carrier dengity Using the parabolic approximation given by
Eq.(2.16), the strength of the Rashba spin-orbit interaction parametan be determined from

ny andn,. Fig.[5.10(b) shows the resulting values torversus the carrier density. The Rashba
parameter is found to decrease with increasing carrier density, which is in agreement with both the
results calculated from the band structures and with the results obtained from WAL. A quantitative
comparison follows in the final section of this chapter.

A good introduction to determining the carrier density from SdH oscillations can be found in reférence [Kiir02].
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Fig. 5.9: Magnetoresistance of an L-shaped Hall-bar at a nominal temperature of T=60 mK.
SdH oscillations are observed for all displayed voltaggsapplied between the front gate and

the InAs channel. Experiments were performed under a DC current biggssRD0 nA and a
modulation ofV¢g4 of 500 mV. The SdH oscillations exhibit beating patterns, the nodes of some of
which are marked by arrows. The carrier density distribution, as determined by FFT, is displayed
on the right side. Two separate peaks, each belonging to one spin non-degenerate subband, are
resolved for values 0¥ty below 5 V. Note that the x-axis of the carrier density distribution is
scaled for spin-degenerate subbands and must be halved to obtain the carrier deritohs

of spin non-degenerate subbands. All traces are normalised in amplitude and offset for clarity.
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Fig. 5.10: Spin-splitting determined from SdH oscillations for various front-gate volt&ggas
displayed in Fig[ 5)9. (a) Carrier densitiesandn, of the spin non-degenerate subbands as a
function of the total carrier density. Linear fits to the experimentally determined values are
displayed as dashed lines. (b) Rashba parametetstermined frorm; andn; according to

Eq.(2.16).
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Fig. 5.11: Data of a conventional Hall-bar for various valuesvgfg at a fixedVig=2.5 V and a
temperature of £280 mK. Experiments were performed under an AC current Bjgs85 nA

at a frequency of 190.1 Hz. Distinct beating patterns are observafdg<4 V, and the nodes

are marked by arrows. A FFT is used to determine the carrier density distribution for each value
of Vg The resulting distributions are displayed in the right image. \rgg <4 V, the carrier

density distributions show two separate peaks, each belonging to one spin non-degenerate sub-
band. The scaling of the x-axis is chosen for spin-degenerate subbands and must thus be halved
to yield the carrier densities; andn; of the spin non-degenerate subbands. The SdH traces are
offset by 350Q. The FFT traces are normalised and offset for clarity.
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Fig. 5.12: Data recorded for a conventional Hall-bar. A fixed front-gate voltagég3 V is

applied. All other values of the experiment are the same as those ¢f Fifj. 5.11. Distinct beating
patterns are observed fofyg <3.75 V, and the nodes are marked by arrows. Again, the carrier
density distributions determined by FFT displayed on the right side. Two separate peaks of spin
non-degenerate subbands are observed in the carrier density distributidag,fe8.75 V. The

scaling of the x-axis is selected for spin-degenerate subbands and thus must be halved to correctly
yield the carrier densities; andn| of the spin non-degenerate subbands. The SdH traces are
offset by 350Q. The FFT traces are normalised and offset for clarity.

In the second high-field experiment, the spin-orbit interaction is studied in dependence of a voltage
Vibg applied between the front-gate and the back-gate. Measurements are performed on a conven-
tional Hall bar processed in Atsugi at a temperature of 280 mK, applying an AC current bias of
35 nA at a frequency of 190.1 Hz. Both longitudinal magnetoresistance and Hall-voltage across
the sample are recorded simultaneously. The magnetoresistance is recorded for a series of voltages
Vipg at a fixed voltag&/tg applied between front-gate and InAs channel. Vrgg=0 V, SdH oscil-

lations are observed whafiy exceeds 2 V. Beating patterns in the SdH oscillations are observed
atVig=2.5V andVtg=3 V. Figureg 5.1]1 and 5.1.2 show the experimental results for front-gate volt-
ages ofVyg=2.5 V andV;g=3 V, respectively. Beating patterns with clear nodes can be seen up

to Vipg=4 V for Vig=2.5 V and up tdvVpg=3.75 V forVsg=3 V. The carrier density distributions
displayed on the right sides of Figutes 5.11 and|[5.12 are determined from the experimental data
by FFT. The carrier density distribution exhibits two peaks for all voltages, at which beating pat-
terns can be observed in the SdH oscillations. The two peaks correspond to the carrier densities
andn, of the spin non-degenerate subbands. Exact values afidn, are determined by fitting
Gaussians to the carrier density distributions. The Rashba spin-orbit interaction paraneeter
determined fromm; andn| according to the parabolic approximation [Eq.(2.16). Fig.]5.13 shows
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Fig. 5.13: Rashba parameters determined by applying a voltadgng between front-gate and
back-gate for fixed front gate voltag¥syg. The results are calculated from the subband carrier
densities of the SdH oscillations displayed in Figires|5.11 and 5.12.

the resulting values foer, both in dependence &fs,g and in dependence of the carrier density
ns. The carrier densitys is determined independently from Hall-voltages and from the SdH os-
cillations according tms = ny +n,. Both methods yield identical values fog, which is found to
increase linearly witNsyg. In Fig.[5.13, one can observe a decrease wfith increasing/spg for
bothV;g=2.5 V andVtg=3 V. Comparing the Rashba parameters obtained for the two front-gate
voltages, one finde atVig=3 V to be approximately half of that &4=2.5 V.

The carrier density is controlled B¥spg and is found to be almost independentvef. In con-
trast, the Rashba parameter is primarily controlled/ly and only a slight influence &fspg can

be observed. Thus, independent control of the Rashba parameter at a given carrier density can
be obtained by fixing/tphg and tuninge by changingvig. The increase ofx from Vig=+3 V to
Vig=+2.5 V is found to be over 100%.

5.6 Discussion

The dependence of spin-orbit interaction on a voltdgebetween the front-gate and the InAs
channel is studied by WAL and by SdH oscillations. With both methods, the Rashba parameter
a is successfully obtained for carrier densities ranging frea8.510' cm™2 to 7.510' cm=2.
Fig.[5.14 shows the resulting values foyalong with those obtained from the band-structure sim-
ulations presented in Sectipn b.1. For display purposes, the Rashba parameters determined from
SdH oscillations, using the parabolic approximation in Eq. (2.16), are shown one order of magni-
tude smaller than their actual values.

The values fora determined from SdH oscillations are an order of magnitude larger than both
those obtained from WAL and those calculated from band structures. In all three cases, the values
of a do not only show a clear decreasecoWith increasingns, but in particular the same qualita-

tive dependence on the carrier density. The Rashba parameters determined from SdH oscillations
show a slight deviation for carrier densities abov&05! cm—2, at which a strong decrease @f
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Fig. 5.14: Rashba parameters obtained for various valu&§pfResults from WAL experiments

are depicted as closed markers, results from SdH oscillations as open markers, and results from
simulations are displayed as a solid line. For display purposes, the values from the SdH oscil-
lations have been divided by a factor of ten. Both experimental methods and the calculations
yield an identical dependence afon ns. However, the values obtained by SdH oscillations are
increased over those obtained by the other two methods by an order of magnitude.

is observed: at these high carrier densities the subband carrier dengsiéiedn; overlap in the

carrier density distribution, making their exact values and thdgficult to determine.

Quantitatively, the values determined from WAL are found to be reduced a little over the calculated
values. These slight deviations are caused by unknown values in the band-structure calculations:
to accurately determine the band structure, the position of the Fermi energy must be known at
both the InAs channel region and at the sample surface. Below the channel, the Fermi energy is
pinned to the donator levels of the carrier supply layer. This approximates the experimental cir-
cumstances, in which the front gate voltagg is biased against the InAs channel. At the sample
surface, the Fermi energy of the simulations is positioned relative to the conduction band according
to E — Er = —e-Viq (e elementary charge). A change of the pinning of the Fermi energy affects
the electric field§z across the channel (and thug) and results in a shift in the electron probability

|W|2. A different|¥|? results in an altered boundary contributiag as discussed above. Varying

the pinning affects both the field and the boundary contribution, and thus the total Rashba param-
eteraiot = o + ap. Estimates show that the differing valuesabbtained from WAL and from
band-structure calculations can be explained by the chosen pinning of the Fermi energy.

The increase of the values fardetermined from SdH oscillations by an order of magnitude over
those from WAL and those calculated from the band structures is not easily explicable. Errors
arising from data analysis can be ruled out through repeated diligent analysis and qualitative com-
parison with other experiments. Furthermore, the valueg détermined from SdH oscillations

are of the same order of magnitude as those obtained from SdH oscillations in similar samples
by Grundler [Gru00]. To date, the discrepancy between the results determined by WAL in low
magnetic fields and those determined from SdH oscillations in high magnetic fields cannot be ex-
plained. The fact that this discrepancy is present in fields as low as a few Tesla is particularly
puzzling. The strength of the magnetic field alone may not be sufficient to assess the influence of
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a magnetic field on the spin-orbit interaction. Possibly, the strength must be considered in terms
of u - Binstead.

As magnetoconductance experiments on the InAs-HEMTs show distinct WAL, spin-dephasing
must be governed by D’yakonov-Perel (DP) scattering at near-zero magnetic fields|[Kna96]. How-
ever, the DP theory predicts decreasexafith increasing magnetic field. This was also shown in
recent experiments by Meijet. al.[Mei04]. The increase oft with increasing B observed in the
experiments of this chapter, would require another scattering mechanism to become dominant in
the InNAs-HEMTSs at higher magnetic fields. When Eliott-Yaffett scattering dominates;reases

with increasing magnetic field, as shown in reference [Kik98]. Further experiments are required
to determine the influence of external magnetic fields on the Rashba param&ieasurements

of WAL in a static magnetic field applied parallel to the 2DEG, such as in Reference [Mei04],
could be used to determine the strengttwaiver a wide range of magnetic fields.

Both WAL and SdH oscillations are recorded in dependence of a voltage applied between
front-gate and back-gate of the INnAs-HEMT. Wheéyg is applied, WAL can be observed when

the InAs remains floating, and SdH oscillations can be observed when a Vdjtpigeapplied be-
tween the front-gate and the InAs channel. Due to this, the results of the two experiments cannot be
compared. But, in both cases regions/gfy (andVig) are found, in which the Rashba parameter

« is tunable independent of the carrier densigyIn WAL experimentso can be tuned by about
17% at a carrier density ok=4.4510'1 cm~2, in SdH oscillation experiments can be tuned by
about 100% at carrier densities ranging from #0f* cm~2 to 5.410' cm=2.

The key parameter in spintronic devices is the spin precession Afgléor transport through

a 2DEG of length L, the differenc&6 (L) of spin-precession angles for spin-orbit interactions of
Omax andamin can be calculated with EQ.(2.6). The mean free path of an electron can be approxi-
mated asL) = Vg 7, With the Fermi velocityr and the elastic scattering timg [Dat95]. For the
INAs-HEMTSs with a mobility ofu=170.000 cré/Vs and a carrier density ofs=4.4510' cm~2,

one obtains a mean free path(@f ~1.9 um. Over the length of 1.&m, A6 can be estimated to

31°, using the values fostnax andomin determined from WAL experiments. The difference in pre-
cession angle cA6=31° should be easily observed in spin-transport devices such as proposed in
reference [Dat90]. In the case of Rashba parameters determined from SdH oscillations, & full 360
precession of the electron spin already occurs after 738 nivi fgr+3 V andng=5.010"1 cm2.

As « is more than doubled wheVq is reduced to +2.5 V, the difference in precession adgle

can be tuned betweeri @nd 360.
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6 INAIAsS/InGaAs heterostructures

Heterostructures with an InAlAs/InGaAs quantum well are suitable to study the influence of
boundaries on spin-orbit interaction: both InGaAs and InAlAs can be lattice matched to InP, fa-
cilitating the growth of InGaAs/InAlAs quantum wells with and without an intermediate InP layer

at an interface. In this chapter, the design of the heterostructures used as well as the sample ge-
ometries are introduced. Also, simulations and experiments to determine the strength of spin-orbit
interaction are presented. The chapter closes with an overview of the results.

The InAlAs/InGaAs heterostructures presented in this chapter were grown at NTT Advanced Tech-
nology in Japan. All processing and all experiments on these structures were performed within the
scope of a trainee period in the spintronics research group of Dr. J. Nitta at the Basic Research
Labs of the Nippon Telegraph & Telephone corporation (NTT-BRL) in Atsugi, Japan.

6.1 Material system

The heterostructures used in this chapter's experiments are grown by metal-organic chemical
vapour deposition (MOCVD). The channels are made o@fsiGay 47AS, the channel bound-

aries of I 50Alg.48As or InP. All three materials are lattice matched with a lattice constant of
5.88 A [Iba99]. The band gaps are 757 meV fagdgGay 47As, 1338 meV for Ig 50Al g 48AS, and

30nm|  Ing 53Gag 47As 30nm|  Ing 53Gag 47AS
50 nm W\M 50 nm W\M 30nm|  Ing 53Gag.47As 30nm|  Ing 53Gag 47AS
5nm InP 5nm InP 50 nm m\m\& 50 nm M\M
5nm|  Ing 50Alp.48AS 5nm|  Ing 50Alg48AS 5nm InP 5nm InP
1.5nm AlAs 1.5nm AlAs 5nm|  Ing 50Alg 48AS 5nm|  Ing 50Alg 48AS
25nm |n0_52A|0_48AS 36 nm In0.52AI0_43As 1.5nm AlAs 1.5 nm AlAs
6 1\ nelpuspAl 25nm InP 25nm| _ Ing 5pAlp.4AS 36nm|  INg 5pAlo.48AS
5nm | Ing 50Alg 48AS 85nm| Ing53Gag 47AS 6 nm ; 10mm|  Ing 53Gag.47As
2.5nm InP 6 nm In0_52AI0_43As 6 nm In0_52AI0_48As 6 nm In0_52AI0_48As
8.5nm Ing 53Gag 47As 6 nm W\m 10 nm Ing 53Gag 47As 6 nm N\MM
2120m | Ing 52Alg 4gAS 200n0m | Ing 52Alg 4gAS 212nm - Ing 5pAlp 48AS 200nm | Ing 52Alp 48AS
InP InP InP InP
Wafer 1 Wafer 2 Wafer 3 Wafer 4

Fig. 6.1: Schematics of the four heterostructures with agsd®ay 47As channel. The channel

areas are marked in white and the doped layers are hatched. The carrier supplying layers are
positioned above the channel for Wafer 1 and Wafer 3, and below the channel for Wafer 2 and
Wafer 4. Wafer 1 and Wafer 2 feature an intermediate InP layer at the upper channel boundary.
During sample processing, the three topmost layers are removed.
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Fig. 6.2: Band structures of the heterostructures with ajsd®ay 47As channel. All bands are
displayed as relative energies with respect to the Fermi engr,gani versus the depth below the
sample surface. The four separate images display results of simulations for Wafer 1 to Wafer 4,
from left to right. Thel g conduction band, thEg valence band and tHe; spin split-off band are
shown for the channel region. The relevant materials, and in the leftmost figure the spin split-off
energies, are denoted. Simulations were performed with nextifsogj.

1384 meV for InP, and the respective spin split-off energies of the valence band are 328 meV,
298 meV, and 108 meV (all at T=0). A 2DEG is formed in the quantum well, the effective
electron mass of which is determined to toé = 0.041- me [Kog0Z]. Spin-orbit interaction in
InGaAs/InAlAs quantum wells is found to be dominated by SIA so that BIA can be neglected
[Sch98]. Two constituents of SIA can be distinguished, as was shown in Sgection 2.1.2: the effect
of an electric field across the channel as well as effects of wave-function penetration at the channel
boundaries. Four different wafers are grown to study the interplay between these so-called field
and boundary contributions. The layer structures of these wafers are shown |in Fig. 6.1 and the
band structures are displayed in Hig.|6.2. The sign of the field contributido the Rashba pa-
rameter depends only on the sign of the electric fi¢le- —% = %d% (p: electrical potential,

Er¢: energy of the conduction band edge) across the channel (cf. Eq.(2.9)). Two samples with
different signs of5; were designed, one with a carrier supply layer above the channel (Wafer 3)
and one with a carrier supply layer below the channel (Wafer 4). Donator doping was used for
the carrier supply layers, with concentrations of-208 cm2 for layers above the channel and

2.010' cm3 for layers below the channel. Counter-doping with acceptors was performed at the

top doping| bottom doping ot = | O + 0o
Wafer 1| + +
InP Wafer 1 Wafer 2
n afer afer Wafer 2| - N
Wafer 3| + (+)
no InP || Wafer 3 Wafer 4
Wafer 4| - )

Table 6.1: Overview of the wafers with an §x3Gay 47As channel. The left table clarifies the
features of each wafer. The right table lists the signs of the field and the boundary contributions
os anday to the total Rashba paramety:. Brackets mark negligible contributions.

55



6 InAlAs/InGaAs heterostructures

I I
6_(8.) Wafer1: @ a,= O o; + ® (b) Wafer2: @ a,= O a; + ®
Wafer3: ®m o, =0 o; + B8 q Wafer4: ®m a =0 o + B q
5K o® — g 1
—_ 0o’ @®®®®@®®‘Q
o® @@®® ° Q
& °® 00®9 ° —
> T oo’ 7 [e000®®®® o =
o ° |
o o0®’ ® EEEEEEEEEEB}B&Eﬁﬂaagﬂﬁaaaaaaaaaaagﬁa— 0 X
"o 3ge®® PELELE o® =™ )
2 | 0@®®® . a®" <
= ®®®®®®®® QQ@L .0. = qq 3
i o T 1 2
(| ggunnnn8®®® oo pue”
L 7] o500
-5'. -2
O IDnEEEEEEEEREEEEEFEEREHHEEE . | | | |
0.5 1.0 12 1.25 2.0 0.5 1.0 12 1.25 2.0
ng (10 "cm”) ng (10 "ecm”™)

Fig. 6.3: Rashba parameters in dependence of the carrier density as calculated from simulated
band structures. The values for the field and boundary contributiprasd oy, are depicted as

well as the total Rashba parametegs;. (a) results for the two wafers with doping layers above

the channel; (b) results for the two wafers with doping layers below the channel. The values

for o were calculated according to Hg.(2.9) and [Eqg.(2.10). The band-structure calculations were
performed using nextnaA¢Vog].

Ing50Al g 4gAS/substrate interface. The doping concentrations differ so as to obtain similar carrier
densities of the 2DEG in not-gated samples. As can be seen from the simulated band stijctures,
points in direction of the substrate for Wafer 3 and in direction of the sample surface for Wafer 4.
Thus, for the quantum well structure used, the field contribution to the Rashba parameter is ex-
pected to be positive for wafers with a carrier supply layer above the channel and negative for
wafers with a carrier supply layer below the channel.

Two more samples were designed, using the two basic designs presented in the last paragraph.
These feature an intermediate InP layer at the upper InGaAs/InAlAs quantum well boundary. The
width of the channel was set to obtain similar carrier densities as in the samples without an InP
layer. The boundary contributiom, to the Rashba parameter is given by Eq.(R.10). This is in
general small and of the same sign as the field contribution for symmetric quantum wells with a
symmetric material structure, i.e. boundaries of the same material on both sides of the channel.
When an InP layer is inserted, an interesting situation arises at the Jag@a 47As interface:
thel g valence band energy in InP is lower than fhespin split-off band energy in hx3Gay 47AS.
Therefore oy, is greatly enhanced when an InP layer is inserted at one channel boundary. In addi-
tion, the sign ofwy, is determined by the position of the InP layer, being positive for an InP layer
positioned above the channel and negative for an InP layer positioned below the channel. Thus,
the intermediate InP layer at the upper channel boundary should lead to an enhanced positive con-
tribution to the total Rashba parametegg:. Table 6.1 gives an overview of both the key structural
features of the wafers used and the expected signs ahdoy. Transport experiments only yield
the absolute value at;ot, and not the sign. Insertion of an InP layer at the upper channel boundary
should thus increase the absolute valuexgf for structures with a carrier supply layer above the
channel and reduce it for structures with a carrier supply layer below the channel. Thesgfore,
in Wafer 1 is expected to be increased with respect to Wafer Ipth Wafer 2 is expected to
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6.2 Sample geometries

Fig. 6.4: SEM images of an interferometer sample: (a) Overview of a quarter of the sample. At
the left, two Hall-bars (two vertically aligned dark grey rectangles) can be identified. The seven
arrays of interferometers of different side lengths L (horizontally aligned light grey rectangles)
are positioned to the right of the Hall-bars. (b) Section of an interferometer array. (c) Image of
an individual interferometer. The side length L is marked.

be decreased with respect to Wafer 4.

The band structures of the four wafers were calculated for various surface-gate voltages which
directly correspond to the carrier density, using the self-consistent Schrodinger-Poisson solver
nextnand [Vog]. The field and boundary contributions ¢gy, determined according to Equations
(2.9) and[(2.10), are displayed in Figlire]6.3. The results are displayed separately for wafers with
the carrier supply layer above and below the channel. To increase the carrier density, a positive
voltage is applied to the gate, thus increasing the potential at the sample surface. Theyefore
increases with increasing carrier density for the top-doped wafers and decreases for the bottom-
doped wafers. The values of are found to be virtually identical for the corresponding wafers
with and without an intermediate InP layer. In the case of the back-doped samples)ot only
increased by insertion of an InP layer at the upper channel boundary, but also changes sign. Thus,
an inserted InP layer at the upper boundary actually increases the total Rashba pargyieter
samples with a carrier-supply layer above the channel and decigskes samples with a carrier
supply layer below the channel.

6.2 Sample geometries

Hall-bars are used to measure WAL, and microstructured interferometers are used for the mea-
surements of AAS oscillations. To ensure consistent results for both WAL and AAS experiments,
Hall-bar and interferometer geometries must be implemented on an identical 2DEG. Both sample
geometries are processed in parallel, using one piece of semiconductor heterostructure. First, se-
lective wet chemical etching is used to remove the three topmost layers of the wafers (marked by
hatches in Fid. 6]1). These layers were incorporated to pin the Fermi energy above the channel in
future experiments. After removal of the top layers, patterning of the interferometers is performed
by electron-beam lithography and subsequent RIE etching. Seven arrays with different interferom-
eter lengths are made, each of these structured a total of four times at different dosages of electron-
beam exposure. After this the Hall-bars, contact leads, and mesas are defined by wet chemical
etching, thus setting the interferometers free from the surrounding 2DEG. Gates are placed above
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Fig. 6.5: Exemplary AAS oscillations. (a) Raw data before FFT filtering: a strong background
magnetoresistance can be observed. (b) Data after FFT high-pass filtering.

the Hall-bars and interferometers, insulated from the semiconductor by a 115 nm thick»SiO

ide. Unnecessary Sids removed by RIE etching. Finally, contact to the semiconductor is made
by deposition of AuGeNi and subsequent annealing at®Z7Z.%A section of a completed sample

can be seen in Fifj. §.4(a). The Hall-bars have a length ofi2tand a width of 125:m. The
individual structures in the square-loop interferometer arrays feature side lengths fromm 1a2

1.8 um. A section of an array of interferometers as well as a single interferometer are displayed in

Fig.[6.4(b,c).

6.3 Experiments

Three different kinds of experiments are performed to determine the strength of the spin-orbit
interaction in the 1g52Al 0.48AS/INg 53Ge&y 47AS heterostructures: measurements of WAL, SdH os-
cillations, and AAS oscillations. WAL is suitable to determine the Rashba paramedétow
electron mobilities, AAS oscillations require high electron mobilities to ensure ballistic transport,
and SdH can only be observed for higher carrier densities and higher mobilities. The Hall mo-
bilities of the samples used were determined to range from 20.080/snto 100.000 criyVs,
depending on the gate voltage.

Transport experiments are performed with an AC-bias CLﬁ]m‘erproximately 35 nA, modulated

at a frequency of 190.1 Hz. Both the Hall-bars and the interferometer arrays feature contacts to
detect a voltage perpendicular to the direction of current. These contacts are used to determine the
carrier density for each measuren@ﬂthe carrier density, rather than the gate voltage, is used as

a scale to enable comparison between samples.

SdH oscillations were observed for magnetic fields above approximately 1.5 T. Neither did the
oscillations exhibit beating patterns in any of the four wafers, nor was spin-splitting of the carrier
density distribution calculated by Fourier transform found. Thus, no value foould be deter-

1To account for non-ideal current sources as well as variations in the sample resistance, the bias current is monitored
by means of a lock-in amplifier.

2The carrier densitys is determined according to following equation [Datoa]= dVL//ls‘BL , with |: bias currente:
elementary charg®/j: Hall voltage,B, magnetic field perpendicular to the 2DEG plane.
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mined from the SdH oscillations. Previous experiments showed, that the spin-orbit interaction
can be nonzero, even if the SdH oscillations show no beating patterns [Kog02]. In that case, the
strength of the spin-orbit interaction can be determined from experiments in low magnetic fields.
Therefore, in the following, the focus will be on such low-field measurements of WAL and AAS
oscillations. Both WAL and AAS oscillations were studied for various structures on each of the
four heterostructures presented above. WAL was observed for Wafer 1 and Wafer 4, and weak
localisation for Wafer 2. AAS oscillations were observed for all four wafers.

Analysis of WAL is performed as follows: recorded magnetoconductance is fit according to the
theory of lordanski, Lyanda-Geller, and Pikus described in Eq)(2.20). To obtain objective results,
the curve fit’ procedure of the IGOR Pro data analysis package is used, whereby the ILP theory is
implemented by means of an XOP (cf. Appendix B). Curve fitting yields the characteristic spin-
orbit field Hso, from which the Rashba parametets determined according to Eg.(2]24).
Experimentally recorded AAS oscillations show background magnetoresistance. Before analysis
can be performed, this background is removed by frequency-selective filtering: a high-pass filter in
terms of the magnetic field is implemented by means of a Fast Fourier Transform (FFT)[Fip. 6.5
shows exemplary raw AAS oscillations as well as data, from which the zero- and low frequency
components iB have been removed by FFT filter.

To determine the Rashba parameteirom AAS oscillations, measurements at various strengths

of spin-orbit interaction are required. In the InGaAs/InAlAs heterostructures investigated, the
strength of spin-orbit interaction can be tuned by a gate voltage [Lin05]. Therefore, AAS oscilla-
tions are recorded at various gate voltages. The amplitudes of the oscillations are determined for
each gate voltage and, ideally, an oscillatory dependence is found. The angle of spin precession
A6 along each side of the interferometer can now be obtained as a function of the gate voltage: the
experimentally determined gate voltage dependent AAS oscillation amplitudes are compared to
the calculated spin precession ange dependent oscillation amplitudes, which are described in
Fig.[2.7 and Eq.(2.26). The Rashba parameter is then determined\famcording to Eq.(2]6).

The required points of reference farare obtained from the analysis of WAL.

In the following, the experimental results on each of the four wafers are presented individually. For
each wafer, the WAL experiments are shown first, followed by the AAS oscillations. The results on
all four wafers are summarized and discussed at the end of the section. The values of the magnetic
field have been shifted by 4.2 mT for all of the following experiments to account for the hysteresis
of the superconducting magnet used.
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Fig. 6.6: Low-field magnetoconductances recorded on Wafer 1 for three gate voltages. Pro-
nounced WAL is observed. The best fits with ILP theory are shown as solid lines. The carrier
densities were determined from Hall voltages recorded simultaneously with WAL.

Wafer 1

In Wafer 1, WAL could be observed at gate voltages from -0.75 V to 1.25 V, which correspond
to carrier densities betweenl15 10! cm~2 and 77- 10! cm—2. Magnetoconductances recorded

at three gate voltages as well as fits with ILP theory are displayed in Higure 6.6. The values for
the Rashba parametarresulting from the fits as well as the carrier densities determined by Hall
probes are displayed in Talile 5.2. The fit parametgy Which is decisive in determining, is

also given. An increase of the Rashba parameter with increasing carrier density is observed.

AAS oscillations could be observed in interferometers of a side length ofith8or gate volt-

ages between 1 V and 9.25 V. These gate voltages correspond to carrier densities between
1.1-102 cm 2 and 22- 102 cm~2. A set of recorded AAS traces for various gate voltages is
displayed in Fig. 6]7. The resulting oscillation amplitude is normalised and displayed as a function
of the carrier density in Fig. §.8. The amplitude of the oscillation is found to increase steadily
up to a carrier density afis ~ 1.8- 1012 cm~2, at which saturation occurs. A reliable value for

the Rashba parameter cannot be determined from the AAS amplitudes, as at least half a period of
oscillation is required.

[ Vg(V) || ns(cm?) [ Hso (MT) | o (eVm) |
-0.75 || 5.11.10%2 4.42 | 4821012
-0.5 5.541012 480 | 5.0210 12

0 6.37.10'2 522 | 5.2410 12
0.5 6.9410% 5.59 5.41.10°12
1.25 | 7.71:10% 5.88 5.5610 12

Table 6.2: Results of WAL experiments on Wafer 1. The carrier densitisrobtained from the
Hall voltage, the characteristic spin-orbit interaction fielg, Hom fits to the experimental data
of Fig[6.6 according to ILP theory, ardfrom Hs, given by Eq[ 2.24.
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Fig. 6.7: Overview of AAS oscillations recorded on Wafer 1. All traces were recorded within

a single cooling cycle. Each trace corresponds to single gate voltage, i.e. a carrier density. The
gate voltage was increased in steps of 0.25 V between each trace, starting from 1 V at the bottom
trace. The interferometers used have a side lengthuin8 As a guide to the eye, a solid line
marks the center maximum and a dashed line first minimum at lower magnetic fields. All traces
have been FFT filtered and are offset for clarity.
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Fig. 6.8: Normalised amplitude of the AAS oscillations recorded on Wafer 1 as displayed in
Fig.[6.7. The amplitude is determined as difference between the center maximum and the first
minimum at lower magnetic fields and displayed in dependence of the carrier density. Anincrease
in amplitude can be observed for carrier densities up&olD'2 cm~2, at which saturation occurs.
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Fig. 6.9: Low-field magnetoconductances recorded on Wafer 2 for three gate voltages. Distinct

weak localisation is observed, but no weak antilocalisation. Thus no fits are performed. The

carrier densities were determined from Hall voltages recorded at the same time as the weak lo-
calisation.

Wafer 2

In Wafer 2, WAL experiments were performed for gate voltages between -3.5 V and 0, which
correspond to carrier densities betweeh-80 cm~2 and 91-10'2 cm~2. For gate voltages of

-3V and above, weak localisation was observed. WAL was not observed at any gate voltage so that
fitting could not be performed, and no value for the Rashba pararoetetermined. Recorded
magnetoconductances for three different gate voltages are displayed in[Figure 6.9.

AAS oscillations could be observed in interferometers of drb side length for various gate
voltages between 1V an 20 V. These gate voltages correspond to carrier densities ranging-from 1
102 cm2to 2.5- 102 cm 2. A set of AAS traces recorded for various gate voltages is displayed

in Fig.[6.10. The resulting oscillation amplitude is normalised and displayed as a function of
the carrier density in Fig. 6.11. The AAS amplitude shows oscillatory dependence on the carrier
density. However, no sign change of the amplitude can be observed so that no Rashba parameter
can be ascertained. Previous experiments predicted the Rashba parameter in Wafer 2 to be very
small or near-zerod < 10~1? eVm) for the carrier densities studied. This is a possible cause of

the abnormal carrier density dependence of the AAS amplitude.
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Fig. 6.10: Overview of AAS oscillations recorded on Wafer 2. All traces were recorded within

a single cooling cycle. Each trace corresponds to a single gate voltage, i.e. a carrier density. The
gate voltage was increased in steps of 500 mV between each trace, starting from 1 V at the bottom
trace. The interferometers used have a side lengthuin5 As a guide to the eye, a solid line
marks the center maximum and a dashed line the first minimum at lower magnetic fields. All
traces have been FFT filtered and are offset for clarity.
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Fig. 6.11: Normalised amplitude of the AAS oscillations recorded on Wafer 2 as displayed in
Fig.[6.10. The amplitude is determined as difference between the center maximum and the first
minimum at lower magnetic fields and displayed in dependence of the carrier density. An os-
cillation in amplitude can be observed, however no sign changes. Thus the significance of the
oscillation is unclear.
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6 InAlAs/InGaAs heterostructures

Wafer 3

Low-field magnetoconductance experiments were performed on Hall-bars on Wafer 3 for gate
voltages from -2.25 V to +1 V which correspond to carrier densities betwgeri @ cm—2 and
9.1-10* cm~2. Neither weak localisation nor weak antilocalisation could be observed.

AAS oscillations could be observed in interferometers of Arb side length for various gate
voltages between 0 and 15 V. These gate voltages correspond to carrier densities ranging:-from 7
10 cm2 to 1.8- 1012 cm 2. A set of AAS traces recorded for various gate voltages is displayed

in Fig.[6.12. The resulting oscillation amplitude is normalised and displayed as a function of
the carrier density on the left side of Fjg. 6.13. An oscillation of the center amplitude is found,
whereby saturation occurs for carrier densities abovel @4 cm—2. WAL results from previous
experiments by Liret al. [Lin05] are used as points of reference. This is deemed acceptable as
the WAL results of previous experiments agree well with the results gathered in this thesis for all
other wafers. With these points of reference the Rashba parameter is calculated from the AAS
oscillation amplitude. The precession angles and corresponding Rashba parameters are presented
as a function of the carrier density in the table on the right side of Fig} 6.13.
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Fig. 6.12: Overview of AAS oscillations recorded on Wafer 3. All traces were recorded within a
single cooling cycle. Each trace corresponds to a single gate voltage, i.e. carrier density. The gate
voltage was increased in steps of 250 mV between each trace, starting from 0 at the bottom trace.
The interferometers used have a side lengthuirb As a guide to the eye, a solid line marks the
center extremum and a dashed line the first extremum at lower magnetic fields. All traces have
been FFT filtered and are offset for clarity.
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Fig. 6.13: left: Normalised amplitude of the AAS oscillations recorded on Wafer 3 as displayed

in Fig.[6.12. The amplitude is determined as difference between the center extremum and the first
extremum at lower magnetic fields and displayed in dependence of the carrier density. A three-
guarter oscillation of the amplitude can be observed. The amplitude saturates for carrier densities
above 1.410' cm~2. right: Spin precession anglé® and Rashba parametersietermined by

AAS oscillations in Wafer 3. The precession angles are calculated for a path lengthuohl1.5
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Fig. 6.14: Low-field magnetoconductances recorded on Wafer 4 for three gate voltages. Pro-
nounced WAL is observed. The best fits with ILP theory are shown as solid lines. The carrier
densities were determined from Hall voltages recorded simultaneously with WAL.

Wafer 4

In Wafer 4, WAL could be observed at gate voltages from -1 V to -0.5 V which correspond to
carrier densities betweenQk 1012 cm=2 and 12- 10" cm~2. Magnetoconductances recorded at
three gate voltages as well as fits with ILP theory are displayed in 6.14. The values for
the Rashba parametarresulting from the fits as well as the carrier densities determined by Hall
probes are displayed in Talile 6.3. The fit parametgy Which is decisive in determining, is

also given. A decrease of with increasing carrier density is observed.

AAS oscillations could be observed in interferometers of a side length ofifn6for gate
voltages between 2.5 V and 10 V. These gate voltages correspond to carrier densities between
1.55- 10 cm~2 and 242- 102 cm~2. A set of recorded AAS traces for various gate voltages is
displayed in Fig[ 6.15. The resulting oscillation amplitude is normalised and displayed as a func-
tion of the carrier density on the left side of the Hig. 6.16. An almost perfect oscillation of the
amplitude in dependence of the carrier density is observed. Reliable Rashba parameters can be
determined from this. The resulting values are displayed on the right side ¢f Fip. 6.16.

[ Vg(V) || ns(cm?) [ Hso (MT) | o (eVm) |
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-2 9.9910% 2.95 |3.9310%?
-1.5 | 10.8810'? 2.69 | 3.7610°%?
-1 11.421012 2.43 3.5710 12
-0.5 | 12.1510% 2.22 3.4110°12

Table 6.3: Results of WAL experiments on Wafer 4. The carrier densitisrobtained from the
Hall voltage, the characteristic spin-orbit interaction fielg, lom fits to the experimental data
of Fig[6.14 according to ILP theory, amdfrom Hs, as given by Ed. 2.24.
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Fig. 6.15: Overview of AAS oscillations recorded on Wafer 4. All traces were recorded within a
single cooling cycle. Each trace corresponds to single gate voltage, i.e. carrier density. The gate
voltage was increased in steps of 250 mV between each trace, starting from 2.5 V at the bottom
trace. The interferometers used have a side lengthuin6 As a guide to the eye, a solid line
marks the center extremum and a dashed line the first extremum at lower magnetic fields. All
traces have been FFT filtered and are offset for clarity.
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Fig. 6.16: left: Normalised amplitude of the AAS oscillations recorded on Wafer 4 as displayed

in Fig.[6.15%. The amplitude is determined as difference between the center extremum and the first
extremum at lower magnetic fields and displayed in dependence of the carrier density. Almost
perfect oscillatory behavior of the amplitude is obseruvéght: Spin precession anglés® and
Rashba parameters determined by AAS oscillations in Wafer 4. The precession angles are
calculated for a path length of 16m.

67
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Discussion

Both WAL and AAS oscillations are observed in the heterostructures with an InGaAs/InAlAs
guantum well. The strength of the Rashba paranetierdetermined for various carrier densities:
analysis of WAL yieldsa for Wafer 1 and Wafer 4, and analysis of AAS oscillations yieddfor
Wafer 3 and Wafer 4. An overview of the experimentally obtained Rashba parameters is displayed
in Fig.[6.17 as a function of the carrier density. In addition, the absolute values of the Rashba
parameters calculated from simulated band structures, as described in §egtion 6.1, are displayed
as solid lines. The absolute values are sufficient for comparison with the experimental results, as
experiments yield only the magnitude of the Rashba parameter, but not the sign. The results of
WAL experiments by Liret al. [Lin05] on the same wafers are also displayed in Fig.|6.17. Qual-
itatively, the experimental and theoretical results show the same dependemaendhe carrier
density: samples with a doping layer above the channel (Wafer 1 and Wafer 3) show an increase of
o with increasing carrier density, and samples with a doping layer below the channel (Wafer 2 and
Wafer 4) show a decrease afwith increasing carrier density. For doping layers above the chan-
nel, the insertion of an intermediate InP layer at the upper channel boundary increases the strength
of the Rashba parameter as both field and boundary contributionat@ of the same sign: the
Rashba parameter of the wafer with an inserted InP layer (Wafer 1) is enhanced compared to the
wafer without an InP layer (Wafer 3). For doping layers below the channel, an intermediate InP
layer at the upper channel boundary decreasess the field and boundary contributions are of
opposite sign and partially compensate each other: the Rashba parameter of the wafer with an
inserted InP layer (Wafer 2) is reduced compared to the wafer without an InP layer (Wafer 4).
Quantitatively, the experimentally determined Rashba parameters are enhanced over the calcu-
lated ones for all wafers except for Wafer 2. The valuesdfdn Wafer 1 and Wafer 4 are sig-
nificantly larger than the theoretical predictions. Because of this, the differencegauced by
inserting an intermediate InP layer at the upper quantum well boundary are roughly doubled in the
case of samples with a doping layer above the channel (Wafer 1/Wafer 3) and roughly tripled in
the case of samples with a doping layer below the channel (Wafer 2/Wafer 4). This can only be
explained by considering both the field and the boundary contribution. The field contrilbgtien
virtually independent of the presence of an intermediate InP layer at a quantum well boundary. In
fact, it only depends on the position of the carrier-supply layer, i.e. if this layer is positioned above
or below the channel. As the boundary contributmncan be neglected for symmetric quantum
wells, the enhanced value afin samples without an InP layer (Wafer 3 and Wafer 4) must be due
to an enhanced value of;.

Insertion of an InP layer mainly affects the boundary contribution, but not the field contribution.
Therefore, the increased differencedinthat is observed when an InP layer is inserted at the upper
channel boundary, can be ascribed to an increased boundary contribution.

Such a joint amplification oy and oy, is brought forth by different choices of the Fermi energy
pinning in the band-structure calculations: to accurately determine the band structure, the position
of the Fermi energy must be known both at the InP substrate/o 48As buffer layer interface

and at the sample surface. Because of the counter doping with acceptors, the Fermi energy was
set to correspond to the upper valence band energy at the buffer/substrate interface. However, the
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Fig. 6.17: Overview of the experimentally and theoretically determined Rashba parameters.
Closed symbols represent results of experiments performed within this thesis, open symbols are
from experiments performed on the same wafers bydtial. [Lin05]. The absolute values of

the Rashba parameters calculated from simulated band structures as described if Sgction 6.1 are
depicted as solid lines. Dashed lines continue the calculated values for Wafer 2 and Wafer 4
through zero.

exact position of the Fermi energy at the sample surface is not known. Changing the pinning of the
Fermi energy at the sample surface not only changes the electriesfielcross the channel and

thus the associated;, but also shifts the charge distribution and thus the corresponding electron
wave function! across the channel. The changed shap#g affects the boundary contribution, as

each boundary at positiagnis weighted byW(z)|?. Different choices of pinning also explain the
variations between the simulation results presented here and those presented in réference [Lin05].
Further experiments and calculations with a defined Fermi energy at the sample surface are
necessary to obtain quantitative agreement of the values .folhe same wafers used in the
experiments presented here may be used, however the three topmost layers of the wafers should
not be removed. The three topmost layers contain a heavily n-doped layer, which fixes the Fermi
energy to the lower conduction band edge at the sample surface.

The experiments of this chapter clearly show the interplay between the field and the boundary
contribution to the Rashba parameter in InAIAs/InGaAs quantum wells. It is shown that the field
contribution dominates in symmetric quantum wells (Wafer 3 and Wafer 4), and that the sign
of a is then set by the direction of the electric fiedd across the channel. In quantum wells
with an intermediate InP layer at the upper quantum well boundary (Wafer 1 and Wafer 2), the
boundary contribution if found to be significant. It can be additive or subtractive to the field
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6 InAlAs/InGaAs heterostructures

contribution, depending on the direction&f Moreover, it was shown that the analysis of AAS
oscillations is a powerful tool to determimein the regime of ballistic transport at high mobilities

and high carrier densities. Together with WAL analysis this allows for investigation of spin-orbit
interaction in low magnetic fields over a very wide range of mobilities and carrier densities. In this
regard, the results on Wafer 4 prove to be especially interesting, as the Rashba parameter could
be ascertained for carrier densities froml@! cm=2 to 2.510'2 cm2 by experiments in low
magnetic fields (including the results of Lat. al). The results show consistency over the entire
range of carrier density, confirming the potential of WAL and AAS to determine the strength of
spin-orbit interaction.
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7 Outlook and conclusions

In this thesis, low-temperature magnetotransport experiments were used to study spin-orbit inter-
action in narrow-band IlI-V semiconductors. The strength of the Rashba parametzs deter-

mined by means of three different experimental techniques: the established method of Shubnikov-
de Haas (SdH) oscillations recorded in high applied magnetic fields, and weak antilocalisation
(WAL) as well as Al'tshuler-Aronov-Spivak (AAS) oscillations in near-zero external magnetic
fields. Three different material systems were studied: inversion layers on p-type InAs sin-
gle crystals, heterostructures with InAg/lsAlg2sAs quantum wells, and heterostructures with
INg.53G&y.47AS/INg 50Al g 4g quantum wells.

To study the influence of external magnetic fields, spin-orbit interaction in the inversion layers
and in the InAs/lg 75Al g.25As quantum wells was determined from SdH oscillations and by WAL

for the same range of carrier densities. In addition, the Rashba parametas acquired from
simulated band-structures. For both samples, the valuasdatermined from WAL are found to

agree well with the theoretical values. However, the results obtained from SdH oscillations in high
magnetic fields disagree: these are increased over the Rashba parameters obtained in low magnetic
fields by WAL. In the inversion layers, the increasecoin high magnetic fields is only slight.
However, the two experimental techniques yield results of opposite dependence on the carrier den-
sity. In the quantum wells, the Rashba parameters obtained in high magnetic fields are increased
over those in low fields by about an order of magnitude. But, both show identical dependence on
the carrier density. The stronger effect of an applied magnetic field onthe quantum wells is
surprising. An external magnetic field should influence the electron spin primarily via the Zee-
man effect, which depends on the strength of the field and og-thetor. But, the magnetic field
applied to measure SdH oscillations was almost three times larger for the inversion layers than
for the quantum wells. Also, the electrgrfactor of crystalline p-type InAs is more than double

that of the heterostructures [M6l03], making the Zeeman contribution in the inversion layers about
six times of that in the quantum wells. Possibly, the field strengthgafadtor do not suffice in
assessing the influence of a magnetic field. Instead, the strength of the quantum effects caused by
the magnetic field in terms of the field-mobility productB may need to be considered.

Independent control of spin-orbit interaction and carrier density is achieved in IpAgAy 2sAS
heterostructures with an ingrown back-gate. Samples were studied by magnetotransport experi-
ments, while voltages were applied to the back-gate and to a front-gate above the quantum well.
When a voltag&/s,g was applied between front-gate and back-gate, distinct WAL was observed
when the quantum well remained floating, and SdH oscillations were recorded when an additional
voltageVig was applied between front-gate and quantum-well. By varying, the Rashba pa-
rameter was changed without affecting the carrier density. A relative changeofnl7% at a

carrier density of 4.480' cm~2 was observed by using WAL as means of detection. Using SdH
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oscillations to determine:, relative changes of over 100% were observed, while the carrier den-
sity could be tuned almost independently betweenl®# cm~2 and 5.410'! cm™2. The key
parameter of spin transport in spin devices is the spin-precession angle. The mean free path of the
conduction electrons in the quantum wells is aboutudn®, so that the differences in spin preces-

sion angle effected by the changesdircan be estimated to 3&and to over 360for the results

from WAL and SdH, respectively.

The interplay of the field and boundary contributions to the Rashba parameter were studied in
Ing.53Gap 47AS/INg 50Al 0 48 quantum wells. Four samples were grown, implementing all possible
combinations of positive or negative electric fields across the quantum well and symmetric or
asymmetric channel boundaries. The sign of the electric field was fixed by the position of the
doping layer, and the symmetry of the channel boundaries was broken by insertion of an InP layer
at the upper Ips3Gay a7AS/INg 50Al g 4g interface. Using low magnetic-field techniques, the spin-
orbit interaction was quantified over a wide range of carrier densities: in the regime of diffusive
transport, values at were obtained from WAL, while they were obtained from AAS oscillations in

the regime of higher mobilities at higher carrier densities. Independence of the field and boundary
contributions is ascertained by comparing the results of all four samples. The field contribution
depends solely on the electric field across the channel. The boundary contribution is found to be
positive and greatly enhanced in presence of the InP layer. Depending on the sign of the electric
field, additive or subtractive behaviour of the field and boundary contributions are observed.
Questions and challenges that arose during the work presented here encourage further study of
spin-orbit interaction in narrow-gap Ill-V semiconductors. The advances made provide the insight
necessary to design further experiments and first devices. Further investigation, both in exper-
iment and in theory, is necessary to fully understand the effects of an external magnetic field
on the strength of spin-orbit interactions. To study this experimentally, methods to quantify the
Rashba parameter over a wide range of magnetic field strengths must be developed. The back-
gated InAs-based heterostructures are most interesting, and hold many possibilities for further
research: independent tuning of spin-orbit interaction and carrier density is the prerequisite for
many spin-devices, and also obviates effects caused by changes in carrier density.
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A Process parameters

p-type InAs bulk samples
H process \ product / machine parameters
mech. polish 1 um Al>O3 solution 5 cm blob, Ivl. 2.9, 25 min
1%t rinse Tetrahydrofuran appx. 60°C, 10 min, repeat 1x
2" rinse Isopropanol spray and blow-dry
cleaning chem. polish 0.0025% Br in Methanol 25 min
15t rinse Methanol spray and blow-dry
2" rinse Tetrahydrofuran appx. 60°C, 10 min, repeat 1x
3'd rinse Isopropanol spray and blow-dry
spin coat Shipley S1813 ca. 3 drps, 4000 rpm, 60 s, ramp 100
bake hotplate 100°C, 3 min
optical lithography | Karl Suss Maskaligner MJB3 Clp, 50 mW/cm?, 6-8 s
develop Microposit MF319 60 s
electrodes stop H,O 30s
barrel Technics Plasma 100-E 180 W, 1 Torr O, 30 s
deposition Balzers-Pfeiffer PLS500 35/10 nm Al/Au, p< 5- 10 8mbar
lift-off Acetone 12 hrs
rinse Isopropanol spray and blow-dry
. 450 sccm SiHg/No + 710 sccm N2 O,
gate oxide PECVD Oxford Plasmalab 80+ . _
1 Torr, 150° C, 20W, 7 Min.
spin coat Shipley S1813 ca. 3 drps, 4000 rpm, 60 s, ramp 100
bake hotplate 100°C, 3 min
optical lithography | Karl Suss Maskaligner MJB3 Clp, 50 mW/cm?, 6-8 s
gate develop Microposit MF319 60 s
stop H>O 30s
deposition Balzers-Pfeiffer PLS500 35/10 nm Al/Au, p< 2-10~"mbar
lift-off Acetone 90 min
rinse Isopropanol spray and blow-dry
spin coat Shipley S1813 ca. 3 drps, 4000 rpm, 60 s, ramp 100
bake hotplate 100°C, 3 min
optical lithography | Karl Suss Maskaligner MJB3 Clp, 50 mW/cm?, 6-8 s
oxide etch develop Microposit MF319 60 s
stop H>,O 30s
etch HF 5% 20s
stop H>O 1 min
rinse Acetone, Isopropanol spray and blow-dry
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A Process parameters

InAs Heterostructures (processed in Hamburg)

| process product/ machine | parameters
spin coat Shipley S1813 ca. 3 drps, 6000 rpm, 60 s, ramp 100
bake hotplate 100°C, 3 min
optical lithography | Karl Suss Maskaligner MJB3 Clp, 50 mWicm?, 6-8 s
develop Microposit MF319 60 s
backgate stop H,0 30s
contact barrel Technics Plasma 100-E 180 W, 1 Torr Op, 30 s
etch H3PO4:H,0,:H50, 1:10:100 5 min 20 s, cont. stir
deposition Balzers-Pfeiffer PLS500 25/5/25 nm AuGe/Ni/AuGe
lift-off warm Acetone 5 min
anneal oven-room annealer 380°C, 2 min
rinse Isopropanol spray and blow-dry
spin coat Shipley S1813 ca. 3 drps, 6000 rpm, 60 s, ramp 100
bake hotplate 100°C, 3 min
optical lithography | Karl Suss Maskaligner MJB3 Clp, 50 mWicm?, 6-8 s
mesa etch develop Microposit MF319 60 s
stop H>0 30s
barrel Technics Plasma 100-E 180 W, 1 Torr Oy, 30 s
etch H3PO4:H2O92:H50, 1:10:100 30 s, cont. stir
rinse Acetone, Isopropanol spray and blow-dry
. 450 sccm SiHg/No + 710 sccm N O,
gate oxide PECVD Oxford Plasmalab 80+ . _
1 Torr, 280° C, 20W, 7 Min.
spin coat Shipley S1813 ca. 3 drps, 6000 rpm, 60 s, ramp 100
bake hotplate 100°C, 3 min
optical lithography | Karl Suss Maskaligner MJB3 Clp, 50 mWicm?, 6-8 s
gate develop Microposit MF319 60 s
stop H>O 30s
deposition Balzers-Pfeiffer PLS500 25/25 nm Al/Au, p< 2-10~"mbar
lift-off warm Acetone 5 min
rinse Isopropanol spray and blow-dry
spin coat Shipley S1813 ca. 3 drps, 6000 rpm, 60 s, ramp 100
bake hotplate 100°C, 3 min
optical lithography | Karl Suss Maskaligner MJB3 Clp, 50 mW/cm?, 6-8 s
develop Microposit MF319 60 s
oxide etch stop H>O 30s
barrel Technics Plasma 100-E 180 W, 1 Torr Oy, 30 s
etch HF 5% 20s
stop H>O 1 min
rinse Acetone, Isopropanol spray and blow-dry
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|  process product / machine parameters
spin coat Shipley S1813 ca. 3 drps, 6000 rpm, 60 s, ramp 100
bake hotplate 100°C, 3 min
optical lithography | Karl Suss Maskaligner MJB3 Clp, 50 mW/cm?, 6-8 s
develop Microposit MF319 60 s
bondpads stop H,O 30s
deposition Balzers-Pfeiffer PLS500 25/5/25 nm AuGe/Ni/AuGe
lift-off warm Acetone 5 min
anneal oven-room annealer 380°C, 2 min
rinse Acetone, Isopropanol spray and blow-dry
InAs Heterostructures (processed in Atsugi)
| process product / machine | parameters
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography Mikasa Maskaligner MA-10 20s
develop Shipley 352:H,0 1:5 50s
stop H>O 60 s
clean Argon RF-sputter 10 W, 5-1073 Torr, 1 min
etch CeHgO7 (20%):H202(30%), 20:1 7min30s
backgate rinse Ethanol spray and blow-dry
contact spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography Mikasa MA-10 Maskaligner 20s
develop Shipley 352:H,0 1:5 50s
clean Argon RF-sputter 10 W, 5103 Torr, 1 min
deposition Neva 120/120 nm AuGeNi/Au
lift-off Acetone, ultrasonic 5 min
anneal Ulvac RHL-P610CN 400°C, 1 min
rinse Ethanol spray and blow-dry
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography Mikasa Maskaligner MA-10 20s
mesa etch develop Shipley 352:H,0 1:5 50s
stop H>O 60 s
etch Anelva L-510R-E, BCl3 4 min
profile Tencor o-step
rinse Acetone, Ethanol spray and blow-dry
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A Process parameters

process product / machine parameters
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography | Mikasa Maskaligner MA-10 20s
develop Shipley 352:H,0 1:5 50 s
bondpads stop H,O 60 s
clean Argon RF-sputter 10 W, 5-103 Torr, 1 min
deposition Neva 60/60 nm AuGeNi/Au
lift-off Acetone, ultrasonic 5 min
anneal Ulvac RHL-P610CN 275°C, 1 min
rinse Ethanol spray and blow-dry
gate oxide |  ECR-CVD Aftex 6000 ECR 50 min /115 nm
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography | Mikasa Maskaligner MA-10 20s
develop Shipley 352:H,0 1:5 50s
gate stop H>O 60 s
clean Argon RF-sputter 10 W, 5103 Torr, 3min
deposition Neva 30/60 nm AuGeNi/Au
lift-off Acetone, ultrasonic 5 min
rinse Ethanol spray and blow-dry
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography | Mikasa Maskaligner MA-10 20s
develop Shipley 352:H,0 1:5 50 s
oxide etch stop H,O 60 s
clean Ozone stripper 20°C, 1 min
etch SiO; Samco RIE-10NR CHF3, 9 min
rinse Ethanol spray and blow-dry
Electron-beam lithography JEOL JBX6000FS
parameters | value
beam current 100 pA

chip size

4000 x 5000 pm?

resist sensitivity

140-210 puClcm?

dose

optimised
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InGaAs Heterostructures (processed in Atsugi)

| process product / machine | parameters
pre clean Aceton, Semico 23, H,O 2/2/1 min ultrasonic
etch | CeHgO7 (20%):H>05(30%), 20:1 2 min
pre-etch stop H>O 60 s
HCl:H3PO4:CH3COOH:H-0, _
etch Il 1 min
1:1:2.5:1
stop H>O 60 s
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography Mikasa Maskaligner MA-10 20s
develop Shipley 352:H,0 1:5 50 s
markers stop H,O 60 s
clean Argon RF-sputter 10 W, 5-10~3 Torr, 3 min
deposition Neva 180 nm AuGeNi
lift-off Acetone, ultrasonic 5 min
rinse Ethanol spray and blow-dry
spin coat NTT-AT ®-MAC ca. 3 drps, 500/6000 rpm, 5/50 s
bake oven 170°C, 50 min
e-beam lithograhy Jeol JBX-6000FS see previous table
develop MIBK:ECH, 2:1 60 s
nano stop ECH 60 s
postbake hotplate 115 °C, 5 min
etch Anelva L-510R-E, BCl; 4 min
profile Tencor o-step
rinse Acetone, Ethanol spray and blow-dry
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography Mikasa Maskaligner MA-10 20s
develop Shipley 352:H,0 1:5 50s
stop H>O 60 s
clean Argon RF-sputter 10 W, 5-103 Torr, 3min
mesa etch | CsHgO7 (20%):H,02(30%), 20:1 1 min
stop H>O 60 s
etch || HCI:H3PO4:CH3COOH:H>0, 1 min
1:.1:2.5:1
stop H>O 60 s
lift-off Acetone, ultrasonic 5 min
rinse Ethanol spray and blow-dry
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A Process parameters

H process product / machine parameters
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography | Mikasa Maskaligner MA-10 20s
develop Shipley 352:H,0 1:5 50 s
bondpads stop H>O 60 s
clean Argon RF-sputter 10 W, 5-10~3 Torr, 3 min
deposition Neva 120/120 nm AuGeNi/Au
lift-off Acetone, ultrasonic 5 min
anneal Ulvac RHL-P610CN 275 °C, 1 min
rinse Ethanol spray and blow-dry
gate oxide |  ECR-CVD Aftex 6000 ECR 50 min /115 nm
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography | Mikasa Maskaligner MA-10 20s
develop Shipley 352:H>0 1:5 50s
gate stop H>O 60 s
clean Argon RF-sputter 10 W, 5-10~3 Torr, 3 min
deposition Neva 30/60 nm AuGeNi/Au
lift-off Acetone, ultrasonic 5 min
rinse Ethanol spray and blow-dry
spin coat Shipley S1813 ca. 3 drps, 500/4000 rpm, 5/50 s
bake hotplate 100°C, 3 min
optical lithography | Mikasa Maskaligner MA-10 20s
oxide etch develop Shipley 352:H,0 1:5 50s
stop H>O 60 s
etch Si0O2 Samco RIE-10NR CHF3, 10 min
rinse Acetone, Ethanol spray and blow-dry
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B Fit software

Weak localisation recorded in low-field experiments is analysed according to the theory devel-
oped by lordanskii, Lyanda-Geller, and Pikus (ILP) [Icr94]. To obtain objective and reprodu-
cable results, curve fitting is performed using BaecFit function of the IGOR Pro 4.0 data
analysis package. This minimizg$ = yi (%‘")2 wherey is a fitted value for a given poiny;

is the measured data value for the point ants an estimate of the standard deviationyiorTo
perform this analysis, ILP theory must be included in the IGOR Pro 4.0 package. For reasons
of speed, this is done with C code implemented via a so-called XOP. The relevant C code is
presented here, whereby the standard XOP framework was omitted. It can easily be obtained
from the XOP toolkit [WaV].

{

I* register double sm = 0;

*ox global constants *x register double addvalue = 0;

* */ register double aN, aNp, aNm;
const double ge=1.60217733e-19; register double a0 = AFunc(0, b_phi, b_s);
const double Pi=3.14159265; register double n = 1;
const double h=6.6260755e-34;
const double h\_bar=1.05457266e-34; do
const double PsiFuncPrecision=1e-7; {
const double SumFuncPrecision=1e-7; sm += addvalue;
const double pre\_factor=-6.165735924e-6; aN=a0+n;

aNp=aN+1;

/ aNm=aN-1;

**The function PsiFunc() returns the psi-function value of** addvalue = (3/n) - (-1 + 3*aN*aN + (-2 - 4*n + 2*aN)
*the double value passed to it as an argument ** *b_s)/((aN+b_s)*(@Nm)*(aNp)-2*b_s*(aN*(2*n+1)-1));
/ n++;
double PsiFunc(const double x, const double precision) } while(fabs(addvalue) >= precision);

{ return sm;
register double sm = 0; }

register double lastsum;
register double n = 1; /

**The function CorrFFunc returns F function in ILP theory **

do !

{ double CorrFFunc(const double b_tr, const double b_phi, const
lastsum = sm; double b_s, const double precision)
sm += (x-1) / (n*(n+x-1)); {
n++; const double a0 = AFunc(0, b_phi, b_s);

} while(fabs(lastsum-sm) >= precision); const double al = AFunc(1,b_phi, b_s);

return sm;

} const double FirstTerms = PsiFunc(0.5+b_phi,PsiFuncPrecision)
+ 1/a0 +(2*a0+1+b_s)/(al*(a0+b_s)-2*b_s)+2*log(b_tr);
double Total = FirstTerms - CorrSumFunc(b_phi, b_s, precision);
/
* The function AFunc() returns the value for a_n > return (Total);
/
}
double AFunc(const double n,const double b_phi,const double b_s)
I
{ return (n + 0.5 + b_phi + b_s); ** main calling function ki
!
) static int CorrLocFunc(
struct {
/ double Prec;
double B;
** CorrLocFunc - WAL function according to lordanski, ki double B_s;
** | yanda-Geller, Pikus for terms linear in k. Free bl double B_phi;
** parameters: Bphi, Bso, precision bl double B_tr;
double result;
/ Fop
)
/ {
** The function CorrSumFunc returns the sum in ILP theory ** p->result = pre_factor*(CorrFFunc(p->B_tr/p->B, p->B_phi/p->B,
! p->B_s/p->B, p->Prec));
double CorrSumFunc(const double b_phi, const double b_s, const return 0;
double precision) }
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C Contributions and publications
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Phys. Rev. Br0, 233311 (2004).
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