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Kurzfassung

Die ultraschnelle Dynamik von BrMolekulen in Argonkristallen (By:Ar) wird mit Hilfe
der Femtosekunden Anrege-Abfrage Methode zum ersten Male untersucht. In den zeitaufge-
|6sten Spektren werden die koharente intramolekulare Dynamik und eine koharente Umge-
bungsdynamik beobachtet. Mit dem RKR Algorithmus wird die elektronische B Zustands-
Potentialflache des Bikonstruiert. Weiterhin wird die Energierelaxation in diesem Zustand
quantifiziert. Wahrend der ersten Kollision des Molekils mit dem Kafig aus Edelgasatomen
verliert das molekulare Schwingungswellenpaket bis zu 50 % seiner Energie. Die intramoleku-
lare Koharenz bleibt dennoch danach erhalten. Ebenso kann diese Koharenz auch einen nicht-
adiabatischen elektronischen Ubergang tiberleben, was am Beispigliudfryptonkristallen
(12:Kr) verdeutlicht wird.

Die feste Argon-Umgebung erzeugt Dekoharenz im Molekil, dennoch kdénnen Interferenz-
phanomene von molekularen Schwingungswellenpaketen kontrolliert werden. Mit Hilfe eines
Computerprogramms zur Wellenpaket-Propagation wird ein neues Kontrollschema, basierend
auf "gechirpten” Laserpulsen, erarbeitet ("chirp" = Anderung der Lichtfrequenz mit der Zeit).
Die Erzeugung des Wellenpaketes mit negativ oder positiv linear "gechirpten” Laserpulsen er-
laubt eine vor- bzw. rickwartige Zeitverschiebung der normalen Wellenpaket-Propagation.

Darauf basiert ein hier erstmals vorgestelltes Schema zur Quantifizierung des molekularen
Koharenzzerfalls (Dephasierung). Die Wellenpakete werden unter Anregung mit negativ "ge-
chirpten” Laserpulsen zu einem Zeitpurik},, raumlich fokussiert. Aus dem Modulations-
kontrast bestimmen wir die Vibrations—DephasierungS’z”giigh = 3 ps im B Zustand. Diese
entspricht etwa elf Schwingungsperioden von 280 fs. Die positiv "gechirpten” Pulse ziehen
die molekularen Interferenzstrukturen ("revivals") bergH@Ij;h vor. Durch die kohéarente
Préparation von vier Schwingungszustadnden mit einem positiv "gechirpten” Puls gelingt uns
die Beobachtung eines 1/6 "revivals". Aus den Daten schliel3en wir auf eine Dephasierung der
vier Niveaus inT’4, ~ 1.2 ps. Der "chirp" verlangert den Laserpuls um einen Faktor zehn auf
ATt = 300 fs. Die elektronische DephasierungZ@gph des optischen B— X Uberganges
engt die Kontrollméglichkeit auf das Zeitintervallr < T, ein. Die erfolgreiche Kontrolle
erlaubt daher eine Abschétzung mjf , > 300 fs aus dem Experiment.

Eine langanhaltende, monochromatische Frequygnz 2 THz wird in den molekularen
Anrege-Abfrage Spektren des-BAr beobachtet. Diese entspricht der Frequenz des Zonenrand-
Phonons (ZBP) im Argonkristall. Weiterhin wird eine Frequenzkomponentefyenl.5 THz
im Fall von L:Kr beobachtet, welche wiederum zum ZBP des Kryptonkristalls gehort. Weder
der Absolutwert voryp noch seine Phase hangt von der molekularen Schwingungsdynamik ab.
Die Phononen werden nach dem DECP ("Displacive Excitation of Coherent Phonons") Schema
beim elektronischen B—- X und A «— X Ubergang angeregt. Eine Modellrechnung zeigt die
Expansion der Elektronenhiille beim Ubergang vom elektronischen Grundzustand X in den
B oder A Zustand, wodurch die Edelgasatome in der Umgebung angestol3en werden. Eine
Gruppe von Edelgasatomen in der (100) Ebene ist von der molekularen Schwingung entkop-
pelt. Die Zonenrand-Phononen haben eine verschwindend kleine Gruppengeschwindigkeit
Daher bleibt ihre Amplitude in der Nahe des Molekiils lokalisiert, wahrend sich alle Phononen
groRerer Wellenlange im Kristall ausbreiten. Das Zonenrand-Phonon bewirkt eine periodische
Modulation der Solvatationsenergie der molekularen Ladungstransferzustéande, die als End-
zustande im Anrege-Abfrage Experiment benutzt werden. Dadurch wird die Detektionsef-
fizienz des molekularen Wellenpaketes mit der ZBP Frequgmaoduliert.



Abstract

The molecule By embedded in solid argon is investigated for the first time on the ultrashort
domain via femtosecond pump-probe spectroscopy. Coherent intramolecular vibrational wave
packet dynamics and coherent host dynamics are identified in the spectra. The electronic B
state potential surface is constructed from the experimental periods using the RKR algorithm,
and the energy relaxation is quantified over a large range in this state. During the first molecule-
cage collision, up to 50 % vibrational energy loss of the wave packet is observed; however, the
intramolecular coherence is preserved in the strong interaction. Furthermore, the coherence can
even survive nonadiabatic electronic transitions, as is documented for the case sdlld Kr.

Interferences in vibrational wave packets of Brolecules are controlled in the presence of
a solid Ar environment that provides decoherence. A control scheme based on chirped pulses
is worked out with help of a numerical wave packet propagation. By applying a negatively or
positively chirped excitation pulse, one can set the clock backward or forward respectively in
the wave packet propagation.

Based on this mechanism, we present a general scheme to record vibrational decoherence.
Wave packets are spatially focusediag, by applying negatively chirped pulses. From the
focusing contrast, we determine a vibrational dephasing time on the B statgggf: 3 ps
corresponding to about 11 vibrational periods, each of 280 fs. Positively chirped pulses advance
the formation of fractional revival structures with respechg'gh. By exciting four vibrational
levels with such a pulse in an experiment, we observe a 1/6 revival, indicating the vibrational
coherence timd™., ~ 1.2 ps for exactly four levels. The required chirp prolongs the pulse
duration by a factor of ten t&r = 300 fs. Electronic dephasirg,,, of the B«— X transition
restricts the revival control fidelity to parts of the pulse with < T, ,, which allows for the
determination off§, ; > 300 fs.

A long lasting coherent oscillation with a sharp frequerfiey 2 THz is observed in BrAr
pump-probe spectra. It matches exactly the Zone Boundary Phonon (ZBP) frequency of the
solid Ar host. Furthermore, a frequency component wjith= 1.5 THz is observed iniKr
pump-probe spectra, matching the Kr crystal ZBP frequency. The valye ahd its phase
with respect to the pump pulse do not depend on the B or A state vibrational dynamics. The
phonons originate from a Displacive Excitation of Coherent Phonons (DECP) initiated in the
electronic B— X and A — X transitions. A model calculation shows that an expansion of
the electronic density in going from the electronic ground state X to the B or A state kicks
the Ar/Kr atoms in the Byl, vicinity. Subsequently, a group of host atoms in the (100) plane
is decoupled from the intramolecular dynamics. The ZBPs have a vanishing group velocity
vg, and therefore they stay in the vicinity of the chromophore, whereas phonons with longer
wavelength propagate away from the molecule. The ZBP modulates the solvation energy of the
terminal charge-transfer states used in the probe transition from the A and B state and thus the
detection sensitivity of the intramolecular molecular wave packet.
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Chapter 1

Introduction

The typical time for chemical bond cleavage and reformation is situated in the range of a few
femtoseconds to some picoseconds, dictated by the motion of molecular fragments on their
potential energy surfaces. Besides analysis of chemical reactions using ultrashort laser pulse
spectroscopy [1-3], the possibility to control the reaction arose [4]. In most of these schemes, a
coherencen the reacting system is a precondition in achieving the goal, and therefore the term
"coherent control” has been applied.

By coherencea well defined phase relation among quantum mechanical wave functions is
meant. For molecular systems, the wave functions are divided into electronic, vibrational and
rotational parts. The coherent superposition of corresponding eigenstates is called an electronic,
vibrational or rotationalvave packels].

Coherently coupled eigenstates can show interference patterns. In the optical double slit ex-
periment, the interference pattern can only be observed if the relative phase of the field emerging
from the two slits is stable. In an analogous way, one can construct an interference pattern of
two quantum states with fixed relative phases. The optical analogy for the interference of more
than two eigenstates is a multiple slit or grating experiment. Due to these formal similarities,
the field of coherent quantum phenomena is often called "quantum optics" [6]. Coherent control
schemes exploit the interference patterns of wave functions to control the output of a reaction.
For example, the "Tannor-Rice" method [7,8] uses the interference of intramolecular vibrational
wave functions to achieve a control goal.

The decay of coherence is callddcoherencer dephasing It is induced by the coupling
of the coherent system to an environment which provides statistical fluctuations on the phases
of eigenstates. This leads to attenuated interferences among the eigenstates.

Dephasing, used here synonymously with decoherence, destroys the premise of coherent
control. For an application, the dephasing times of the molecule involved have to be taken into
account. In case of free molecules in the vacuum, the electronic, vibrational, and rotational de-
phasing times are much longer than the timescales of chemical reactions. Molecules solvated in
a liquid or solid environment show considerably shorter dephasing times in the range of femto-
to picoseconds. The trend in coherent control of chemical reactions moves in the direction
of multidimensional systems in solution, often with biological relevance. Besides dephasing
and dissipation of energy, thaispersionof wave packets is a crucial process. Wave packets
on anharmonicpotentials (which all relevant molecular potentials are) undergo a broadening,
however without a loss of phase memory.

This study aims at establishing a basic model for multidimensional systems like organic dyes
or biomolecules in solution, and to isolate dissipation, dephasing and dispersion processes. The
insight gained in the model can clarify the preconditions for the observation of coherences in
complex systems.

1The terminology will be specified in section 2.2.4.



Chapter 1. Introduction

Rare Gas Solids (RGS) present conceptually simple hosts. They have a large ionization
energy which allows for using high intensity laser pulses. The rare gas atoms are spherical
because of their closed electronic shells and they form face centered cubic (fcc) crystals at low
temperature [9]. The phonon dispersion relations and optical properties of the crystals are well
studied [10-12]. The rare gas atoms are chemically inert, thus one can use adapted gas phase
potentials for the molecular dopants.

The molecule in RGS system, studied in this thesis, is chosen under the constraint of an
ultrafast dissipation and dephasing, since this is generally the case for large molecules in solu-
tions. In RGS, excited electronic states of halogens undergo such fast processes because their
vibrational level spacing is close to the Debye frequency. A variety of halogens has been studied
before in RGS.

The molecule can be described as a one dimensional vibronic quantum system, if its rotation
is blocked in the RGS. The CIF molecule is sitting on a single-substitutional site in RGS [13-
19] and undergoes ultrafast angular randomization after excitation [20] and is therefore not
appropriate. First experiments on,Csitting on a double-substitutional site in RGS, indicate
it to be a suitable system under the above mentioned constraints. However, the anharmonicity
and resulting dispersion on the electronic B state gfaé so large that only a few vibrational
periods of the wave packet can be observed in experiments. The anharmonigityaétules
is much lower. The electronic B state gfih RGS shows rich vibrational wave packet structure.

An enormous amount of pump-probe spectroscopy has been done by Apkarian and coworkers
[21-24] and the Schwentner group [20, 25-28]. The Coherent Raman Antistokes Scattering
(CARS) however indicates a limited electronic coherefgg, time of less than 100 fs in the

B —— Xtransition [29—34]. Some of the control methods conducted here will need an electronic
coherence time of several hundred femtoseconds and therefore, the B statg . &f@®dystem
cannot be used. However, coherent phonon dynamics and an example of coherent spin-flip will
be presented for the:Kr system. The electronic ground state X @i RGS is not of interest

for this study, since the CARS spectra indicate a vibrational dephasing time of several hundred
picoseconds, much too long in comparison to complex systems.

Combining the preconditions, we conclude that Br solid Ar should fulfill all require-
ments. Excitation spectra of the<B— X transition indicate an electronic dephasing of some
hundred femtoseconds. The anharmonicity of the B state is in a convenient range that allows for
the observation of a few vibrational wave packet periods without major broadening due to dis-
persion. From the experiments we found that the vibrational dephasing in the electronic B state
is in the picosecond domain. Throughout the thesis, the methods and concepts are primarily
conducted on the systemBn solid argon.

The ultrafast dynamics of Bhas only been studied in two experiments for the free mole-
cule case [35, 36]. Results on ultrafast dynamics of iBrcondensed media have not been
documented; this thesis presents the first ones. The potential energy surfaces of faee Br
documented in literature [37-52]. The electronic potential surfaces can be approximated by
Morse potentials very well [53]. The covalent states of RGS were studied in absorption and
emission spectroscopy [54—66]. The spectra of the charge-transfer states, needed to establish a
pump-probe scheme, have been measured by us and are presented in chapters 5 and 6.

To detect the ultrafast vibrational dynamics of the molecule in its environment, the femtosec-
ond pump-probe spectroscopy is applied. By use of a first femtosecond laser pulse (pump), a
coherent superposition of vibrational eigenstates (vibrational wave packet) in an excited elec-
tronic state (described by a Morse potential) is created. The interference of the vibrational wave
functions is interrogated with a second time delayed fs laser pulse (probe).

The wave packet disperses on the Morse oscillator potential Hfdgrce it spans over a



finite range in energy, all of which give rise to different oscillation periods. However, due to
the discrete structure of the vibrational levels, the wave packet will revive after somé&time
(determined by the anharmonicity) and regain its narrow shape. The phenomenon is known
under the term revival [67—75]. If the vibrational dephasing tﬂ”ggh of the molecule in the

RGS is larger than the revival time, the decay of coherence among the vibrational eigenstates
can be deduced from the pump-probe spectra directly as a decay of revival features [76-78].
If the vibrational dephasing time is shorter than the revival time but larger than the oscillation
period 7', a new scheme, which is presented in this thesis and a supplementary article [79]
has to be applied. The dispersion reduces the modulation contrast on the same timescale as
dephasing does. However, dispersion can be suppressed at a distingfinmethe evolution

by excitation with a negatively chirped pulse (see section 2.2.2). The method has been used
before to demonstrate the possibility of vibrational wave packet focusing [80—-83]. The scheme
will be systematically applied in this thesis to suppress dispersion at a giveri/tynand
deduce the vibrational dephasing from a backgrournfl,gatin the experimental pump-probe
spectra (see sections 2.3.3 and 8.2.1).

Apart from full revivals of the vibrational wave packets in Morse oscillators, fractional
revivals arise that cause multiples of the fundamental oscillation frequency in the pump-probe
spectrum. Using the fractional revivals, information about coherence of a distinct group of
vibrational levels can be deduced. Here, the measured vibrational dephasirig;fimis too
short to observe fractional revivals directly. Therefore, a novel scheme to control the fractional
revivals of a vibrational wave packet based on chirped excitation pulses is worked out (see
section 2.3.4). The revival features are shifted towards the time-zero by a positively chirped
excitation pulse. A 1/6 revival, exhibiting the threefold vibrational period, is observed on the
B state of Bg in solid Ar. From this experiment, a coherence time of four vibrational levels is
estimated in section 8.2.2.

The positively chirped excitation pulses used to advance the revival structures in time are
actually longer than one oscillation period of the molecule in its excited electronic state. The
vibrational wave packet portions created by the first part of the pulse will interfere with the
later created parts of the wave packet. Therefore, the electronic coherence between ground and
excited state is involved in the coherent preparation of the wave packet (see section 8.2.3). From
the pulse duration an electronic coherence time for thke-BX transition of Bp in solid Ar is
estimated.

The coherent vibrational dynamics is used to deduce a detailed picture of the molecule-host
interaction. We are able to construct an effective intramolecular B state potentia) fiordgdid
Arin section 8.1.2. Furthermore, the vibrational energy relaxation of wave packets on the elec-
tronic B state is determined (section 8.1.3) and a representative trajectory of a vibrational wave
packet is shown (section 8.1.4). For the case, i{rl the vibrational coherence even survives
vibrational energy losses of 1 eV connected to a spin-flip transition to another electronic state
(section 8.1.4).

It will turn out that the interaction of the vibrating molecule with the matrix is not necessarily
statistical. In contrast, collisions of the molecule with the matrix can lead to the creation of
coherent wave packets built from vibrational levels not populated before the collision.

Coherent motions are found even for host atoms, showing up in the pump-probe spectra of
the molecular guest. The conflictive issues of the specific mode, together with its excitation and
probe mechanism were discussed in [24,29,30,32,84—-86]. We attribute the coherent host motion
to a Zone Boundary Phonon (ZBP) of the rare gas crystal. To support assignment, spectra of
l,:Kr (also measured by the author) are presented alongside the spectsafof Both showing
the coherent ZBP signature. The excitation of the coherent host phonon is achieved via the
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expansion of the molecular electronic cloud during the-A X or B «—— X transition. This
scheme is very similar to the model of Displacive Excitation of Coherent Phonons (DECP)
[87—-95] and will be presented in section 8.3.1. Many different phonon modes are excited, but
only the ZBP having a vanishing group velocity stay at the excited molecule. They change the
local density in the vicinity of the chromophore and thereby change the solvation energy of
the molecular charge-transfer states [86, 96, 97], which in turn modulates the probe transition
efficiency (see section 8.3.2).

Several theory groups treat the halogen in RGS systems extensively and their efforts have,
to a large extent, motivated our experiments. Classical and quantum mechanical simulations
mostly based on the DIM (Diatomics In Molecules) [98—-103] approach give a detailed picture
of the dynamical processes of molecular guests in a RGS host. Besides calculations on small
molecules k, HCI, and C} in rare gases [104—-108], simulations of the heavienblecules in
rare gas environments exist [109-116]. Up to now, no simulations of themBRGS have been
published. Due to the results presented in this thesis, a collaborative effort within the $fb 450
with the groups of Prof. Manz and Prof. Gerber aims to perform such calculations.

This thesis is organized as follows:

Chapter 2 introduces the basic ideas of coherence, dephasing, dispersion and fractional re-
vivals. Furthermore, the ultrafast pump-probe spectroscopy and the methods used to determine
vibrational and electronic dephasing times are explained.

The potential energy surfaces of the free Brolecule and the general effects of the RGS
on the spectroscopic molecular properties are presented in chapter 3. The experimental setup is
described in chapter 4, together with a summary of ultrashort (chirped) laser pulses. The chap-
ters 5, 6 on absorption and emission spectroscopy provide the information needed to conduct fs
pump-probe spectroscopy on the syster A

Chapter 7 presents the first results on:Br dynamics, where one- and two-photon probe
processes are used to detect vibrational wave packet dynamics. The rotation of the molecule is
proved to be frozen. Furthermore, the coherent host motionsmBand k:Kr is illustrated.

The vibrational wave packet dynamics is used to determine an effective molecule-matrix
potential for the electronic B state of Bin solid Ar in chapter 8.1. Furthermore, the vibrational
energy relaxation and an experimental trajectory are calculated in this section. The results on
vibrational and electronic dephasing in,B¥r are discussed in chapter 8.2. This chapter ends
with the discussion of the coherent zone boundary phononkm &and Br,:Ar (chapter 8.3).

2The collaborative research center SFB 450 is also financing and supporting this experimental work.



Chapter 2

Concepts and methods

Part 2.1 of this chapter will introduce the concepts of coherence, which is a central issue in
this thesis. This will be followed by a presentation of dispersion, wave packet focusing and
fractional revivals in section 2.2. The pump-probe method and the wave packet control schemes
are presented in the final section 2.3 of this chapter.

2.1 Coherence

This section will provide the definition of coherence needed throughout the thesis. It is neces-
sary to have the ideas of coherence in mind to follow the sections to come.

It is reasonable to start from the classical idea of coherence, defined for an ensemble of
trajectories in phase space. For convenience, the dephasing and dissipation processes will be
explained using a harmonic oscillator potential. The step from classical coherence to quantum
coherence is made with the help of the density operator. Since the harmonic approximation is
not sufficiently accurate for diatomic molecular electronic potentials, the Morse potential and
the propagation of classical trajectories and quantum mechanical wave packets on it will be
discussed afterwards. This will lead to the definition of dispersion and fractional revivals of a
vibrational wave packet.

2.1.1 Classical coherence

The electronic state of a diatomic molecule is presented in the harmonic approximation. The
molecules are elongated from the equilibrium distance (for example in an optical transition)
and an oscillatory motion of the molecular ensemble sets in. The classical molecular ensemble
shall have a finite width in the spatial distribution, inducing also a finite width in the momentum
distribution. The ensemble is represented in phase space. One dimension describes the elonga-
tion ¢ of the oscillators, the other dimension the momenguniihe distribution of oscillators is
represented as a grey shaded area in phase space as shown in Fig. 2.1.

The molecules are considered as oscillating freely in Fig. 2.1a.¢Tare p axis of phase
space shall be scaled such thatepresents the potential energy arfidhe kinetic energy. For
that case the total energy is giventy= ¢* + p?, wherer is the distance to phase space origin.
Since the energy of each oscillator is conserved, the valuésafot changed in the propagation.
Apart from this, the angle: which the ensemble spans from the phase space origin is also not
changed in the course of time. The propagation is said to be completely coherent in the case
described in Fig. 2.1a.

Next, statistical elastic collisions with an environment are introduced. The molecular os-
cillators will not lose any vibrational energy in the collision, but the phase of an individual
oscillator is changed by a small random value. The molecular oscillator will jump to another
position in phase space, nevertheless keeping the same ehergs)( The change of the mole-
cular ensemble in thidephasingprocess is shown in Fig. 2.1b. The anglgets broader in the
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ov

Figure 2.1: a) An ensemble of free classical harmonic oscillators in phase space position
(¢, p)(position,momentum) is shown as the grey area. No dephasing or dissipation occurs and the angle
« under which the ensemble is seen from the origin of phase space does not change in the course of time
(t1< to<t3). The radiug- being proportional to the average energy is also constant in time. b) Case of
pure dephasing. The molecules suffer statistical elastic collisions with an environment. The phase of a
single molecular oscillator is changed by a small random value in a collision. Theafgléhe ensem-

ble average grows with propagation time (< a3). ¢) Dissipative case. The molecules suffer inelastic
collisions with a bath. The absolute width of the ensemble shall not be changed (no pure dephasing).
The mean energy decreases as a function of time and the ensemble spirals to the potential minimum
in the origin of the phase space plot. Furthermaeréncreases with time, indicating the connection of
dissipation and dephasing (form Ref. [73]).

course of time, withns > oy for (¢3 > t1). With increasing time, the molecular oscillator en-
semble will fill the complete iso energetic ring depicted in Fig. 2.1b with a corresponding angle

a = 2mw. Such an ensemble would be called completely incoherent or completghhaset

Each molecule would still fulfill a harmonic oscillation, but its phase cannot be predicted, since
the elastic collisions occur statistically. The same effect would occur, if the oscillation fre-
guency would be slightly different for the groups of molecules. For example, some molecules
can be heavier than others, as is the case for different molecular isotopes. Such a broadening of
the anglex due to a splitting of the ensemble in groups with different oscillatory properties will

be called in generahhomogeneoysvhile broadening effects being the same for every member

will be generally calledhomogenous

Apart from elastic collisions, inelastic collisions also occur in the investigation. The effect
is calleddissipation or in the special case described in this thesis vibrational energy relaxation,
and is illustrated in Fig. 2.1c. The molecular ensemble loses energy and spirals towards the
center of phase space. The molecular ensemble propagates to smaller distarmskieeps
the width ing andp, since the phase of an individual oscillator is not changed. Connected with
the loss of energy is the broadening of the angld herefore, dephasing is directly connected
to dissipation and cannot be avoided. When the vibrational ensemble has relaxed to the center
of phase spacey is equal t27. To distinguish the dephasing induced by dissipation (Fig. 2.1c)
from the dephasing described in Fig. 2.1b, the latter is often cplieel dephasing

The classical coherence introduced above can indeed be used to describe many experiments.
Apkarian and coworkers, for example, have used classical trajectories for a calculation of pump-
probe experiments [22—-24]. However, the interference phenomena cannot be simulated in the
classical approach. The quantum coherence is therefore introduced in the next section. The
picture developed for a completely classical ensemble of molecules deserves to introduce the



2.1. Coherence 7

term of quantum coherence here.
2.1.2 Quantum coherence

Thenth eigenfunctiorj¢,) in a potential shall belong to energy eigenvalie A wave packet
|W(t)) can be written as a superposition of energy eigenfunctions :

() =D cne™F o), (2.1)

wherec, are the excitation coefficients. The,) can be vibrational, rotational or electronic
eigenfunctions of the molecule.
In order to define the quantum coherence properly, one has to consider the density operator
p:
p=> pilT) (T (2.2)

|¥,;) is a wave function or wave packet. Theare the statistical probabilities of finding the
system in the statgl;). They have to fulfill the condition:

sz' =1.

7

The state is callegure if there is onei for which p; = 1 and all the othep; =0 (@ # j). In
any other case, the state is said tontiged Let p(2’, x) be the density operator in the position
representation dfl’(¢)), which is a wave packet according to Eq. (2.1). Then:

plax) = (W(@)((t)¥]z) (2.3)
= D (1 0m)(Gm T () (1) ¥]n) (dn])

= Y dmla)(eme HE) (e T (x)

= Z ¢m($l)pmn¢;(x)a

with p,,, = cmc;e‘%(Em‘E")t being the density operator (matrix) in the energy representation.
A simple example to illustratg,,,, shall be given in a two-state system:

2 * 71(E17E2)t
Do = < ‘01’ C1Cy€e h > (24)

* —1(E2—E1)t 2
C1C€ h (&

The diagonal elements of the density matrix are called populations. The off-diagonal elements
are called quantungsoherences In contrast to the diagonal elements, they are complex and
oscillate in time with a frequency corresponding to the energy difference.

These coherences are crucial for the development of interference patterns between the dif-
ferent eigenfunctions, as shall be explained for a system consisting of two vibrational eigen-
functions¢,(R) and¢; (R) with energiest, = 1w, andE; = 3w,. The wave packet is written
as:U(R,t) = coe e 0+2)ig(R) + cie =(12)t¢, (R). One obtains the probability density:
[U(R,1)|? = |co|?|o(R)|? + |11 (R)|? + 2Re(che1di(R) gy (R)e/ (F1=Eo)t/h) - The inter-
ference term in the last equation is is based on the real part of the coherence of the density
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operator. If this coherence vanishes, only the incoherent superposition given by the first two
terms (populations) in the last equation remain and any time-dependent behavior of the wave
packet is cancelled.
If the entity
Tr(pp) = 1. (2.5)

is fulfilled, the system is calledoherent A pure state is coherepier se A mixed state ofr
pure states will be callepartially coherentif 1 > Tr(pp) > 1/n. A state is calledncoherent
if Tr(pp) =1in.
The question of how to describe the dephasing and dissipation processes in quantum me-
chanics arises. The Liouville-von Neuman equation gives the propagatobyof

0
ihy = [H.pl +Tp, (2.6)

wherel is a tensor describing the dissipation and dephasing. Withotlte equation is equal

to the Schrodinger equation. Descriptiondofvere given for example by Redfield [117,118]

or Lindblad [119, 120]. In contrast to these studies, the processes here are treated empirically.
The density operator in phase space is discussed and compared to the classical density shown

in Fig. 2.1. This "phase space approach" is taken from D. Tannor [73,121,122]. For that reason,

the Wigner transformation of the density operator has to be defined. The Wigner function

fw(q,p) is a very natural way to describe the density operator. For a pure state it is given as:

fla) = 5 [ e plads = o [ e e, @)
wherex = ¢ + s/2 andz’ = ¢ — s/2. Thus fy (¢, p) is the Fourier transform oft'| V) (V|x) =
U(z")U*(x) along the difference coordinate= = — z/. When interpreting as a position (for
example the internuclear distanBen case of a molecular vibrational wave packet), the corre-
sponding interpretation gf would be momentum. The projections of the Wigner functions on

q or p show the absolute square of the wave packet on the respective coordinate. Nevertheless,
fw (g, p) itself might become negative. This is in contradiction to its assignment as an analogue
to classical phase space probability distribution, which is discussed in the literature [73].

The phase space representation of a vibrational wave packet on a harmonic gatantiz
compared to Fig. 2.1. In order to achieve an increasing am@le in Fig. 2.1b, a rate constant
T3 has to be introduced and the coherences (off diagonal elements) of the density matrix in
energy representation have to be multiplied by a faetéf(*—=IT3) wheren describes the
row andm the column of the density matrix [73]. The populations (diagonal elements) stay
untouched. The nomenclature for the rate constants is adapted from the Bloch equations in
NMR spectroscopy [123]. Here they are defined for a multi-state system instead of only a two
level system as in NMR.

The populations of the density matrix will decaydissipation(or in the special case of the
molecular potentialyibrational energy relaxationoccurs. In order to produce the phase space
propagation in Fig. 2.1c with the Wigner transformation of a density operator, a time cdhistant
has to be introduced. It acts on the populations by the decayetért and on the coherence
by the decay /2" [73]. In a mixed case of pure dephasing and dissipation, a new dephasing
time T, can be defined in a two-level system with the dissipafipand pure dephasirit;:2

1 1 1

=y 2.8
T, on Ty (2.8)

1The evolution on an anharmonic oscillator will be the topic of the next section.
2T, will be used throughout this thesis for dissipation, whefBawill be substituted Y e i -
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a) vibrational dephasing b) electronic dephasing
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Figure 2.2: a) Scheme for vibrational dephasing. The effective molecular electronic potefiti)l

changes due to molecule solvent coordinate changes. The cage is tightening in this example (dashed

line). This shifts the vibrational spacing framto v». b) Scheme for electronic dephasing. The transition
energy from one electronic state X to another state B is changédibgnd/orAR.

The Born-Oppenheimer approximation is inherent in the separation of electronic and vibra-
tional degrees of freedom and thus in the separation of dephasing processes. The motion of
the electrons is fast compared to the nuclear motion in a molecule and therefore the electronic
wave function can be calculated for a fixed set of nuclear parameters. This leads to the calcu-
lation of electronic potential¥’( R), having defined vibrational and rotational wave functions.
The coherences of the density operator have the fgufje~#®—Em)t - Statesp andm can
be vibrational levels on one electronic surfdcéer) of the molecule. If the coherence term
vanishes, the process is callgtirational dephasing. In the same manner, statean be a vi-
brational state on the electronic ground state, whereasstista vibrational level on an excited
electronic state of a molecule. In that case, the loss of coherence iseaitnicdephasing.

Figure 2.2 presents possible origins of vibrational and electronic dephasing. In panel a),
the vibrational dephasing is sketched (the picture is adapted from Ref. [78]). The solid curve
represents the molecular potential as it is deformed in some solvent. The vibrational eigenstates
of the potential shall have an energy spacingoflf a relative motion between molecule and
solvent atoms occurs, this potential energy surface will be disturbed (dashed line). As sketched
here, the effective intramolecular potential gets steeper and the vibrational spadigger
thanv,. This leads to a disturbance (dephasing) in the coherence of the vibrational levels n and
m, since the energy differenték, — E,,) between the vibrational levels n and m shows up in
the coherencencjne—%(E"‘Em)t. Thus, the wave packet will lose coherence and interference of

vibrational levels will decay. As a consequence, the probability density loses its localization in
phase space according to the classical dephasing in Fig. 2.1b. The effect can also be formulated
in semi classical terms: the wave packet propagates in a dynamical potential. The dynamics of
the effective potential is statistical in an ensemble. A wave packesioigemolecule does not
dephase at all. In aensembler time-averaged experiment the averaged wave packet structure
will "smear out". The calculation in Ref. [78] is done in exactly that way: a quantum wave
packet is propagated on a dynamical potential that is calculated by classical interaction with the
environment. The final result is averaged over many wave packet propagations.

In case of the electronic dephasing (Fig. 2.2b), the relative energy or/and equilibrium poten-

3Between two neighboring levels, the difference is calléd Fig. 2.2.
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tial distance of two effective electronic surfaces of the molecule in the solvent (denoted by X
and B) changes; however, without an alternation of the potential energy surface shape. This is
again induced by relative molecule-solvent motions. The energy difference between two levels,
one of which is on ground and the other one on the excited state, is changed. The interference
(due to the coupling by a light pulse) is changed and the interference term vanishes analog to
vibrational dephasing. The deformations on the upper state surface shown in Fig. 2.2a also
destroys electronic coherence, since the upper vibrational levels are shifted. In contrast, the
shift AR and/orAE does induce electronic dephasing hotvibrational dephasing, since the
relative energies of the vibrational levels in the excited electronic state are not changed.

2.2 Dispersion and revivals in Morse oscillators. Focusing with chirped
light pulses
The connection of quantum and classical mechanics is given by the Ehrenfest theorem. It allows

for prediction of the expectation values of general conjugate coordigaaesl p, which are
usually position and momentum:

d{g) _ (p)

i m (2.9)
dp) _ V. dV((g)

dt dq d(q)

These are formally very similar to the classical equations of motion. It can be shown, that the
relation with a dot over the equality holds true for linear and quadratic poteiiigls For a
harmonic (quadratic) potential, the width in momentum and coordinate of a wave packet at a
fixed positiong or p does not change with time [6, 73].

In case of anharmonic oscillators, a broadening of the wave packet (dispersion) in phase
space occurs even for free molecules with perfect coherence. One of the most prominent ex-
amples for dispersion is the broadening of a wave packet on a constant potential (see standard
guantum mechanics textbooks like Refs. [124, 125]). Another prominent example is the Morse
potential. Because of its special quantum structure, the dispersion is reversible and so called
"revivals" occur (section 2.2.3).

2.2.1 Morse potential

The Morse potential is a standard way to parameterize a molecular potential of a diatomic
[53,126]. A Morse potential” as a function of the internuclear distanges given as:

V(R) = D(1 — e~ B-Re))2, (2.10)
with
o
- 2.11
el ,/2Dewe (2.11)
D, — e (2.12)
4dx,

where D, is the dissociation energy;. the equilibrium distancey. the harmonic eigenfre-
guency and:, the anharmonicity.
The classical frequenayof a trajectory started with enerdyin a Morse oscillator is given

as:

We E
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Considering this expression, it is immediately clear, that an ensemble of classical trajectories
representing a "classical wave packet" will disperse. The trajectories in the ensemble having a
high vibrational energy ("blue" ones) have a lower oscillation frequency than the low energy
("red") parts. Therefore, the trajectories excited in the red are at later time located at another
internuclear distance than the trajectories excited in the blue part of the oscillator. Fig. 2.3 gives
a pictorial interpretation of the dispersion with the help of quantum mechanics. In panel a),
the frequency-time distribution of an unchirped excitation pulse is shown. The pulse starts all
the components of the wave packet at the same time. As depicted in Fig. 2.3b, the vibrational
spacing is much larger in the low energy range of the Morse oscillator than in the high energy
range. Therefore, parts of the wave packet excited at low energies will oscillate faster than those
excited at high energies (as in the classical trajectory analogue). Once more, this leads to the
spreading of the wave packet due to different oscillation periods as a function of vibrational
energy in the Morse oscillator. The quantization is not needed in the calculation of dispersion.
Even in pure quantum calculations, the time domain of dispersion is often called the classical
domain [68]. The dispersion tinm&;;,, that is the time until the wave packet has completely
lost its initial localization, fulfills the following equation (see appendix Eq. (14)):

14

_ 2.14
WL AE’ ( )

Tdisp =

whereAFE is the full spectral width of the wave packet anthe central vibrational frequenéy.

In case of no anharmonicity.xz. = 0 (harmonic oscillator) no dispersion occurs and thus

Tuisp goes to infinity. The bigger the anharmonicity, the faster the wave packet broadens due
to dispersion. The INE proportionality in Eq. (2.14) can be explained via the extremes: in
case of a monochromatic excitation, all trajectories have absolutely the same energy and will
not show any broadening due to dispersion. In a broadband excitation, the oscillation frequency
difference between the upper (blue) and lower (red) trajectories scales with the width of the
excitation source and the dispersion time decreases. It is nevertheless possible to compensate
for the dispersion by special excitation pulses.

2.2.2 Focusing of wave packets

A compensation scheme is depicted in Fig. 2.3. As shown in the last section, the red components
of a wave packet or classical ensemble oscillate faster than the blue ones. Now one starts
the slower oscillating blue components earlier than the red ones (see Fig. 2.3d) by a specially
tailored laser pulse shown in Fig. 2.3c. The instantaneous optical frequency of the pulse is
described by a linear function in time. The blue components arrive at the molecule earlier than
the red ones. Such a pulse is negatively linear chirped (section 4.3.2). The red components will
have caught up with the blue components after a titgge, which will be called théfocusing
time

A detailed classical analysis in the appendix (Eg. (23)) leads to an expression for the focus-
ing time 75

g

Topt = - )
ATwex,

(2.15)

where§ = @ is the chirp parameter in units of fs cm,is the oscillation frequency
at the wave packets center in chhandw. . the respective molecular constants of the Morse
oscillator (see EqQ. (2.11)). The chirp parameter will be introduced properly in section 4.3.2. The

4For reasons of convenience, all units shall be given intm
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Figure 2.3: Dispersion and focusing of a wave packet. The wave packets are shown when propagating in
direction from left to right. a) Equal intensity line plot of a light pulse frequency-time distribution for an
unchirped laser pulse. b) Wave packet travelling from left to right at tgr{at excitation) and at some

later timet;. At ¢y, all parts of the wave packet are located at the same internuclear distance, whereas
the dispersion has caused a tilt in the wave packet distribution atttinm® A negatively chirped pulse

in the equal intensity line plot. The blue components arrive earlier at the molecule than the red ones.
d) Wave packet excited with the pulse from c)t@t The slowly oscillating high energy components

of the vibrational wave packet are excited earlier than the faster oscillating low energy components. At

Topt, the low energy components will have caught up with the high energy components that were excited
earlier. The wave packet is perfectly localized (focused).
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larger the chirp parameter, the stronger is the tilt of the laser pulse frequency-time distribution
in Fig. 2.3¢®

The focusing scheme was theoretically worked out in Refs. [82,127] and applied success-
fully to free I, molecules [80] and to,lin solid Kr [83], however with a small contrast in the
latter case due to the small anharmonicity of the system. One aim of this thesis is to use the
focusing of a vibrational wave packet to disentangle dispersion (the reversible broadening of
a wave packet in a Morse oscillator) and dephasing. The method will be presented in sec-
tion 2.3.3.

The dispersion was described classically here, but it once more occurs in a quantum descrip-
tion of the Morse oscillator. It will turn out, that the broadening due to dispersion is reversible
and a revival of the wave packet occurs. Besides, not only revivals of the fundamental oscilla-
tory frequency appear, but also high harmonics of the fundamental frequency show up.

2.2.3 Fractional revivals

The phenomenon of fractional revivals, explored theoretically in Refs. [67—75] relies on the
distinct spacing of quantum levels (which is often referred tbrasquantizatioi.
The quantum energy of levels in a Morse oscillator can be written as:

E, = hwe(n + %) — Aweze(n + %)2, (2.16)
The standard literature often uses another formula for the energy in an anharmonic oscillator
given by: E,, = hw.(n — z.n?) [70,71]. This predicts the correct revival times, however the
oscillation periodd” of the wave packet are wrong neglecting the zero point energy terms.
In agreement with Refs. [70, 71] theutocorrelation functionP(¢) of a vibrational wave
packet is used to explain the revival phenomenon in simple terms. It is given by:

P(t) = (U(R,)|W(R,t=0)) (2.17)
= Y leaP esp(-it),

when using Eqg. (2.1) in it& representation. The absolute square of the autocorrelation function
is thesurvival functionS(t), which mimics a pump-probe spectrum when one probes the wave
packet at the inner turning point, since it was initially created there(as ¢ = 0). When using

the autocorrelation function as given in 2.17, the survival funcigh) is given as:

Em_En

S(t) = |P)F =) lewl’lenl” expli .

m,n

t), (2.18)

with the populations and coherences of the density operator included here. First of all, a
two-state system will be discussed. The sfaéad; + 1 shall be populated with weights; |
and|c;;1/%. The autocorrelation function (2.17) reads like:

P() = lej? exp(~i728) + e exp(—i=2511).

Therefore, the survival function is given as:

E . —E.
S(t) = |ej|* + lejm]* + 2] P ¢y COS(% ).

SA short example shall be given here: A laser pulse has a chiff ef —1.78 fs cm. The molecular vibration
v at an excitation energy df70 nm in the By B state is118 cm~! andw.z. = 1.6361 cm~!. This leads to a
Tops Of 1.2 ps.
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Figure 2.4: Model for quarter and half revivals. See text for details.

The energy difference using Eq. (2.16) is given as:

Ej+1 - E] = hwe(l - 25136 - 2.I'ej). (219)
Thus, the signal consists of a single cosine modulation that cannot be distinguished from a
harmonic oscillator with angular frequen&;’“ﬁ;@. The information about the anharmonicity
is missing, since only one energy difference between two states is taken into account. The main
feature of an anharmonic oscillator is the changing energy difference as a funcjion of

Therefore, at least a three state system has to be considered to explain survival functions of
a Morse oscillator. An additional levgl+ 2 is added. The survival function looks like:

E.. . —E.

St) = el + el + lejual® + 20ejlejia COS(%@ +

Ejio— Ejp Ejio— E
2\0j+1!2\cj+2\2608(%t) + Q\Cj\210j+2|2008(% ).

The angular frequenciés®’; ., — E£;)/h = we(1 — 2jz. — 2z.) and(Ej o — Ej11)/h = we(1 —

2jz. — 4x.) (lower two curves in Fig. 2.4), that are quite close to each other and in addition a
"doubled” angular frequenéyat (E;,o — E;.1)/h appears. The close lying components will
produce a beat pattern, that has to be analyzed. A node in the beating occurs, when the two
arguments in the cosine functions have a shift@n + 1),n = 0- - - co. The condition reads:

(Ejp1 — Ej)/h)tmin = (Ej12 — Ej41)/h)tmn + 7(2n + 1). Using Eq. (2.19), the calculation

61t is a bit less than the doubled of the first frequency because of the anharmonicity.
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leads to: 5 .
tmin = Trev%; (220)
introducing the so calleckvival timeT.,
2
Thow = —2. (2.21)
Wele

At tin = Trev/4 and3T,., /4 described by Eq. (2.20), the doubled freque(€y, ,— E,.1)h
can be effectively probed i§(¢) as shown in Fig. 2.4 because the cosine contributions with
frequencief E,;, — E;)/h and (E; > — E;.1)/h cancel each other. AL, /2, a pattern of
regular vibrational period can be observed. This is due to the fact, that the two frequencies
producing a node at,;, generate an antinode at.2,. This pattern is called half revival. The
peaks occur at a position where one should classically observe minima, as can be%een at
in Fig. 2.4, when marking every second peak from the beginning. A simulated pump-probe
spectrum is shown in Fig. 2.12a with the fractional revivals marked.

To observe a so called 1/6 revival, which will be relevant in the experiments, one needs to
takefour levels into account. Otherwise the threefold vibrational frequency associated to the
1/6 revival cannot be observed. Atkz, /6, T}../3, 21;../3 and .., /6, one third of the classical
oscillation period will be observed ifi(¢). This already provides a method to determine coher-
ences among distinct vibrational levels (applied in section 8.2.2). If one observes for example
the 1/6 revival in a pump-probe spectrum, at least four vibrational levels are coupled coherently.
In agreement with the coherence definition in section 2.1, it indicates that the off-diagonal ele-
ment(j, j + 3) of the density matrix being;c?, ;e ®+3~F)t has not yet dephased.

In a general theory [6,67, 73], one expardsin a Taylor series arounfl;: F, = E; +
9(n —n) + %%(n — n)?, neglecting the higher order terms and using the relation 2.16 for
the anharmonic oscillator energies. Setting (n — 7), one can write the wave packet as:

¢
TreV

U(R,t) = Z |cx|? exp(—2m’(k‘% + k* =), (2.22)
k

with T = 1/1/01 = h(%‘f
the revival time.

When tIl}.,= m/n, wherem/n is a fraction of two mutually prime integers, the differ-
ences in the phases of the eigenfunctions are stationary. In this case, the wave packet can be
represented as:

)1, the local oscillation period anfl., = 2h(£E)! = 2(y, %)~

-1

S
(R, t) = ; a.Wa(R,t +5T), (2.23)
where
o(r,l) = k:Z_ cudr(R) exp(—zka). (2.24)

The parametel = n/2 in the case where is divisible by 4 or otherwisé = n. The open
guestion in Eg. (2.23) is, how many of the coefficieatsare zero? It can be shown, that
replicas of thel, exist, with

r = lifnmod4 # 2 (2.25)

r = éifnmodélz 2.
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Figure 2.5: Wigner function of a wave packet in a Morse oscillator. The potential parameters are adapted
from the free Bs molecule [53]. Shown is the vibrational wave packet a) shortly after excitation, b) on
the way to the outer turning point, and c) at the outer turning point 130 fs after creation on the potential.
In d), the dispersive broadening can be observed.

With the values of the electronically excited B state of,Bs. = 167.6 cm~! andz, =
9.7610~3 [53] the revival time isT}., = 21.08 ps. Fractional revivals can be observed in all
kinds of anharmonic potentials.g. vibrational [35,69-74,128, 129], rotational [130-133] and
Rydberg [134] revivals.). The Morse oscillator is conceptually very easy due to its vanishing
higher order anharmonicity.

The Wigner transformation to phase space introduced in Eq. (2.7) provides an ideal tool
to visualize the properties of fractional revivals. Wigner functions can be calculated from the
propagated wave function in the program described in the appendix and using the definition in
Eq. (2.7). The Wigner function of a wave packet in a harmonic potential without dissipation
would travel in a circle on isoenergetic rings in phase space, as demonstrated in Fig. 2.1a. In an
anharmonic oscillator, it travels on egg-shapes isoenergetic surfaces (see Fig. 2.5). The Fig. 2.5
shows also how the wave packet disperses even in the first oscillation period. The wave packet
in the quantum mechanical calculation splits in sub-structures after a distinct time, which are
mathematically described by Egs. (2.23) and (2.24). The revival structure can be perfectly
observed in the Wigner representation, as Fig. 2.6 shows.

The calculation for this Fig. 2.6 uses the same molecular parameters as for Fig. 2.5. In
Fig. 2.6a, the almost undispersed wave packet is shown at the outer turning point of the anhar-
monic potential (the B state of Bis chosen here). In Fig. 2.6b, the Wigner functiorfat/8
is shown. One observes four sub-wave packets (A,B,C,D) that interfere with each other. The
sub-structures are visible better in ¢) and d), where the 1/6 and 1/4 revival are shown. Especially
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Figure 2.6: Wigner functions of fractional revivals, positive values are plotted dark, negative values
light. a) Shows the wave pack&t2 = 130 fs after excitation. The wave packet shows no interference
structure. In the course of time, the packet broadens and splits into sub wave packets according to
Egs. (2.23) and (2.24) that travel on isoenergetic lines. d).At8, the splitting into four wave packets

with interferences among them is shown. The wave packet maxima are denoted A,B,C and D. c¢) At
T:v/6, the splitting into three wave packets A,B and C with interferences can be observed. d) Two sub-
structures A,B which interfere pattern in the middle can be observed at the quarter revival occurring at
Trevl4.
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in Fig. 2.6d, the doubling of the frequency for the 1/4 revival is easy to understand: two wave
packets exist, that travel on isoenergetic lines in phase space. The interference structure in the
middle shows their coherence.

To allow for a comparison with experiments, the Wigner functions shown in Fig. 2.6 have
been projected onto the internuclear coordina(@sually called g in phase space). This results
in the squared wave packet on tRecoordinate. Fig. 2.7 shows the probability distribution as
a function of internuclear distande and time t. In Fig. 2.7a, the first excursions of the wave
packet are shown. No spatial interference structure is visible on the first outward motion of the
vibrational wave packet, since the wave packet does not yet "know" about the bound character
of the Morse potential. The argument uses a picture of wave packets developed by E. Heller
[135—-138]. The appearance of spatial interference structures is indicative for a quantum system.
If one would simulate the dynamics with classical trajectories, these interferences would be
missing. This is a further indication for@herent quantum systdmasides the fractional revival
structures.

The 1/8, 1/6 and 1/4 revival structures appear in Fig. 2.7b, ¢, and d respectively. Recording
the wave packets probability at a fixed internuclear distafoene observes high harmonics of
the fundamental period. However, the exact frequency pattern depends strongly on the choice of
R, since the spatial nodal structures modify the frequency pattern. This was the topic of a recent
study by V. Engel and coworkers [74] and will be exemplified on a 1/4 revival in section 2.3.4.
The possibility to detect the wave packet probability as a functioR ahd t will be explored
in section 2.3.1.

2.2.4 Nomenclature for dephasing, decoherence and dispersion

The word "dephasing” is used in different contexts depending on the scientific community. In
the quantum optics and revival literature, dephasing is often used for processes, in which phase
information is not irreversibly lost but rather the discrete quantum system shows a broadening of
the wave packet due to the propagation on an anharmonic potential (see for example [6,69-71]).
In other references, dephasing appears for the irreversible loss of phase information due to the
interaction with a statistical bath [73,121,122].

In this work, the term dispersion will be used for the broadening of a wave packet due
to propagation effects on anharmonic potentials with no phase information loss. The term
dephasing is used to describe the irreversible loss of phase information or coherence throughout.
The term decoherence is used as a synonym for dephasing.

2.3 Pump-probe spectroscopy

The femtosecond pump-probe method allows one to study ultrafast processes on electroni-
cally excited states of molecules. It was applied to many systems in pure gas phase (see
for example the references from the Zewail group on ICN [139-142], Nal [143-145] and
I, [146]). Furthermore this method has been applied to molecules (specially to iodine) in buffer
gases [76,147,148], liquids [23, 149, 150] and solids like rare gas crystals [21-25,81, 83, 86] or
zeolite [151-154].

Here, a pump-probe scheme detecting the Laser Induced Fluorescence (LIF) of an excited
electronic state versus the pump-probe deldyis applied. Apart from recording a fluores-
cence, one can also use the excited state absorption as a signature of the wave packet. The setup
is exactly the same. Instead of recording the LIF one records the absorption of the probe pulse
as a function of time [155, 156]. In the gas phase, one might probe to ionic states and use the
ions instead of the LIF [157].

Furthermore, the pump-probe spectroscopy performed here is sensitiegtiional coher-
ence only, since the probe pulse interrogates the absolute squaxébofttonal wave packet
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Figure 2.7: Fractional revivals of the BB state. Shown is the absolute square of the wave packet as
a function of R and t. a) The beginning of the wave packet propagation. b) The 1/8 revival, c) the 1/6
revival d) the 1/4 revival observing.
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Figure 2.8: a) Pump-probe scheme. The pump pulse transfers population from the electronic ground
statev = 0 level (higherv not populated see text) to the excited electronic B state (or any other covalent
state) and excites several vibrational levels coherently. The created wave packet evolves in the potential
as described in section 2.2. The fs probe pulse transfers parts of the wave packet to a Charge-Transfer
state (CT) after a time delay df¢. The population on the charge-transfer states relaxes to the lowest of
the CT manifold and fluoresces (LIF). The fluorescence is detected as a function of the pump-probe delay
At. Two different probe conditions are shown: Probe pulse 2 interrogates the wave packet at the outer
turning point, whereas probe pulse 1 has a higher quantum energy and probes the wave packet closer to
the potential minimum (see text). b) Pump-probe spectrum for Probe 2: The distance of the maxima in
the pump-probe spectrum reflects the oscillation period of the wave packet. ¢) Pump-probe spectrum for
Probe 1, the maxima of b) split into two maxima (explanation see text).

on an excited covalent state. This is in gross opposition to ultrafast schemeslesitrgnic
coherences like CARS [158] or PLPP [159, 160]. In case of long pump pulses, the electronic
coherence is involved here (section 8.2.3).

2.3.1 Pump-probe method

Two ultrafast laser pulses are needed to perform the pump-probe spectroscopy. A first pump
pulse excites a superposition of vibrational eigenstates on an electronic potential, thereby trig-
gering a wave packet motion on the internuclear coordiRafiexemplified on the B state here).
A second time delayed probe pulse interrogates this dynamics. Its transition is fixed to a certain
value in the internuclear coordinat&,;, and only if the wave packet has reached tRig, in
its propagation, a probe signal is generated.

At temperatures used in the experiments described here (typically around 20 K), most of
the molecular population is located on the ground vibrational [evi. ultrashort pump pulse
induces an optical transition between the electronic ground state0 level and an excited

’Applying Boltzmann statistics to the vibrational levels of the electronic ground stagendtH w, = 214 cn!
leads to about 107 in v = 1 compared to the = 0 population at 20 K. In By the population in the higher levels
is even less because of the biggerof 325 cnt!.
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electronic state surface (B state in Fig. 2.8). Since the ultrashort pump-probe pulse is spectrally
broad, a coherent vibrational wave packet is created on the excited electronic state. The wave
packet propagates as described in the previous section 2.2 (see Fig. 2.8).

The propagating wave packet is interrogated by a second time delayed ultrashort pulse called
the probe pulse. Here, the probe pulse induces a transition from the electronic B state to a
Charge-Transfer (CT) state. The internuclear distance at which the probe pulse can catch the
wave packet and propagate it to the CT state is callgd, and will be determined shortly. If
the wave packet has reach&yq;, in its propagation and the probe pulse acts on the molecule
at the same time, the wave packet will be propagated to the CT state. The fluorescence (LIF) of
the lowest CT state can be detected by a photomultiplier. If the probe pulse acts on the molecule
at a distinct time and the wave packet is not located at the probe wintgwthe wave packet
will not be excited to the charge-transfer state and thus no Laser Induced Fluorescence (LIF)
will occur.

The actual value forR,;, follows from the difference potentiahV'(R) of the B and CT
states and the probe wavelength.... The condition is first formulated for the classical outer
turning point R,;,» of the vibrational wave packet (Probe 2 in Fig. 2.8a). What is the right
probe wavelength\,.» t0 induce the transition? At the outer turning point, the expectation
value of the wave packets momentum is equal to zero. Momentum has to be conserved in the
probe transition. Therefore, the wave packet created by the probe pulse on the CT state has
to be excited with zero momentum. It can only have a zero momentum when excited with no
excess kinetic energy in the CT state. This is the case when the quantum energy of the probe
pulse h,..n.=hc/A,.ne Matches the potential energy difference between the B and CT states at
the outer turning point of the wave packet:

he

)\probe

— AV (Rum) (2.26)

The pump-probe spectrum recordedrt,.» is shown in Fig. 2.8b. At zero delay\ = 0)
between pump and probe pulse, no wave packet has arrivRg;.at therefore no population
is transferred to the CT state and no LIF is created. If the delay between the pump and probe
pulse At is equal to half a vibrational period’(2), the wave packet is located at the probe
position. A maximal amount of population is transferred to the CT state and a maximum in the
pump-probe spectrum occurs. Furthermore, a maximum can be found at a delay which is one
vibrational periodl’ longer, since the wave packet is once again located at the outer turning
point at that time. One can read the vibrational periddrom the distance of the maxima
in the pump-probe spectrum. This fact will be used to construct a potential energy surface in
section 8.1.2. The wave packet is excited at different vibrational energies and is always probed
at the outer turning point by changing,.... From the different vibrational periods(E) as
a function of excitation energy, a potential energy curve can be constructed with the RKR
algorithm [161-163]. It is important to note that only the position of the maxima in the pump-
probe spectra will be analyzed. The general shape of the peaks will not be taken into account
for potential construction.

Now, the vibrational wave packet should not be probed at the outer turning point but closer
to the potential minimum as depicted by the arrow Probe 1 (dashét})atin Fig. 2.8a. At this
internuclear distance, the wave packet carries a non vanishing momentum and kinetic energy
expectation valu€Fy;,). The momentum has to be conserved in the probe transition as in the
first case. Thus, the wave packet excited in the CT state during the probe transiiiQp,at
should have the same amount of kinetic eneff.,) as a wave packet in the B state. The
energy conservation require$Eyi,) + hc/Aprobe = AV (Ryin1) + (Ewn). After subtracting
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(Eyn) from both sides, the condition reads as Eq. (2.26). Therefore, the arrow Probe 1 is drawn
from one potential surface to the other without including the kinetic energies. In the situation
depicted in Fig. 2.8a, the probe wavelength has to be shortened when going{r@no R;.1.

The pump-probe spectrum recordedrat,,; shown in Fig. 2.8c looks more complicated
than that atR,;,», nevertheless the same vibrational wave packet is assumed. The wave packet
first passes the distanég,;,;. This should happen at a timie. The signal atR,;,; decreases
again. AtR,i.2, the wave packet maximum is reached at a later tyn&he wave packet then
changes direction at the outer turning point and pagsgs for a second time in this oscillation
period at timef;. The phenomenon of a peak splitting when probing between inner and outer
turning point is calledvibrational splitting The time difference of maxima in Fig. 2.8c does
not reflect the oscillation period in the potential.

The B state potential energy &t,;, is called £, as shown in Fig. 2.8a. The wave packet
is said to beprobed at resonancef £, is located at the central energy of the vibrational
wave packet. The wave packet is probed at the outer turning point in case of probe resonance
andT can be used to determine the potential (section 8.1.2). FoABrthe molecular By
electronic potentials are deformed and tliys, and E;, are not accurately known. The res-
onance condition can however be determined with help of a systematic variatig,gfor
Aprobe 1IN PUMp-probe spectra. One keejs.,. constant and thus fixeB,,;, and Ey;,. Now
the wave packet is successively excited with decreasing vibrational energy by retduging
The vibrational splitting visible fohvyym, > Eyin vanishes fohv,m, = Eyin.

The time integrated pump-probe signal strengtkRat; and R,;,» was compared in a clas-
sical study [164]. The wave packet travels through wind®yy,; with a high kinetic energy
Ey;, and thus with a high velocity. The interaction with the probe pulse is short. In contrast, it
stays atR,,» (the outer turning point) for a long time, allowing for a long interaction with the
probe pulse. Thus, the time integrated signal probddl,at is larger than the spectrum probed
at Ryin1- This results in a strength of the probe transition scaling with the inverse velgeity
or 1/v/ E\, of the wave packet, whereand Ey;, are determined aR,,;, [164]. The resulting
shape of the curve is shown in Fig. 2.9b.

A quantum mechanical interpretation of Eq. (2.26) and the shape of the probe transition
intensity is sketched in Fig. 2.9. The classical probe condition Eq. (2.26) requires conservation
of momentum. This is substituted by the Franck-Condon principle in the quantum formulation.
A vibrational wave packet in the B state is centered at the l&{/éee Fig. 2.9a). It is probed
at the outer turning point. The wave functions building up the packet are strongly peaked close
to the potential limb. The probe transition obeys the Franck-Condon principle and the biggest
overlap with the CT vibrational eigenfunctions has to be determined. The overlap is maximal,
for eigenfunctions being peaked in the same range, as shown for thejlevethe CT state. The
example shows, that the probe transition occurs from the potential edge on the B state to the CT
state potential edge dt,;, with transition energy:v,,one = AV (Ryin). This is in agreement
with the classical formulation, since the momentum of the wave packet created on the CT state
by the probe pulse is zero (and thus conserved). The intensity of the probe transition is given
by all the Franck-Condon factors of the transitians— v” being possible within the spectral
width of the given probe pulse. It has a maximuntat,, as as shown in Fig. 2.9b and decays
below due to the vanishing Franck-Condon overlap.

The 1/v characteristics above,,;, are not explicitly calculated here, but is illustrated in
the following text. The wave packet is excited at higher energy in the B state centered around
level vJ. The wave packet is probed with the same pulse as in the situation above. The max-
imal overlap of vibrational wave functions is now achieved to levebn the CT state. The
window (dashed arrow in Fig. 2.9a) has the saRg, as above, since the upper vibrational
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Figure 2.9: Franck-Condon picture for the probe transition. a) The solid arrow gives the probe transition
for a wave packet at the outer turning point. For better visibility, only one eigenfunefionthe wave
packet is shown. The Franck-Condon overlap is maximal for transitions to levels arpondhe CT

state. The probe window is marked B, and Ey;, The dashed arrow gives the transition with the
same probe pulse energy as befbrg, ., however, the wave packet is excited ab@ug,,. The wave
function overlap to the CT state is still maximaly;,, since there, the spatial oscillation period is the
same for the levels coupled by the probe pulse. This is exemplified for the lgvaislv}. b) The solid

curve sketches the probe intensity. It mimics the Franck-Condon factors of the vibrational levels on the
B and CT states coupled by a probe laser pulse of finite spectral width.
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Figure 2.10: a) The vibrational wave packet is excited above the probe window ergsgy It prop-

agates to the outer turning point crosggs, att; and collides with the environment (matrix) there. It
returns to the inner turning point with lowered energy and crogggs once more at,. Even in the
second vibrational excursion, the wave packet’s central energy is located Bpgvét crossesRy, at

t3 andt,. After the second collision with the environment, the wave packet’s central energy is located at
Ewin. b) Pump-probe spectrum of the dynamics depicted in a). The vibrational splitting during the first
and second period vanishes in the third period due to vibrational energy relaxation. The arrows give the
direction of the wave packet motion when detecte®at,

functionsv’ show the same spatial oscillation period as the lower.gne this range. Thereby,

the Franck-Condon overlap is maximized. The spatial frequency corresponds to the kinetic
energy and the quantum condition reduces once more to the classical momentum or to kinetic
energy conservation. The probe transition intensity, is however smaller than the intensity at
Eyin (Fig. 2.9b). An exact calculation of the probe intensity curve sketched in Fig. 2.9b would
require the Franck-Condon factors of the B and CT potential surfaces. Since the exact shape of
the involved molecular electronic states in the matrix is not known, the calculation is skipped.
The qualitative trend however is well established [86,97,164] and will be used in section 8.3.2
to explain the probe scheme of coherent phonons.

2.3.2 Vibrational energy relaxation in pump-probe spectra

The vibrational energy dissipation or relaxation of a vibrational wave packet due to the molecule-
host interaction, that has been explained in section 2.1, can be quantified using the methodology
explained above as shown in Fig. 2.10. The wave packet is initially excited above the probe win-
dow energyE,, (see Fig. 2.10a). After passing the probe windByy, at timet,, it strongly
interacts with the matrix, creates phonons, and thereby loses vibrational energy. The passage at
time ¢, results in a first peak in the pump-probe spectrum shown in Fig. 2.10b. On the way from
the cage region to the inner turning point, it is once again probed d@the splittingt, - ¢; can

be rather long. In the new oscillation of the vibrational wave packet another splitting of outward
and inward motion occurs, since the total energy of the wave packet is still located Abgve
However, due to the energy loss in the first oscillation, the splittingts is smaller thart, -

t;. Finally, during the third excursion, the wave packets total energy has re&thedn the
example presented here, the wave packet has lost its excess vibrational energlf.abatter

two oscillation periods. The wave packet’s initial energy @ng, are known, and the number

of oscillations needed to relax 1g,;, are determined from the pump-probe spectrum. Thus, the
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energy relaxation (dissipated energy per time) can be quantified. Furthermore the wave packet
periodsT’ get shorter when the wave packet relaxes to lower energies, due to the anharmonicity
of the molecular state. The energy relaxation will be quantified with this scheme in section
8.1.3.

2.3.3 Method to determine the vibrational dephasing in a Morse oscillator

Dispersion and dephasing have the same apparent effect on the pump-probe spectra. In both
cases, the wave packet dynamics are smeared out after some time. If the vibrational dephasing
is too fast to see any fractional revivals, it will be impossible to disentangle dispersive effects
from vibrational dephasing in a conventional pump-probe spectrum.

As introduced in section 2.2.2, the dispersion of a wave packet can be compensated at the
focusing timeT,,,, by exciting the vibrational wave packet on the Morse oscillator by a neg-
atively chirped pulse. The wave packet will reach its narrowest width with best modulation
contrast afl,,,;. The width at7,,; corresponds exactly to the initial width at = 0 of a wave
packet excited by an unchirped pulse.

Fig. 2.11a illustrates the probe process in phase space for no dephasing. The probe window
is located at the outer turning point indicated by the dashed area. The vibrational wave packet
is focused afl;,,;. In @), it is located at the inner turning point. This position corresponds to
a minimum in the pump-probe spectrum shown in b). No dephasing occurs and therefore, the
vibrational wave packet can be focused perfectly to the width dictated by the excitation laser
pulse. The minima in the pump-probe spectra in b) arayhe-= 7, will have no background.

The case of finite vibrational dephasing is shown in Fig. 2.11c). The dephased parts of the initial
wave packet do not focus, since the correct phase of the eigenstates (or in a classical picture the
undisturbed position of a trajectory in phase space) is required for focusing. Even if the coherent
vibrational wave packet is located at the inner turning point, a remaining population is probed
at the outer turning point. Thus, the minima of the pump-probe spectrum in d) will show a
background af\t = T;,.

The variation ofT,,, by the pump pulse chirp will allow for a systematic determination
of the dephased background as a function of time and therefore to determine the vibrational
dephasing timéﬂfggh of the vibrational wave packet (see section 8.2.1).

2.3.4 Manipulation of fractional revival structures and their appearance in pump-probe
spectra

Fig. 2.12a shows a pump-probe spectrum calculated for a vibrational wave packet on the elec-
tronic B state of a free Brmolecule (dispersion and no dissipation/dephasing). The 1/6 revival
at7.../6, 1/4 revival atl,.,/4 and 1/2 revival af}.,/2 are marked. The threefold, twofold, and
fundamental vibrational frequencies occur in the respective time range. By excitation with a
negatively chirped probe pulse, the vibrational wave packet is focuség.atThe time zero

of Fig 2.12a is now located at the positive focusing tifyg,, determined by the laser chirp

and molecular anharmonicity. Therefore, the fractional revival structures will be advanced in
time to7,.,/q+Topt, Where g denotes the order of the revival. The case of a positively chirped
pump pulse is shown in the simulation in Fig. 2.12c. Again, one can calclijatéEq. (2.15)),

which will be negative, since the chirp is positive. The time zero of Fig. 2.12a is shifted to
"negative" times in the pump-probe spectrum shown in ¢). The revival structures are advanced
accordingly in time tdl ., /q+T5t, WhereTy,, is thenegativefocusing time.

One can think about this scheme in terms of compensation and addition of molecular disper-
sion by laser pulse dispersion (chirp). Tiasitive dispersionf the wave packet on a molecular
state can be compensated hyegatively disperseldser pulse with negative chirp, which leads
to focusing. In the same way, parts of tpesitive dispersiortan also be transferred into the
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Figure 2.11: Focusing method to determine vibrational dephasing. a) Case of no dephasing (free mole-
cule). The probe window at the outer turning point (usually used in our experiments) in phase space is
depicted by the dashed circle. The vibrational wave packet on the Morse oscillator has propagated and
focused at the inner turning point. No molecular population is detected in the probe window. Thus the
minima of the vibrational modulations in the pump-probe spectrum b) will show zero background. c)
Dephasing case. The vibrational wave packet is focused at the inner turning point. Dephased parts of
the initial wave packet, spread over an isoenergetic area (no dissipation), cannot be focused. Thus, the
background in the minima indicates the amount of population being dephased. d) Pump-probe spectrum
with dephasing. Due to the dephased background in phase space, the LIF intensity is not modulated to
zero at the minima, but some background remains. The background rises withZlgsgexccording to

the general theory from section 2.1.
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Figure 2.12: Control of fractional revival structures. Simulations for different pump conditions in a
Morse oscillator. a) Excitation via an unchirped pump pulse. The vibrational wave packet is probed at
the outer turning point. The 1/6, 1/4 and 1/2 revivals are marked. b) Excitation with a negative chirp. The
wave packet is focused @, and the revival features are shifted By, to larger times . c) Excitation

with a positive chirp. The fractional revival features are advanced in time by a "negative focusing time
Topt". The "focus” of the wave packet would be in the range of negative pump-probe delays
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Figure 2.13: a) Density plot showing the absolute square of the wave packet as a function of time. The
time interval from 4 to 6 ps includes the 1/4 revival for the freg Brstate, also shown in 2.7d). b)
Simulated pump-probe spectra generated by integrating the signaRowéh a Gaussian window of
0.011 nm FWHM for 1) to 3) and for 0.0011 nm FWHM for 4). The center of the probe windgw is

given as the line in a) connected to the spectra.

laser pulse (by positive chirping) and the molecular wave packet starts with a dispersion corre-
sponding to some later time in the normal propagation.

The positive chirp excitation scheme will be used in this thesis to reach a pump-probe spec-
trum of the 1/6 revival. It occurs after 3.5 ps for the unchirped case, and it will turn out, that the
vibrational coherence of the wave packet is lost at that time. Therefore the fractional revivals
have to be advanced by an appropriately chirped pulse. Due to the pump pulse elongation, the
electronic coherence is involved, as demonstrated in section 8.2.3.

Figure. 2.13a shows a density plot of the wave packet’'s absolute square. The time interval
near the 1/4 revival appearing about 5.2 ps after the wave packet excitation is shown. The
spectra in part b) are probed at different internuclear distances, indicated by the solid lines in
Fig. 2.13a. The wave packet propagation is described in the appendix. To generate a pump-
probe spectrum, distindk,;, is chosen (indicated by one solid line in 2.13a), and the wave
packet absolute square in Fig. 2.13a is integrated within a Gaussian windBwdirection.

The Gaussian window has a Full Width at Half Maximum (FWHM) of 0.011 nm for spectra
1) to 3) in Fig. 2.13. The pump-probe spectrum 1) in Fig. 2.13b is probed at the inner turning
point. A temporal structure showiri/2 appears. The solid arrow in all spectra indicates the
full vibrational period7’. Changing the&?,;,, towards the potential minimum leads to the pump-
probe spectrum 2). A dominant period of Il4occurs for this particulaR,,;,. Usually, this



2.3. Pump-probe spectroscopy 29

Probe
pulse
\\
~ Figure 2.14: Sketch illustrating the
AE \\AV probe window widthARy;,. The B
S~ state potential and the difference po-
tential AV (dashed line) to a charge-
transfer state are shown. The pulse
3 /m; spectral envelope (on the energy axis)
o wave is reflected at the difference potential
LICJ packe resulting in the probe window on the
R axis. The probe pulse spectral width
Probe transforms to the spatial width of the
window probe wind.owARwin on the internu-
clear coordinate?.
< ARwin
>
R

period is observed at 1/8 revival (section 2.2.3) when probing at the inner or outer turning point.
This indicates the importance of the righ{,;,, to attribute the correct revival structure. But not
only R, but also the width of the probe windoR,,;, is important, as is shown in pump-
probe spectra 3) and 4) of Fig. 2.13b. TRg;,, now lies in a region of rich spatial interference
structures in Fig 2.13a. The width is chosen ta4R,,;, = 0.011 nm as before in spectrum 3)
and the half vibrational period occurs around 5.2 ps time delay. If the validif, is reduced
by a factor of ten, the full vibrational period dominates the pump-probe spectrum, as shown in
spectrum 4). In this case, the width is small enough to reflect the spatial interference structures
in the pump-probe spectrum. The effect has also been described in Ref. [74] and states the
importance of bothR,;, and AR,;,. In particular, the spatial interference phenomena will
occur in section 8.2.2 in connection with the revival control by positive chirps.

The probe window width is determined by the spectral width of the probe pulse and the
difference potentiaN\V'(R). This is illustrated in Fig. 2.14. There, the B state is probed to
a charge-transfer state. The difference poteritll between the two potentials is shown as a
dashed line. The probe spectral envelope is reflected t8 toordinate at the dashed line. This
results in the probe window as a function ®f In case of a locally linear difference potential
with slope dAV/dR, the probe window widthA R, is connected to the probe pulse spectral

width AE by: A
Vi

ARyin = AE(W) . (2.27)
The slope of the difference potential cannot be influenced, thus the spectralAvidltif the
probe pulse has to be changed in order to chakgg;,. However, whem\ £ is minimized, the
duration of the probe pulse increases, which leads to a vanishing structure in the pump-probe
spectrum. This effect is not included in the simulated pump-probe spectra. If the temporal
resolution dictated by the probe pulse is much better than the peak structure in the simulated
spectrum (which is always the case in this thesis), the time broadening can be neglected. If this
is not the case, the simulated pump-probe spectra should be folded with the temporal width of
the probe pulse to deliver the right pump-probe spectrum.
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Chapter 3

Bry, and I, in rare gas solids

This chapter introduces the potential energy curves and literature for the freeBlecule in

3.1. The{ is not treated to a large extent, since most of the later chapters will refer to the Br
case only. The relevant aspects of molecule doped rare gas crystals are presented in a general
way in section 3.2. Finally, the existent literature on, Br rare gas solids will be reviewed.

3.1 Gas phase properties

In this work, the halogen molecules-Band |, have been isolated in rare gas matrices like Ar

and Kr crystals. In order to understand the spectroscopy and the ultrafast (coherent) processes,
it is necessary to introduce the gas phase potential energy surfaces. Later on, the effect of the
solid environment will be introduced.

3.1.1 Physical properties

The physical properties of &nd B are given in Tab. 3.1. The data are from Ref. [165] and
[166] . lodine appears as grey crystals under room temperature having a relatively low vapor
pressure. It is toxic and corrosive but does not corrode stainless steel. Bromine is a red-brown
liquid under room temperature having a relatively high vapor pressure. It is highly toxic and
corrodes even stainless steel [167]. Therefore, it is usually handled in glass vessels.

Table 3.1: Physical constants of and Bs.

Melting point | Boiling point | Vapor pressure | Density
l, |114C 185°C (1atm) | 0.41 hPa (25C) | 4.93 g/cni
Bry | -7.22C 58.8C (1 atm)| 220 hPa (25C) | 3.12 g/cni

The iodine atom has only one stable isotope, namely{}{Hewhereas the bromine atom
has two stable isotope$Br and §!Br, with a 50 % natural abundance of each. Therefore,
three different species of dibromides exi€Br™Br, Br®'Br and®'Br8!Br, with ratios 1:2:1.
This leads to a splitting of vibrational and rotational eigenstates, since the molecular constants
w. = v/k/p and B = h%/20 change with mass, whetkeis the spring constant, the reduced
mass and® the moment of inertia. This phenomenon is demonstrated in Fig. 3.1, where the
vibrational eigenstates for the isotopes in the electronic B state,@&rBrgiven. Isotope effects
onw, in Br, are on the order of 1%. Spectrally, the isotope shift accumulates, as seenin Fig. 3.1,
where the sticks of different isotopes merge at a vibrational quantum number of v = 36.

Br,, with isotopes in natural abundance, was used for experiments described in this work.
However, isotope pure Bcan be produced for example by using isotope pure BrNa as an educt
in the oxidation with CrQ [49].
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Figure 3.1: Vibrational levels in the B state for the three dibromide species as a stick diagram. The
longest sticks indicate the energy of the most abuntB1t'! Br, the other isotopes are given as sticks to
the right and left.

3.1.2 Electronic structure of halogens

The halogen atoms are short one electron and one proton of a rare gas. The electronic config-
uration of a bromine atom is [A}d* 4s% 4p°, and that of an iodine atom is [Kdd'° 552 5p°,
where [Ar] and [Kr] denote the structure of the core electrons. The combination of the atomic
electrons in the molecular orbitals of a diiodide and dibromide are shown in Fig. 3.2.

The electronic ground state of all dihalogendXs,, where the upper index 1 denotes the
multiplicity of the spin (S=0)Y is the value of the angular momentuinthe index 0 gives the
value for the combined angular momentdirand g is the parity (gerade)In the molecular
orbital nomenclature the electronic configuration is giverar?s‘jw;‘ag or shortly (2440). As
indicated by the dashed arrow in Fig. 3.2, the next higher lying excited states are (2431) states.
The following combinations of quantum numbers exisi;, *I1, ;. The triplet states with
Q2 =0,1,2are named B, A, A respectively. The B state splits into two according to a plane of
symmetry. The 0 state is called B, the Ostate is called B’. An overview of halogen spectra
based ondis given in Ref. [168].

Spectroscopic information on free Bp,

Since the spectroscopy part of this thesis focuses mainly on the case of bromine in solid argon,
the electronic potential energy curves of freg Bnall be introduced here briefly. A collection
of the spectroscopic literature on freas found in Ref. [26].

The known electronic potential energy curves are shown in Fig. 3.3. Information on the
311y 1 2. States can be gained by absorption spectroscopy. Coxon measured absorption spectra
in the "extreme red" indicating the3Al; «—— X 13, transition [42] and in the visible region
identifying the BII, «— X 13, transition [41]. Further research was performed on B state

1For general nomenclature of molecular angular momenta and Hund’s coupling cases see Ref. [126].
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Figure 3.2: Molecular orbitals of the
electronic ground state of dihalogens.
The separate atom nomenclature of
atoms A and B is given on each side.
The transition from the ground state
X (2440) to the covalent3II states
(2431) is indicated by the dashed arrow
ns ns~ (nomenclature see text). n is the main
guantum number of the system.
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Figure 3.3: Potential energy surfaces ofBn the gas phase. The covalent states X, A, A and C have the
dissociation limit leading to tW6P3/2 atoms. The B state dissociates into 8F\’§/2 and one2P1/2 atom.

The covalent state nomenclature is given according to Hund'’s case (a) and (b), the charge-transfer state
(states D’ to f) nomenclature follows case (c) (see Ref. [126]).
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Table 3.2: Spectroscopic data for the free;Bnolecule. The expansion of the potential anharmonicity is
only shown up to the first term.x.. States X, A, A, B, C are covalent, D3, E and f are charge-transfer

states.

State| Isotope| 7. [cm~!] | w. [cm™'] | weX. [cm™'] | r.[nm] | Ref.
X 79,81 0 323.3069 1.0641 0.228107| [43]
A 79,79 13223 165.172 0.25 [49]
A 79,81 13918 155.5 2.83 0.27 [42]
B 79,81 | 15902.47 | 166.5688 1.6159 0.26776 | [43]
D' | 79,81 | 48934 | 150.86 0.317 | [49]
3 49398 0.319 | [52]
E 79,79 | 49779.06| 150.46 0.32 [50]
f 79,79 | 52641.554| 153.8654| 0.42863 0.318 | [50]

absorption spectra by Yee and coworkers [43], using the Rydberg-Klein-Rees (RKR) algorithm
[161-163] for potential construction. The electronic ground state originates from that study too.
A set of spectroscopic data on bound states is given in Tab. 3.2.

Further information about thd1, , , states and charge-transfer states is contained in fluor-
escence spectra observed in discharge processes. Fhe [ transition was documented by
Tellinghuisen and coworkers [50] apart from the B> A transition [49]. Theg1, state was
subject of a recent study [52]. Information on thg Eharge-transfer state was extracted from
optical-optical double resonance spectroscopy [169]. The charge-transfer state data are also
collected in Tab. 3.2.

The B state lifetime (in th@s range) is reduced by a population loss due to predissociation
into the C state [40,45, 46,48]. ThelT) state of Bs was calculated from predissociation data
by Heaven [51] based on a theoretical method developed by Child [170]. The potential energy
curveU(R) is repulsive and can be approximatedbyR) = 1.594107/ R*3%4 + D, (X)), where
the values for U are given in wavenumbefsin 10-1° m andD,(X) is the dissociation energy
of the X state.

3.1.3 Selection rules and polarization sensitive spectroscopy

A detailed survey on molecular selection rules is given in Ref. [126]. In homonuclear molecules,
there is a non vanishing electric dipole transition only if the light field couples states of different
parity:

g <+ u.

(3.1)

A state with g (gerade) parity is totally symmetric with respect to the inversion center, whereas
it is antisymmetric when having u (ungerade) parity.

For the heavy molecules Band |, the spin selection rule is weakened. This rule will be
weakened furthermore for a molecule embedded in a matrix. The quantum n{injtheiined
in Hund’s case c) can only change by:

AQ =0, +1, (3.2)

where transition withAQ) = 0 are stronger than those with(2 = +1.

The( selection rules lead to the method of photoselection, that is described in Refs. [171,
172]. In case ofAQ2 = 0, the molecular axis parallel to the transition dipples preferred.
Thus the transition matrix elemefit|E(t)|f)|* selects aos? § distribution of molecules in
the excited stat¢, when using linear polarized light (see Fig. 3.4 first column upper picture).
The angle) is defined between the molecular axis and the electric field direction. In contrast,
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Figure 3.4: Polarization sensitive pump-probe spectroscopy. The linearly polarized pump pulse (E Field
direction given by double side arrows), creates molecular distributions given on the left side. For the
probe process a one or two-photon transition is used. Given are the relative signal intepsitieise®e

a denotes the number of photons involved in the probe transition, b denot&$§tbethe pump process

and c the relative orientation of the pump and probe polarization.

for a AQ) = +1 transition, the transition dipole is perpendicular to the molecular axis and a
sin? § distribution will be selected according to Fig. 3.4. When inducing a transition from a
covalent to a charge-transfer state, th@ = 0 rule holds, since the field has to be parallel to

the nuclear axis to separate the charge. Pump-probe spectroscopy is performed in this thesis.
The pump pulse selects an angular distribution of molecules. The probed signal depends on the
orientation of this distribution with respect to the pump pulse polarization.

Figure 3.4 summarizes the relative transition intensities S when pumping and probing with
linear polarized light. Depending on the number of photons involved in the probe step, one
calculates these ratios for probing with parallel or perpendicular polarization with respect to
the pump polarization. This requires a calculation of the overlap integrals of the corresponding
distributions. An example shall be given: The B state was populated from the ground state X
in a AQ = 0 transition. The molecular ensemble followsca?d distribution. The probe pulse
couples the covalent B to the charge-transfer state E, thus Aifice O, it probes the B state
molecules with aos? § sensitivity (in a one-photon transition) or withcas* § sensitivity (in a
two-photon transition) aligned parallel to the probe polarization. The lobes of the B ensemble
and the probe sensitivity are overlapped to get a value that is proportional to the angular probe
efficiency. The ratio in a one-photon probe process, performed parallel or perpendicular to the
pump polarization, is /S0, = 3/1 in case of the B state. That means parallel probing is
three times more effective than perpendicular probing on the B state for a one-photon probe
transition. In case of a two-photon probe transition the ratio is 5/1. For two-photon transitions,
the contrast is higher, since the spatial characteristics of the probe process is shafer (
distribution).

By introducing a time delay between pump and probe pulse, one can test the randomization
(or depolarization) of the molecular axes (section 7.1.2). In case of gas phase molecules, this
process proceeds on the rotational timescale of the molecule. In the condensed phase, the
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Figure 3.5: Gas phase absorption spectra of.BThe solid squares represent the experimental values
measured at 2% [39]. The solid theoretical curve represents the superposition of the continuous absorp-
tion of C (dashed), B (dotted) and A (dash dotted) state and is taken from Ref. [173]. It was calculated
for O K.

molecular axis might be fixed by the crystal atoms in the vicinity [20]. In addition to this, one
can also introduce polarizers through which excited state fluorescence is detected [171].

If two states with different2 quantum number are excited from the ground state X and
probed in an experiment, one can employ a scheme to separate the individual contributions (see
section 7.1.3). This can be accomplished only for non-depolarizing molecules. The rotational
stiffness of the the molecules in RGS will be shown in section 7.1.2.

3.1.4 Gas phase absorption spectra

The absorption spectrum of Bplays a crucial role in the course of this work. Absorption
spectroscopy on bromine dates back to the beginning of the last century [37]. Full experimental
gas phase absorption spectra of &t published in Refs. [38, 39]. A temperature dependence
from 25°C to 440C is measured in Ref. [39] and successfully fitted by a general law given in
Ref. [174]. Seery and coworkers [38] measured the VIS and UV absorption spectra of several
halogens and interhalogens. They are mostly unstructured since only small fractions of the B
and A state are bound as can be seen in the potential diagram in Fig. 3.3. The most recent
attempt to theoretically explain the absorption spectrum is presented in Ref. [173]. The results
of this reference are shown in Fig. 3.5.

For I, gas phase absorption, we refer to literature [38] and especially to articles by Telling-
huisen [49, 175, 176], with the decomposition of the electronic absorption spectrum into three
contributions (B”, B and A state).
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3.2 Molecules in rare gas solids

Crystals doped with molecules or atoms are widely applied in the field of solid state lasers.
Familiar examples are Ti:Sa, Nd:YAG and Nd:YLF. Thus, doped crystals have been studied
extensively and the atomic and molecular processes are treated in detail in Refs. [177, 178].
Rare Gas Solids (RGS) are very special hosts for impurities. The RGS are chemicafly inert
they form simple fcc structures [9] and their interaction is only mediated by Van der Waals
forces® Due to the conceptual simplicity, they are treatable in theory on a very high level.

RGS can be doped by many different atoms and molecules [183]. In this work, Kr and Ar
crystals were doped with the halogens Bnd I, respectively. These impurities are embed-
ded in the RGS in double-substitutiofhaltes (see Fig. 3.6) because of two reasons: The Van
der Waals radius of the halogen atom is almost that of the rare gas and the typical molecular
internuclear distances are in the range of the nearest neighbor distances of the RGS.

The fcc structure of a molecule doped RGS is shown in Fig. 3.6a. It is exemplifiegifor |
Kr, but looks the same for Biin Ar. The molecule sits on a double-substitutional site and its
axis (dashed line) is aligned along the <110> direction. The atoms are grey coded to express
the third dimension (black: nearest to reader, dark grey: further away, light grey: far away). In
Fig. 3.6b and c, cuts in the (100) and (111) plane are shown with the Van der Waals radii of
the atoms. Most of the 18 closest Kr atoms (as well as the Ar atoms in th&rBiystem) are
classified according to their position with respect to the dop#tbm 3 is the so called "head-
on" atom sitting in the elongation of the molecular axis. One finds this group of crystal atoms in
the (100) and (111) plane. The head-on atom is the direct collision partner of the chromophore
in a vibrational motion. It will play an important role for energy relaxation (see section 8.1.3)
and the effective potential (see section 8.1.2). The "cap-window" atoms 4 in the (111) plane will
also participate in those processes. In order to reach the "head-on" atom, the atomic fragment
of the solute has to penetrate a rectangular window formed by the "cap-window" atoms. The
"belt" atoms in the (111) plane numbered 5 can enter the space between the iodine atoms of
the molecule in case of a large molecular elongation. The effect has been simulated in [84] and
found in experiments on IKr [13,25,28]. For the case of BAr, the effect will be discussed in
section 8.1.3. Atoms numbered 1 in the (100) plane will play an important role in the coherent
host dynamics. Therefore, they are called a "coherent” phonon atoms, treated in section 8.3.1.

3.2.1 The cage effect

The tight packing of the molecule in the crystal derived from the the Van der Waals radii sug-
gests a stabilization with respect to molecular dissociation. Even if the molecules are optically
excited above the dissociation limit in a molecular electronic state, permanent dissociation will
be hindered. This phenomenon is known as the "cage effect” and has been introduced in the
seminal work of Franck and Rabinowitch [184-186]. The cage effect has been observed in
dense rare gas environments [76, 77,148, 187], in liquids [188], and in solids [183]. Its influ-
ence on the dynamics is a central topic of this thesis.

Clearly, the potential energy surface of the molecule in the host is multidimensional since all
nearest-neighbor molecule-host coordinates can contribute to the dynamics. One can project the
multidimensional surface on the intranuclear coordinate of the molecule. This leads to a bend

2Some very prominent exceptions exist. Solid xenon is relatively reactive because of its size, but even in
molecule doped solid Kr and Ar new molecules containing the rare gas atoms have been found [179, 180].

3Three body forces play a crucial role for the formation of the fcc lattice in RGS. With pair potentials only, the
hcp structure would be favored [181, 182].

4That means they replace two rare gas nearest neighbor atoms. This has been experimentally verified by Raman
Spectroscopy [54].

5The numbering is done in agreement with Ref. [86].
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Figure 3.6: Geometry of the chromophore in the fcc cage, exemplifiedsfam kolid Kr. The situation

for Bry in solid Ar is analogous, and only the axis numbering in b) and c) has to be rescaled. a) The
molecule } sits in a double-substitutional site in the fcc Kr crystal. The internuclear axis (dashed line)

is aligned along the <110> direction. The atoms closest to the reader are marked black, the ones sitting
further away are dark grey and those sitting far away are marked light grey. The numbers are defined
in b), ¢) and the text. b) Cut in (100) plane containing theKr atom 3: "head-on" atom, 1:"coherent
phonon™ atom. c) (111) plane (hexagonal symmetry): Kr atom 4: "cap-window" atom, 5: "belt" atom.
The radii in b) and c) are the Van der Waals radii for the I-Kr and Kr-Kr interaction.
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up of the molecular electronic potentials near the dissociation limit. The term "geometrical
shift" has been established for corrections of molecular potentials due to the influence of the
host atoms.

Besides the effect on the shape of the effective potential energy curves, the cage strongly
influences the coupling between different molecular electronic states. This has been extensively
treated in theory for the4Ar system [189-192], in which the influence of only one argon atom
in the vicinity is considered. Therefore the term "one atom cage effect" has been established.

3.2.2 Energy shifts of charge-transfer states

In addition to a geometrical shift, the Charge-Transfer (CT) states experience a strong inductive
shift, leading to a large solvation energy. As the name implies, the CT states have a very large
electric dipole moment. The host RGS is a polarizable medium. Thus, upon polarizing the
host, the energy of the molecular CT state is lowered. A simple model (Onsager model [193])
allows to estimate the energy shift” of the dipoleu sitting in a spherical cavity with diameter

d in a polarizable host with the dielectric constant

2 —
AL — 1 p8(e—1)

= — : 3.3
dreg d® 2e + 1 (3:3)

Eq. (3.3) has been described in Refs. [96, 193]. The dipole momefthe covalent molecular
states is quite small resulting in a small inductive shift [194]. However, for the CT stdfes
may reach several thousand wavenumbers as it was documentgahfdifierent RGS [27,96].
References for the CT shift in RGS for the case of &re not available, and indeed they are
spectroscopically measured in this thesis for the first time (chapters 5 and 6).

3.2.3 Absorption and excitation spectra

When an impurity molecule is embedded in a crystal, any molecular excitation (here vibrational
and electronic) can couple to the crystal phonons. This results in special features in absorption,
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excitation and emission spectra. Intuitive models for the underlying physics were discussed in
1950 by Huang and Rhys [195] and they are still widely used. The faster molecular coordinates
are first separated from the slower solvent coordinates in the sense of a Born-Oppenheimer
Approximation (BOA). The authors of Ref. [195] treat the interaction potential of the ground
molecular state with a phonon mogdeof the matrix as a harmonic potential in the crystal
coordinatey;: V, = %Mw?q]z. An excited molecular state (vibronic in the same electronic state

or even in another electronic state) is described by another poténtéthis type. In the linear
approximation, only the equilibrium distance in the configuration coordipatéthe oscillator
changes by avaluAQ: V, = E, + %Mu)j?(qj + AQ)?. In a quadratic approximation, also the
curvature of the excited state potential would change. The linear approximation is depicted in
Fig. 3.7. The absorption and emission of radiation in the configuration coordinate model follows
the Franck-Condon arguments [177]. Lets first treat the absorption: at low temperatures, all
population is in the ground stat¢’ = 0 of the V, surface, which means no phonon is excited

in that mod€®. The Franck-Condon integral to the excited stateis calculated. The spectral
trace of then’ = 0 «—— n” = 0 transition is the so called Zero Phonon Line (ZPL). No
phonon is created in this case. If the two surfabgsand V, are not displacedXQ = 0),

it would be the most intense one. In the case of a non-vanishing displacement as shown in
Fig. 3.7, transitions witm’ — n” # 0 are favored. Those give rise to a Phonon Sideband
(PS) in the spectrum. The equivalent phonon modes can be densely spaced (many relevant
coordinatesy;) and the PS is broad. In the example given here, a one-photon transition is
favored! To describe the intensities in a quantitative fashion, the Huan-Rhys coupling constant
S is introduced:S = %Mw]?AQ2/(hwj). It is the number of the most intense phonon line in
absorption (or emission). In Fig. 3.7, S corresponds to one. The larger the displack@ent
gets, the larger is the coupling constant. The intensity ofitp@onon linel,,(corresponding to

the creation of, phonons) is given by a Poisson statistics when calculating the Frank-Condon
factors of wave functions oW, with V, [177,197]:

I, =e 38" /nl. (3.4)

Before radiative decay occurs, which is observed in the emission spectra, a Stokes shift due to
dissipation of the phonons to the crystal will be induced. From Fig. 3.7 a Stokes shiffiof
in the modej follows.

The excitation spectrum of BAr was recorded by V. Bondybey and coworkers. It is shown
in Fig. 3.8. The spectrum was recorded monitoring the B state emission intensityiofdsiid
argon (see 3.3) while changing the excitation wavelengthcontinuously. The excitation light
was generated in a dye laser. One has to keep in mind, that the spectrum was not normalized
with respect to the laser intensity. Thus, the envelope of the excitation spectrum is determined
by the molecular absorption multiplied by the dye laser spectral distribution. Unfortunately, the
normalization cannot be carried out now, since the laser spectral intensity was not published.
The lines for different isotopes in the B state emission could be separated. The excitation spec-
trum in Fig. 3.8 was recorded orf&Br3!Br isotope line. The ZPL and PS of the intramolecular
vibrational progression are resolved in the whole spectral range shown in Fig. 3.8. The lowest
observed vibration with the the ZPL &946 cm~! was assigned to' = 3. This was however

SFor very low frequency phonons, this temperature must be very deep to reach the condition.

A very interesting analogy between ZPL and the Mdssbauer line in gamma spectroscopy appears [177, 196].
As in the case of the Mdssbauer line, no phonon is created for the ZPL. The excitation mechanism of the environ-
ment in the Mdssbauer case is the big atom recoil when absorbing/emitting a gamma photon, whereas in the ZPL
case it is the potential change due to the molecular excitation.

8An request for the laser spectral intensity curve remained unanswered by the author of Ref. [55].
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Figure 3.8: Excitation spectrum of BrAr from Ref. [55]. The sample temperature was 5 K. The
B fluorescence was collected/selected for tHr3!Br isotope. The excitation spectrum shows rather
sharp Zero Phonon Lines (ZPL) and broad spectral features called Phonon Sidebands (PS).
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Table 3.3: Emission bands with lifetimes and spectral range for.Br. All transitions terminate in the
electronic ground state,,. The A* state in Ref. [66] is not closer specified.

Emitter | Lifetime [uS] | Spectral rangem] | Ref.
B3Iy, | (8.04+0.5) 0.7-1.1 [60]
7.3 0.75-0.9 [55]

(6.57+ 0.05) 08-1.1 [66]

A3, (67+ 4) 1-2 [60]
A* (61+1) 1-17 [66]
A (A07+7) 1-17 [66]

A 3Ty, 11103 1.1-1.35 [63]
A (114 1)108 1-2 [60]
A (44.2+ 3)103 1-1.7 [66]

strongly doubted by Langen and coworkers in [66]. The counting was changed by -2, thus the
line at15946 cm™! was assigned to’ = 1.
The origin of the rising background in the excitation spectrum is not clear. It may either be
due to a mixing to the electronic A state or result from a superposition of phonon sidebands.
Besides the description of absorption and emission spectroscopy, the configuration coordi-
nate model can also be applied on nonradiative transitions like vibrational energy relaxation and
electronic vibrational relaxation [197]. In case of vibrational relaxation, the two levalsd
e belong to two vibrational eigenstates of a molecule being associated to the same electronic
state. The upper levets in e shall be populated, while the’ levels ing should not be. The
transitions fromn’ to n” are again dominated by the Franck-Condon Factors. If all levels
have decayed to the = 0 level, Eq. (3.4) can be applied. Based on this, a rate for vibrational
energy relaxation can be determined for special cases [197].

3.2.4 Literature on Br, in rare gas solids

Absorption studies of Brin solid argon have been performed for the first time by Andrews [57].
His results will be compared to the absorption spectra of this work in section 6.1. Furthermore,
absorption spectroscopy in the UV was used to determine thelBster concentration in Ar
crystals. A signal feature at 300 nm was found to depend on théoBairgon mixing ratio.
Thus, the absorption was attributed to clusters, however without giving any information on the
states responsible for absorption. The monomer content,oihBan Ar crystal was estimated

to be 95 % for B / Ar mixtures of 1/500.

Most information on the chromophore matrix system was gained by the use of emission
spectroscopy. Emission bands with different wavelength and decay times have been reported for
various matrices (Ar, Kr and Xe). Emission always occurs fromuthe 0 level of the excited
state. This manifests the effective vibrational energy relaxation irBRGS. A collection
of emissions attributed to transitions from different covalent states to the ground state is given
for an Ar matrix in Tab. 3.3. Of all references in Tab. 3.3, Langen and coworkers [66] have
the best spectral resolution and can distinguish A, A" and another state A* (non specified by
authors [66]). Data for the potential energy curves can be deduced from the emission spectra,
which will be presented in Tab. 6.2 in the discussion of the spectroscopic results.

The B state emission intensity was much weaker than expected. This gave rise to the idea
that the matrix-induced-predissociation of the B state is much stronger than that of the free
molecule. This idea is shortly reviewed in the following. The absorption of the different elec-
tronic states of Brin RGS was observed to be approximately equal to the frgdrBnsition
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strength distribution among the A, B and C states (Fig. 3.5), however, showing line-broadening
due to the molecule-host interaction mentioned in the previous section. The B state emission
was observed for the first time by Bondybey and coworkers [55]. The polarization ratio and the
spectral region of the emission were indicative for a8 X transition? The C'II state does

not seem to feed population into the B state, since the excitation spectrum follows the B absorp-
tion envelope when recording the B fluorescence [55]. This fact was taken as an evidence for a
complete decoupling of the B and the C state [63]. However, this assumption might be wrong.
It was only stated in [55] that C does not feed into B when excited in the maximal FC range of
C, which lies high above the B-C crossing energy. In that case, the Landau-Zener mechanism
would indeed propose a rather small population loss of C into B or vice versa [27,198]. Never-
theless, near the crossing of the C and B state (see Fig. 3.3), the population transfer from B to
C might be rather effective.

Flynn and coworkers measured the emission from the B, A, and A states in solid Ar [60] as
given in Tab. 3.3. With an approximation for the transition matrix elements, they conclude that
the A state contains 25 times more population than the B state, although the absorption of the
A state is only 20 % of the B state absorption at the excitation wavelength used. The authors
explain this by a population transfer from the B to the A state. This can either happen via the
crossing with the C state (since the C state effectively couples to the A state [60]) or a direct
predissociation from B to high vibrational (matrix bound) levels in the A or A’ state.

The idea of a B population transfer to the A and A state is doubted in all articles published
afterwards. Heaven and coworkers argued, that the excitation spectrumAf tlows the C
and A absorptions when monitoring the A, A fluorescence [63]. Furthermore, they conducted
a study using a 532 nm laser with linear polarization and analyzing the polarization of the A
state emission. All results seem to be consistent with an exclusive A excitation, however the
polarization parameters seem to be affected by a strongly scattering matrix [64]. The authors in
Ref. [64] indeed propose a population loss of the B state to explain the low population observed
in B emission. However, the B population should not show up in the A, A’ states but recombine
to the electronic ground state or another state invisible in emission spectroscopy. Our study
does not further resolve the problem but future investigations aim on a detailed picture of the
Br, predissociation.

9The B emission does not occur for,Gh solid Ar because of a large Franck-Condon (FC) overlap of B state
with A state wave functions. In Brthe FC overlap is much smaller because of a larger spin orbit splitting.
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Chapter 4

Experimental setup

The rare gas crystals can only exist at very low temperatures. Therefore, a vacuum system (in

parts made of glass) and cryostat had to be set up, described in section 4.1. Furthermore the

absorption, emission and pump-probe experiments are described in the chapter. Since the wave
packet control schemes are based on chirped pulses, the theory of ultrashort laser pulses and
their chirping is introduced in section 4.3.

4.1 Vacuum system and sample preparation

Briefly, the halogen and the rare gas are mixed in a vessel and afterwards sprayed on a cooled
substrate in the cryostat. On this substrate, the gas mixture freezes and a polycrystalline film of
the halogen-rare gas mixture grows. The vacuum system, used in all experiments documented
in this thesis work, is divided into three parts (see Fig. 4.1). Parts a) (iodine mixing system) and
b) (bromine mixing system) in Fig. 4.1 are used to mix the haloggBs,l with krypton/argon,

part c) represents the cryostat chamber. The grey shaded parts in Fig. 4.1 consist of stainless
steel, whereas the transparent parts consist of glass (if not stated otherwise).

First, the b:Kr mixing apparatus is described. The apparatus consists of a stainless steel
reservoir of about 0.5 liter volume. Connected to this are iodine reservoir, krypton bottle and a
turbo pump. Before preparing the gas mixture, the mixing vessel is pumped by the turbo pump
and reaches a typical pressure in the range of X8bar (measured by the ionization gauge).

The iodine is placed in a glass vessel and connected via a KF flange to a metal valve (all metal
valves are stainless steel NUPRO valves). The iodine (Sigma Aldrich, 99.999% purity) has a
vapor pressure of 0.41 hPa or 0.41 mbar (see table 3.1). Before miximghl krypton, the
prepump is directly connected to the iodine vessel without being connected to the mixing vessel
(a combination of valves allows for that). Air which might have leaked into the iodine vessel

is removed in this way. Afterwards the walls of the mixing vessel are carefully passivated
with 15, to assure a constanf partial pressure during the crystal growth. The composition

of the mixture is controlled in the following way: the mixing volume is filled with the vapor
pressure ofJ according to baratron I. Afterwards, the volume is filled with 1000 times more
krypton pressure, which assures a ratio Kt of 1:1000. Baratron | is limited to pressures

up to 10 mbars, therefore a coarse manometer records the high Kr pressure. Krypton (Linde,
99.999% purity) from a high pressure gas vessel is used with a pressure reducer. The mixture
prepared in this way is transferred to the cryostat chamber (Fig. 4.1c) in a steel tube and sprayed
on the substrate as will be described below.

In the beginning, we tried to prepare the bromine-rare gas mixture in the stainless steel
vessel used for,Ibefore. The vessel for the iodine experiment was backed and evacuated to
about 10® mbar. Nevertheless, we could not succeed to grow a crystal containing bromine.
The bromine is more reactive than iodine and therefore removes all iodine bound to the walls.
Thus, the rare gas crystals were doped with iodine instead of bromine. In contrast to other
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Figure 4.1: The vacuum system consists of a) th&k mixing apparatus, b) the BrAr mixing apparatus
and c) the cryostat vessel. Glassware is marked by thin black lines and stainless steel components are

shaded. Details see text.
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halogens, the bromine reacts with stainless steel as documented in Ref. [167] and destroys the
vessel as well as the sealing. Thus a mixing apparatus made from glass, teflon and viton (all
being inert concerning bromine) had to be constructed. The setup is shown in Fig. 4.1b. A
central mixing volume of about one liter is connected to a bromine reservoir, an argon vessel,
another reservoir of one liter volume and pumping facilities. The pressure monitoring is not
trivial, because most pressure measuring devices contain some metal parts. The baratron I
(pressure limit 1 bar) is completely set up in a metal housing. To avoid a longer contact with
the bromine mixture, baratron Il can be separated from the central vessel with a glass valve and
connected to the prepump, to remove bromine that probably sticks to the metal. The metal glass
contact is always set up with KF flange connectors. The seals in this case are made of teflon
and viton. Before preparing the bromine:argon mixture, the bromine is frozen in its vessel
by liquid nitrogen, heated a bit, and pumped by the turbo pump to remove all air inside (the
temperature rises and the eventually frozen air evaporates). The turbo pump is disconnected
and the bromine turns to liquid. Those freeze-thaw cycles are repeated several times. Since Br
has a vapor pressure of 200 mbars at room temperature, it cannot be cleaned without freezing.

The glass mixing vessel can be evacuated to a pressure of aboumb@r. The mixing
process requires more steps as in the case of iodine. To achieyeAa Etio of 1:500, first
a ratio of 1:40 is mixed. Some premix is pumped away and the rest is again diluted by Ar gas
until the 1:500 ratio is reached. During the addition of argon to the bromine gas in the mixing
vessel, a condensation of bromine at the glass walls can be observed. This is due to the rapid
increase of pressure. After a few minutes, the condensated drops have vanished and the bromine
is perfectly mixed with argon.

The mixture is introduced in the cryostat by glass and teflon transfer lines only to avoid any
metal contact before the mixed gas reaches the cooled substrate. The glass tube coming from
outside the cryostat is prolonged by a teflon tube inside, that ends again in a bent glass tube
which faces the cooled substrate. The glass tube is sealed to the cryostat walls made of stainless
steel via a compressed viton ring (see Fig. 4.1c).

In the case of iodine, the gas is transferred inside the cryostat by metal tubes and only the
final few centimeters are made from glass. The whole iodine mixing system is made form steel
and no strong iodine-steel reaction was observed.

The cryostat chamber (Fig. 4.1c) consists of a Ultra High Vacuum (UHV) stainless steel
vessel evacuated by the turbo pump I. A closed cycle refrigerator or alternatively a liquid He
flow cryostat cools a CaFsubstrate of one mm thickness via a copper rod. A heater and
a temperature diode (Lakeshore) are connected to the copper rod to control and measure the
actual temperature.

In case of the closed cycle He refrigerator a temperature of about 17 K can be reached at the
substrate, whereas 5 K can be achieved when operating the apparatus with the liquid He flow
cryostat. The cooling acts as a cryopump and produces a pressure’ahb@r together with
the turbo pump. If only the turbo pump is active, the pressure is one order of magnitude higher.

Cryostat and copper rod are placed on a UHV manipulator and thus their position can be
controlled. The manipulator allows for placing the cryocrystals in the laser beams, that cross
the cryostat chamber about ten cm above the glass tube endings. For crystal preparation, the
substrate is positioned 5 cm in front of the glass tube ends. The valves connecting the mixing
vessel and the cryostat are opened and the gas mixture flows on the substrate. In a systematic
study, the optimal gas flow parameters for best crystal growth were searched using the pressure
in the cryostat measured by the ionization gauge as an indicator. For a close cycle refrigerator,
the best crystals are grown at a pressure- ®0—° mbar. In case of the liquid He flow cryostat, a
different pressure daf- 10-> mbar was figured out to be optimal. The difference originates from
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Figure 4.2: Setup for absorption spectroscopy. The Xe high pressure lamp delivers a light continuum in
the visible and UV spectral range. The quartz lens L (f = 150 mm) forms a parallel beam. The sample
holder with substrate and sample can be positioned outside (Pos. 1) and inside (Pos. 2) the beam. The
transmitted spectra are analyzed via a fiber OMA. Apertures Al and A2 define the beam.

the changed cryo-pumping properties of the substrate holders. Since the gas not only freezes on
the substrate but also on the cold holder, the amount of gas not freezing and thus being detected
by the ionization gauge is different from the cycle refrigerator situation. In case of the closed
cycle refrigerator, the crystal grows with a rate of approximately:.80per hour, which was
confirmed before by interferometry with a HeNe laser [83]. The crystals are crack free at the
end of the growing process and develop some cracks in the course of time, most probably due
to temperature fluctuations and strain. In case of fltwped Kr, the cryocrystals are purple (as

gas phase,), whereas the color of Brdoped Ar crystals is brown-orange (as Bas).

4.2 Absorption spectroscopy setup

The setup used for absorption spectroscopy is shown in Fig. 4.2. A structured continuum of ra-
diation in the visible and ultraviolet light range is produced by a high pressure Xe lamp (ORIEL)
operated at 300 W electrical power. The spectrum of the Xe lamp is shown in Fig. 4.3. The
solid spectrum is monitored via the visible light (VIS) channel of the Optical Multichannel An-
alyzer (OMA), whereas the dashed spectrum is monitored via the ultraviolet (UV) channel of
the same instrument. The gratings and detectors are different in those channels, resulting in a
different spectral sensitivity depicted in Fig. 4.3 (the OMA will be described more detailed in
section 4.5). As can be seen in the spectra, absorption measurements are possible in the range
from 12000 to 40000 cmt, since the spectrum is smooth and intense in this interval.

To perform the absorption spectroscopy, the light beam from the Xe lamp is aligned through
the vacuum chamber as shown in Fig. 4.2. A f = 150 mm lens (L) is used in combination
with apertures Al and A2 to create a narrow beam of about 3 mm diameter that traverses the
cryostat with its two quartz windows and enters the fiber connected to the OMA. Inside the
chamber, the sample holder with substrate and sample can be positioned in the beam. For that
purpose, the UHV manipulator is used (as already mentioned in the previous section). The
quartz windows (see Fig. 4.2) are located higher in the cryostat than the glass tubes for gas
deposition. Thus, the sample has to be driven upwards until it is positioned in the beam. This
corresponds to position 2 (Pos. 2) as indicated in Fig. 4.2. If this is assured, the sample is
horizontally (sidewards as indicated by the arrow) driven out of the beam to position 1 (Pos. 1).
A reference spectruy(\) is recorded while all ambient light is carefully avoided. Afterwards,
the sample is positioned in the beam (Pos. 1) and once more, the transmitted spéatrisn
recorded. From the two spectra, the absorption of the sample can be reconstructed. One might
argue, that the absorption of the samalel the substrate is measured, and indeed, this is in
principle true. However, the substrate consists of OaRich is completely transparent in
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the whole visible-ultraviolet range until its first absorption band in the vacuum UV at 130 nm
occurs.
Absorption is governed by the so called Lambert-Beer law that conigctsand/(\):

I(N) = Iy(N)e rVx, (4.1)

with = being the sample thickness ap@\) being the extinction coefficient. Usually, the ab-
sorbanced (in unit optical density 0. D. ) is plotted as a measure for absorption (as will be done
in chapter 5.1). The absorbandes defined as the decadic logarithm of the raijo\)/1()).

Thus it is connected tpz via:

A=1lo (&)zln () = £ (4.2)
ST (10)  In(10) '
Besides real absorption by the halogen:rare gas sample, also scattering at the sample occurs,
that increases with decreasing wavelength.

4.3 Ultrashort laser pulses

This section will provide information about properties of ultrashort laser pulses. However, only
methods used in the following chapters will be covered. For a detailed description of ultrafast
optics, the reader is referred to Refs. [199, 200].

Since the pulse is short in time, a Fourier transformation delivers some finite spectral width
in the frequency or energy distribution of the pulse spectrum. A light pulse is called Fourier
transform limited if its duration is given by a Fourier transformation of its frequency distrib-
ution. One can retard some spectral components of the pulse versus others. This is generally
called chirp (see Fig. 4.4). This quantity will be a central topic in the following experiments.

4.3.1 Gaussian pulses

A light pulse consists of a magnetic and an electric field fulfilling the wave equation, the mag-
netic is much smaller than the electric part. The component of the electric field in a distinct
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direction is called®(t). For a Gaussian light pulsé;(t) is given by:

E(t) = Re(Bye 27 e 1) | (4.3)

2

wheree 2 is the Gaussian envelope the duration andb(¢) is the phase of the pulse. The
phase of the pulse can be expanded in time:

O(t) :a+w0t+%t2+.... (4.4)
The higher order phases are not manipulated here and are thus not further treated. The angular

frequency of the pulse is given by the time derivation of the phase:

0P

w(t) = I

=wo+yt+ ..., (4.5)
wo IS the carrier angular frequencywill be called the linear chirp parameter. It corresponds
to a quadratic phase in time and changes the instantaneous angular fregUghdyig. 4.4a
shows the electric fiel& as a function of time for a positively chirped pulse. The direction of
time is defined on a fixed point of space passed by the laser pulse. The pulse front passes the
point at early times, whereas the pulse center and back parts pass the point at later times. At
early times (left side), the oscillation period is long, becoming shorter at later times (right side
in Fig. 4.4a). The frequency change according to definition 4.5 is given in Fig. 4.4hu(The
increases linearly with time for this linear positive chirp.

A transformation of the field to the angular frequency domaiw)) will prove to be ad-
vantageous for many applications. From now on, the electric field will be given in its complex
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representation, keeping in mind that only the real part is of physical importance. Fourier trans-
formations (FT) can be done like follows:

t2 . e
E(t) = Ege aZe wot-izt? (4.6)
FT | TFT!
ew) = »Soef(w;:20> i3 (W—w0)?

The linear chirp in the time domain leads to a quadratic phagein the angular frequency
domain. Explicitly performing the transformation leads to the relations between the parameters:

v = AL (4.7)

72

S %m (4.8)

Since one usually measures intensities instead of fields in the time and frequency domain, we
need to connect full at width half maximum of the intensity observalllesespectivelyAr to
field parameters (temporal width) and) (spectral width) described abovAr = 2+/In 27 and
An = 2v/In2n. In case of unchirped pulses € 0 andg = 0), Eq. (4.8) leads toAnAT =
41n 2. When measuring in the frequency domain, the widlihis given asArv = %. The last
relation leads to:

41In2

2

AVvAT =

~ 0.441, (4.9)

which is the well known Fourier limit for the chosen Gaussian pulgést other pulse shapes,
this relation has different numerical values (see Table 2.1. in [199]). When calculating in the
frequency domain (instead of the angular frequency domgii)) has to be changed 1é(v).
As can be seen in Eq. (4.8), the relation has tote) = 4723(w), since the ternp?,* has to
be dimensionless.

Using relation 4.8 one can calculate the chirp of a pulse from the duratafrthe pulse
when its Fourier transformed duratio(m:% is known:

f=d—4/T2— 15 (4.10)

The chirp parametes has the unit f& Another chirp paramete¥ (v) will be introduced. It is
defined as:

, 1%

#w) =2, (4.11)
where c is the velocity of light. The unit gf is usually given in fs cm. Therefore, the chirp
parametepd(v) with unit fs? is transformed into the unit cmAfterwards, this value is divided
by c in the right units cm/fs. The paramet&(r) has a helpful interpretation: in a Wigner plot
of the pulse, where the quantum energy is plotted versus time, the paranm#tey dives the

rate at which the instantaneous pulse quantum energy changes with time.

1Example: A pulse centered at= 540 nm shall have a spectral widthAf\ = 12.3 nm. Since\v = AN,
Av =12.6 THz . This leads to a transform limited length2of = 35 fs. The corresponding field parameters are:
7=21fsandv =7.56 THz.
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4.3.2 Chirping pulses

Depending on the sign of the chirp parametasne speaks about a linear positive or negative
chirp. In case of the positive chirp, the red components advance the blue ones in time according
to Eq. (4.5) (see Fig. 4.4) and vice versa for a negative chirp.

It is relatively easy to impose a positive chirp on pulses. In normal dispersive media, the red
light components of a laser pulse have a higher group velogitlyan the blue ones. Therefore,
after passing a material of a given thickness, the pulse has accumulated a positive chirp. After
passing material of thickness x, the field of an originally unchirped pulse is given in the angular
frequency domain by: .

f(w,z)=e S e ik, (4.12)

Expanding:(w) to second ordek:(w) = k(wo)+k (w—wp)+ 1" (w—wp)?+... with &' = (2£),,,
andk” = (£k)_ leads to the following form of Eq. (4.12):

dw?

1 1
e(w,x) = exp|—ik(wo)x — ik'x(w — wp) — (2—772 + i§k:”x)(w —wp)?]. (4.13)
Thus, the quadratic phase or linear chirp is given by:
d*®(w)
b= dw?

=K'z (4.14)

E'(w) = (ji—’;f) is often called Group Velocity Dispersion (GVD). It is a material constant and
can be calculated using the Sellmeier formula or by public computer programs [20%, 202].

A negative chirp can be accomplished by a grating [203] or prism compressors [204—-206].
Since in the experiments, only prism compressors were used, grating compressors will not be
discussed here. A prism compressors consists of two prisms. The first one disperses the beam,
the second is placed at a variable distance in the dispersed spectrum. An end mirror retro
reflects the beam back. The chirp can be calculated with Eq. (4.14) using the distance between
the prisms as x. The GVD is given as [204-206]:

y 8wy ,dn

K@) = === ()%

The GVD does not only depend on the material constabtit also on the light angular fre-
quencyw,.®

(4.15)

4.3.3 Nonlinear optics

This section is included here for two reasons: first of all, nonlinear optics is used to generate
ultrashort laser pulses and to manipulate their characteristics. Second, nonlinear optical com-
ponents are used to determine the pulse parameters in optical correlation experiments. Even the
fastest electronics with a time resolution of about 100 ps are to slow to characterize pulses in
the femtosecond regime.

2An example of pulse lengthening using a piece of quartz shall be given. A transform limited pulse centered
around 540 nm and having a width&f\ = 12.3 nm {, = 7.56 THz) travels trough 1 cm of quartz. The GVD&)(
= 645 fg/cm. Therefore, the chirp (v) = 4 645 8 = 2554 f$. This leads to a pulse lengthening fronF 21 fs
transform limit to 37.2 fs due to the positive chirp (see Eq. (4.8)).

3An example of pulse lengthening using a quartz prism compressor. A transform limited pulse centered around
540 nm and having a width of 12.3 nm€ 7.56 THz) travels trough the compressor of length x =55 cm. The GVD
K’(w) = -11.727 fé/cm. Therefore, the chirp (v) = -4n2 -645 f$ = -2554 f¢. This leads to a pulse lengthening
from 7 = 21 fs transform limit to 37.2 fs due to the negative chirp. By this negative chirp one can compensate the
dispersion of 1 cm quartz material.
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The electrical component of a laser fiddt) (bold letters describe a vector) induces a time
dependent polarizatioR(¢) in some material:

P(t) = co(xE(t) + N PEMIE®) + [XPEMOE®)]E®) + ...), (4.16)

wherex™ is the n-order susceptibility of the matefialvhich is in general a tensor. In linear
optics, Eq. (4.16) ends after the first order in the electric field. The second order i component
of the vectorP(t) in Eq. (4.16) reads as:

(P®); = co(WYEMIE®)i =20 Y > XA E; By (4.17)
7 k

The second order susceptibility? is used for Second Harmonic Generation (SHG) in NOPA
(Noncollinear Optical Parametric Amplifier) devices explained in section 4.4.2 and for Sum
Frequency Generation (SFG) in cross-correlations. The third order suscepiibilitg used

for white light generation in the NOPA and in correlation experiments.

Sum frequency generation

The electric field moving in one distinct direction shall be given as a superposition of two
components with angular frequenciesandw,: E(t) = Acoswit + B coswst. Inserting the
formulain Eqg. (4.17) and introducing the effective susceptibility d for the given direction of the
field, one ends up with:

y_ 1

P? — 250d((A2+BQ) + A2 cos 2wyt + B? cos 2wyt +2AB cos(w; +ws )t +2AB cos(w; —ws)t)

Besides a dc term, also second harmonic frequercigw, , the sum frequency; + w, and
the difference frequenay,; — w, occur. Thus light of different color is generated by the second
order interaction in the nonlinear material.

In the photon picture, a photon with eneryy = Aw; and one withiV, = hw, would be
combined to form a new SFG photon withisrc = h(w; + ws). In such a way, total energy
is conserved. The same type of arguments can be applied for difference frequency and second
harmonic generation.

Apart form the energy, the wave vectors have to be conserved, too. This shall be explained
for the case of SFG. The requirement of momentum conservation fopSF&= p,+p, With
p =hk = h—A"‘E‘ gives a condition for the refractive index nyrg = % For the special
case of SHG, the equation reads; s = n1, the index of refraction for the second harmonic
nsgc should be the same as the index of refraction for the fundamental' his cannot be
achieved in isotropic media because of dispersion. Therefore, birefringent crystals are used
where for example the fundamental has an ordinary, the second harmonic has an extraordinary
polarization resulting in different refraction indices. The angle of the optical axis is tuned to
fulfill the index matching condition.

A SFG signal of two independent ultrashort laser pulses can only be generated, if the pulses
interact in a nonlinear crystal, meaning they have an overlap in space and time in the crystal.
One can delay one pulse versus the other and measuceogecorrelatiortime 7. in SFG:

AT2 = AT + AT, (4.18)

“4Higher order susceptibilities of some pm/V are much smaller tfdh Therefore, one needs a high field
strength to observe nonlinear phenomena. A 100 fs pulse pflEhergy provides an intensity of 3'10Vm~—2,
when focused to a spot of radius/. This corresponds to a field strength of 1.51&/pm or 0.03 a.u.. Having
such fields, nonlinear phenomena become observable. The high field strength can only be achieved with (pulsed)
laser technology.
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where Ar; and A7, are the pulse durations. Therefore one can determine the duration of a
pulse if the duration of the correlated pulse is known. In case of a correlation of two identical
pulses, the cross-correlation turns intoaarnocorrelationwith time constant,. and Eq. (4.18)
transforms intoA72, = 2A72.

4.3.4 Frequency Resolved Optical Gating (FROG)

To obtain information about the complete phase and amplitude of a pulsed electric field, one
applies an all optical correlation technique called Frequency Resolved Optical Gating. Here,
the focus is on the SFG FROG or XFROG: two different pulses are overlapped in a nonlinear
crystal with largey® to generate the sum frequency of both pulses. The pulse to be analyzed
is associated to the fielf,. Another pulse (called gate pulse) with fielg is successively
delayed by a time. The sum frequency intensitl:roq is spectrally resolved for a variabte

The FROG trace is given as:

+oo
Irrog(T,w) = | / E,.(t)E,(t — 7) exp(iwt)dt|?, (4.19)
where
2 v,
E.(t) = Eq, exp(—27_r2 - z§t — w,t),
is the chirped pulse to be analyzed and
t—7)?
E,(t — 1) = Epgexp(— 5 T iwgt),

g

is the gate pulse that is assumed to be unchirped.

From the FROG trace, one can derike(t) by application of a so called "phase retrieval
algorithm” [207].

A linear chirp parametey can be determined more easily from the "First Order Marginal”
(FOM).

The First Order Spectral Marginal (FOSM)v) is defined as:

_ fTIFRO(;(I/, T)dT
f[FROG(V; T)dT '

T(v) (4.20)

T(v) gives the intensity maximum in every time profile versus frequency (see Fig. 7.13). In the
same manner, a First Order Delay Marginal (FODMj)r) is defined, that gives the intensity
maximum in every spectral profile versus time:

. fV[FROG<V7 T)dl/
N(T) - f]FROG<V; T)dV '

(4.21)

T(v) and N (1) can be extracted from experimental FROG traces. There is a close connection
between the FODM and the linear chifpof a pulse. The relation is derived in the appendix
(Eq. (6)) and corresponds to:

B ,

— St
2mTE,

N(t) (4.22)

A similar relation holds foff'(v) and [208].
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Figure 4.5: Frog traces of an unchirped pulse a) and a pulse having a positive linear chirp b). The First
Order Marginals (FOM) as a function of tinf€(¢) and frequencyi’(v) are given by the dashed lines.
The FROG traces can be "sliced" in frequency spectra for different tim@&se spectral maxima for a
variable time form the FODMV (7). In an analogue manner, the FROG trace can be "sliced" in time
transients for different frequencies The time maxima versusform the FOSM Tp).

4.4 Laser System

The laser system is designed to achieve ultrashort pulses in a spectral range from the near
infrared at 775 nm through the whole visible range into the ultraviolet at approximately 240 nm.
Such a high tunability can only be achieved when using optical parametric amplification. Thus,
the laser system consists of a commercial fs Chirped Pulse Amplifier (CPA) that pumps four
Noncollinear Optical Parametric Amplifiers (NOPASs) that can be tuned from about 700 nm to
480 nm. Furthermore, they can be frequency doubled to cover the UV spectral range from 350 to
240 nm. A gap from 480 to 350 nm remains, that can be closed partly by the frequency doubled
CPA fundamental at 387.5 nm. The different parts of the laser system are briefly described
below. For a rather general overview of ultrafast laser technology, the reader is referred to
Refs. [199, 200, 209].

441 CPA system

The laser system pumping the NOPAs is a commercially available Clark-MXR CPA 2001. It
consists of a fiber oscillator, stretcher, the CPA cavity and a compressor.

The ultrashort pulses are generated in the fiber oscillator [210]. An Er doped quartz fiber is
pumped by commercial telecommunication diodes at 980 nm. The Er emits around 1550 nm.
The dispersion in the fiber in combination with a prism compressor allows for passive mode
locking yielding a pulse length of 130 fs and repetition rates in the MHz regime. The pulses are
frequency doubled in a periodically poled SHG crystal to 775 nm.

The frequency doubled pulses are stretched in time to some ps in order to protect the optics
and amplified in a regenerative amplifier. This consists of a cavity with a Ti:Sa crystal that is
pumped by the second harmonic (532 nm) of a 1 kHz Q-switched Nd:YAG laser. Afterwards,
the pulse is picked out of the cavity by a polarizer-Pockels cell setup. It is recompressed to
about 160 fs. The final pulse has an energy of about @@ central wavelength of 775 nm
and the beam is linearly polarized, parallel to the laser table surface.
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Figure 4.6: NOPA setup used to generate visible light pulses with sub 30 fs duration. Components are
described in the text.

4.4.2 NOPA setup

The setup of our homebuild Noncollinear Optical Parametric Amplifier is shown in Fig. 4.6.
The design is adopted from the NOPAs build by Riedle and coworkers [211,212] and improved
with respect to efficiency. It consists of three parts: the white light generation, the second
harmonic generation and the amplification of the white light. In the amplification process, the
photon from the SHG stage is split into two photons in a nonlinear crystal. One is a visible
photon (called signal), stimulated by seeding with the white light, and the other is an IR photon
(called idler). The pulse duration of our NOPAs signal output is in the sub 30 fs range. Shorter
pulses are possible for example by avoiding dispersive optics in the NOPA [213, 214], but not
of advantage for the experiments presented here. Our NOPA pulses have a typical energy of
4-104J depending on the wavelength range. Their spectral profile is approximately Gaussian.

About 150uJ of the fundamental are used for the operation of one NOPA. Circa 4 % of this
are needed for the white light generation. The reflected part of the beam at beam splitter BS in
Fig. 4.6 is attenuated by a aperture A and a variable grey filter F. It is then focused by lens L1
(f =20 mm) in a sapphire crystal (thickness = 1 mm) and a white light continuum is genérated.
The beam is collected by lens L2 and transferred to crystal BBO2 by aluminum coated mirrors
M1 and M2.

The 96 % of the 15@:J which pass the beam splitter BS are guided to a retroreflector RR,
mounted on a hand movable micrometer delay stage. The beam is then directed to a telescope
by mirror M3. All mirrors up to here are dielectric with maximum reflection at 775 nm. The
beam diameter is narrowed in the telescope, consisting of lenses L3 and L4. Afterwards, the
pulses are frequency doubled to 387.5 nm wavelength in BBDe pulses are transferred to
mirrors M4 and M5 (dielectric coated for 387.5 nm). M4 has a vertical tilt, such that the beam
height at M5 is below the original optical plane. From M5 it is sent upwards to BBOZ2, thereby
forming the noncollinear angle with the white light beam (see side view in Fig. 4.6). Finally
the SHG pulses are overlapped with the white light pulses in BBO2 at the standard height of the
beam’

5The white light generation is mainly based on the third order susceptigifityof a nonlinear material and its
resulting nonlinear index of refractionI) = ng + n2I(t), whereng is the linear index of refraction and, the
intensity dependent part. Since the phase is a functien thfe frequency changes in time with the time dependent
1(t) [199, 200].

6BBO is the acronym for a nonlinear birefringent crystal Beta-Barium BoseBaB, 0, [215].

’In Optical Parametric Amplifiers (OPAs) the noncollinear angle is zero.
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Figure 4.7: Setup for laser system including XFROG and Fluorescence detection for pump-probe spec-
troscopy. Explanation see text.

For amplification of the white light in BBO2, the white light and SHG pulses have to overlap
in BBOZ2 in space and time. The time overlap can be controlled by the delay of the retroreflector
RR. Since the white light is positively chirped, changing the time delay results in an overlap of
SHG with different spectral regions of the white light pulse. When the SHG pulse catches the
early part of the white light pulse, only the red components are amplified. The blue components
are amplified by adjusting the delay to the later part of the white light pulse. In addition to the
time overlap, the phase matching angle of the BBO2 has to be tuned according to the color. This
reflects the momentum conservation of the photons as described in section 4.3.3. In case of the
NOPA for special angle, the phase matching angle varies only slightly with wavelength [214].
Therefore, a wide spectral range of the white light can be amplified in the signal beam.

To compensate the accumulated positive dispersion from the material in the NOPA and to
precompensate for all the lenses and vacuum windows of the cryostat chamber, the pulses pass
a prism compressor as described theoretically in section 4.3.2. Examples for precompensating
material dispersion have been given there. For achieving the strong negative chirps used in the
focusing experiments (section 7.1.4), a strongly dispersive compressor had to be set up. The
prisms were made of F2, a highly dispersive glass material. With a 21 cm prism-prism distance
chirps’ of more than-2 fs cm were reached. To reach the same amount of negative chirp by
the lower dispersive quartz prisms, the quartz compressor has to be a factor of ten longer for
visible laser pulses. This large elongation was avoided.

4.5 Pulse characterization

Two pulses (usually from NOPA | and NOPA 1) are used for pump-probe spectroscopy. One
pump pulse in the visible is required to prepare a vibrational wave packet on covalent states of
Br, or I,. Furthermore, a probe pulse is heeded according to section 2.3.1, that transfers parts
of the wave packet to the CT states. In the systgikr] a visible pulse can be used to probe

the B state wave packet. The doubled CPA fundamental can be used to interrogate an A state
wave packet. In the case of BAr, one has to generate ultraviolet pulses to transfer a B or

A state wave packet to the CT states throughout. Alternatively, a two-photon transition from
covalent to CT states can be induced by visible pulses. For visible excitation, the NOPA pulses
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are directly used (see Fig. 4.7). To achieve ultraviolet probe pulses, a NOPA can be frequency
doubled in a simple type | SHG process [199,200] (see SHG after NOPA in Fig. 4.7). The Prism
Compressors (PC) of the NOPA output which is frequency-doubled are adjusted to deliver the
highest doubling efficiency. After the SHG generation (typically with 20 % efficiency), the UV
pulses pass PCs to precompensate the positive dispersion of the optical elements that follow in
the beam path. The generated pulses have to be characterized in the frequency and time domain.

The spectral profile of NOPA pulse is recorded by the OMA. Therefore, a reflection of the
pulse on a white surface is monitored. For the frequency doubled NOPA pulses, the beam is
directed on a scattering disc, sitting in front of the fibers connected to the OMA. The OMA
(commercial by Avantes) consists of two sets of gratings, placed behind:enXhtrance slit.

One grating, having 600 lines/mm, is specified for 350-850 nm (VIS channel); the other one,
having 1200 lines/mm, is specified for 200-400 nm (UV channel). The spectrum is recorded by
a 2048 pixel CCD line and digitalized by a 12 bit A/D converter.

The duration of the laser pulses is usually determined by a standard SHG autocorrelator
(commercial by APE). The autocorrelator is equipped with thin SHG crystals and one can de-
termine pulse widths in the sub-20-fs range.

Home built cross-correlation setups are used to determine pulse lengths and chirp parame-
ters. One such setup is the so called SFG FROG or XFROG. The principle is described in
section 4.3.4. The visible pump pulse coming from NOPA Il can be characterized with help of
the CPA fundamental or another visible pulse coming from NOPA | (often called gate pulse).
The time delayAt of the two pulses is controlled by a mechanical delay stage. The correla-
tion is performed in the following way: the two pulses are focused and overlapped in a thin
BBO crystal (thickness 100m SFG in Fig. 4.7). The sum frequency signal is generated, if the
two pulses arrive at the crystal at the same time and the phase matching angle of the crystal is
correct. Itis analyzed by the OMA, as can be seen in Fig. 4.7. The spectrum of the sum fre-
guency is now recorded as a function of the time delayetween the two pulses. An example
illustrates the mechanism: the pulse from NOPA Il is positively chirped and the gate pulse is
unchirped. The FROG trace, that means the two dimensional plot of the sum frequency spectra
versus the time delay, will show a clear feature: When the gate pulse overlaps with the front
part of the chirped pulse, the sum frequency signal is in the red, while it is in the blue at later
delays. The FROG spectrum is tilted with respect to time and frequency axis (Fig. 7.13). This
is used in Eq. (4.22) to determine the chirp from the FODM.

UV pulses cannot be characterized by a XFROG setup, since the sum frequency photon
energy with visible light would exceed the transmission range of any nonlinear crystal. Thus
another correlation setup, the so called Polarization Gating (PG) FROG has to be used. lItis
based on the polarization rotation of a pulse in a Kerr medium gated by another very intensive
gate pulse [216].

4.6 Pump-probe and emission spectroscopy setup

The pump and probe pulses are overlapped in space and time in the substrate located in the
cryostat chambér. The spatial overlap is controlled via the scattered light from the doped
rare gas film. The temporal overlap is searched with help of the real pump-probe signal, that
means the emission from the CT states. This Laser Induced Fluorescence (LIF in Fig. 4.7) is
emitted into the full spatial anglér. Some of it is collected by a f = 120 mm quartz lens
outside the chamber and focused on the entrance slit of a monochromator. The detection is

8]t is worth mentioning, that from the CPA to the experiment, the pulses have travelled approximately 12 m.
Still, the pulses have to overlap with fs accuracy (beampath accuracy jmthiange).
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collinear with the laser beam direction. Therefore, appropriate flliarsombination with a

1/4 m single monochromator (ORIEL CORNERSTONE) are used to block the laser pulses.
To reduce scattered light from the probe pulse in case of difficult filtering, a 1/4 m double
monochromator (B&W) is used.

A photomultiplier (PM) sensitive in the UV and visible spectral range is attached to the
monochromator. The signal of this device is preamplified (FEMTO 1000x) and gated in a
boxcar integrator. The boxcar has a window of defined width, during which it integrates the
signal. The laser pulses have a repetition rate of one kHz. The charge-transfer fluorescence
has a decay in the nanosecond range. Thus, the PM and electronic noise generated in front of
the boxcar is strongly reduced with a gate window in the ns range. The integrated signal is
digitalized in an analog to digital converter (A/D conv.) and recorded by a computer.

When recording a pump-probe spectrum, an average over several thousand shots is per-
formed for each time delast, to improve the signal to noise ratio.

To record the spectral distribution in an emission spectrum, the time delagtween pump
and probe pulse is kept fixed. The monochromator transmission wavelength is scanned slowly,
while monitoring the boxcar signal with a calibrated x-y recorder. The filters in front of the
monochromator entrance slit have to be selected carefully, not to block fluorescence light in the
scanning range of the experiment.

%If the wavelength of the ultraviolet probe pulse is shorter than the fluorescence to be observed, it is very easy
to block the pulse by an edge filter. If it is the other way around, blocking the pulse becomes difficult, if not
sometimes impossible.
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Spectroscopic results

The spectroscopic results will be presented in chapter 5 and discussed in chapter 6. They
provide useful information for fs pump-probe experiments. The absorption from the electronic
ground state X determines the wavelength of the pump pulses to be used. The absorption from
the excited covalent states to the charge-transfer states determines the wavelength of the probe
pulses. Finally, the emission of the charge-transfer states specifies the detection range of the
laser induced fluorescence. The emission and absorption spectyarokiypton crystals are

well understood [26, 96] and shall not be presented here.

5.1 Absorption spectra

The absorption spectra of the BAr samples were taken as described in section 4.2. The
spectrum of the lamgy()\) is smooth in the range to be measured as seen in Fig. 4.3. An
example is shown in Fig. 5.1a. The dilution ratio was 1:500/8 as in all measurements and

the sample was deposited for about two hours. A transmission spectrum of the sample-substrate
combination is shown in Fig. 5.1a. The spectrum covers the range from 16000 to 42000 cm
This could only be achieved by combining the spectra taken by the VIS and UV channel of the
OMA. Fig. 5.1b shows the decadic logarithm of the rdtjg!/ (solid line). A background due to
scattering of the sample and reflection of surfaces is approximated by a linear function (dashed
line). The estimated background is subtracted form the solid line in b) and the resulting graph is
plotted in Fig. 5.1c. The CaFsubstrate is transparent throughout the spectral range shown and
the curve in c) reflects the absorbance of theBrsample. The spectrum consists of bands

in the visible and ultraviolet range between 16000 and 28000 cwhich will be attributed to

the electronic transitions to covalent states in the discussion. Furthermore, a strong ultraviolet
absorption sets in at 40000 cfp which was attributed to Brcluster absorption [57, 62].

5.2 Emission spectra

Emission spectra of BrAr in the ultraviolet range were recorded upon excitation with visible
and ultraviolet NOPA pulses. To attribute the different bands in the ultraviolet, fs pump-probe
spectra will be shown. The fluorescence lifetime was determined for these bands and lies in
the nanosecond range. The amplified photomultiplier signal is shown in Fig 5.2. Besides a
rise which indicates the photomultiplier and electronics response times, a decay on the order of
100 ns can be determined.

The sample of BxAr was excited by two focused ultrashort laser pulses, one being centered
at 498 nm (coming out of a NOPA), the other one centered at 267 nm (the second harmonic of
a NOPA). The spectral distribution of the induced fluorescence is shown as the solid line in
Fig. 5.3a. The sample temperature was about 20 K. Two bands labelled 1 (broad at 29450 cm
or 340 nm) and 2 (narrow at 31080 chor 322 nm) were found. The bands appeared only for
excitation with both pulses. Furthermore, the time order was important: the visible pulse had to
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Figure 5.3: a) Ultraviolet fluorescence bands of;BAr. Solid line: The fluorescence induced by adjacent
pulses of 498 nm and 267 nm central wavelength. A background was added to distinguish it from the
other data. Dotted line: Fluorescence induced by a single 550 nm pulse. The power dependence of the
latter fluorescence at 322 nm is presented in b): The slope in the double logarithmic graph indicates a
three photon transition.

excite the sample before the ultraviolet pulse. Tab. reftab:uvbands summarizes the experimental
findings for emission bands in the ultraviolet range for different excitation conditions.

Besides an excitation with two separate pulses (for example 498 and 267 nm), one visible
pulse alone can also induce ultraviolet emission when it is tightly focused. The corresponding
bands are shown as the dashed line in Fig. 5.3a. Bands 1 (at 293%Dammd 2 (at 31060 crt)
are similar to the combined excitation and a new band labelled 3 (at 33180 om300 nm)
shows up in the high energy part of the spectrum. A multiphoton excitation process is required.
An analysis of the fluorescence versus the pulse energy for fixed focusing conditions is shown in
in Fig. 5.3b. The slope of the line in the double logarithmic graph has a value clearly indicating
a three photon transition.

These fluorescence bands have been observed for a variety of excitation wavelength com-
binations and the power dependence indicates one-photon (1 phot.) and two-photon (2 phot.)
contributions as given in Tab. 5.1. For example, a first excitation pulse between 490 and 610 nm
induces a one-photon transition while for the following pulse situated between 540 and 640 nm

Table 5.1: Ultraviolet emission bands (1-3) of BAr with band centers (first number) and widths
(FWHM in brackets) in cm!.

Excit. [nm] (n photons) 1[cm] 2 [cm™Y 3[ecm™
498 (1 phot.) + 267 (1 phot.) | 29450 (1360) 31080 (420) -
550 (3 phot.) 29350 (1500) 31060 (530) 33180 (450)
535 nm (1 phot.) + 630 nm (2 phot,)29380(1400)| 31100 (560) 33190 (528)
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Figure 5.4. Temperature dependence of the ultraviolet emission bands,0ABrThe 535 nm pulse

induces a one-photon transition, whereas the 630 nm pulse gives rise to a two-photon transition. The
temperature increase leads to a quenching of fluorescence being the same for bands 1 and 2 and larger for
band 3. The sub-structures on the bands are statistical and could not be reproduced in other experiments.

a two-photon transition signature is observed. Typical emission spectra for these excitation
conditions (535 nm (1p) + 630 nm (2p) ) are displayed in Fig. 5.4 for two different sample
temperatures.

This figure stresses another remarkable aspect of the band intensity: it decreases with in-
creasing sample temperature. The effect is rather small on bands 1 and 2, with an increase by a
factor 1.3 when decreasing the temperature from 20 K to 6 K. On band 3, the intensity increases
by a factor of 2 for the same temperature change.

The ultrafast dynamics detected via the different fluorescence bands will be presented in
the next sections. It is however necessary to take this aspect into account when assigning the
bands to certain transitions of the molecule. Some time resolved pump-probe spectra are shown
in Fig. 5.5. The sample was excited to a covalent state via a one-photon transition (540 nm
central wavelength) and the excited state dynamics was probed by two photons from a 620 nm
pulse. The dynamics time courses with 322 and 340 nm fluorescence wavelength are identical
(Fig. 5.5¢, e and d, f). Recording the fluorescence at 300 nm (Fig. 5.5a and b), a shortening of
the decay in Fig. 5.5a compared to Fig. 5.5c and e is observed. Nevertheless, the oscillations
in Fig. 5.5b, d and f emerging from vibrational wave packet dynamics are the same for all
fluorescence bands.
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Figure 5.5: Pump-probe signals for the different ultraviolet emission bands. A large time range with
picosecond signal decay is shown in the left panel, whereas the wave packet dynamics is resolved on the
right panel spectra. The step width of 500 fs is large in the left long time range, which washes out the
oscillatory behavior visible in the right panels with 20 fs step width.
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Chapter 6

Discussion of spectroscopic results

6.1 Discussion of absorption spectra

The experimental absorption spectrum from Fig. 5.1c with subtracted scattering background
is reproduced in the range of covalent transitions as the solid line in Fig. 6.1. As mentioned
above, the By to Ar ratio in the premixed gas was 1:500 and the temperature of the sample
was kept at 20 K. This spectrum is compared to the fregdbisorption spectrum at 300 K
published in Ref. [39], shown as solid squares in Fig. 6.1. The maximum at 24100asd

the shoulder at 23000 crh coincide. Only the blue and red wings of the gas phase absorption
seem to extend further than in the solid phase. One explanation for this behavior rests on the
different temperatures. Vibrational level$ = 1 andv” = 2 in the electronic ground state X

are populated in case of a measurement at 300 K; whereas at 20 K, essentially orily=tihe

level is populated (see Tab. 6.1). The vibrational wavefunction$ ef 1, 2 are more expanded

in the internuclear coordinate comparedto= 0 leading to broader absorptions.

Our absorption spectrum is also compared to data taken by L. Andrews on similar samples
at17 K[57]in Fig. 6.1, however at a largerBroncentration of 1:200. A scattering background
was also removed in this case.

The spectral position of the maximum at 24100¢n15 nm) coincides in both spectra.

The differences in the red part with a strong shoulder and a more extensive wing in the spec-
trum with 1:200 dilution may be due to the clustering in this higher concentrated sample. The
background in Andrews data [57] is also larger than the background measured in the course of
this work.

In order to create a theoretical absorption spectrum, the projection (or reflection) method
was applied for the states A, B and C separately. Finally the covalent state absorbances were
added up to yield a theoretical absorption spectrum. The relative strength of the individual
theoretical covalent absorbances was optimized for a good agreement with the experimental
curve.

The projection method shall be briefly described. It works very well for unstructured ab-
sorption spectra in the case of transitions to a continuum or highly excited, densely spaced vi-
brational states of an anharmonic oscillator [217]. In principle, one has to calculate the Franck-

Table 6.1: PopulationN; and N, of the vibrational levels” = 1 and 2 in units of the population of
v” = 0 (IVp) for the B, X state at 20 and 300 K. Boltzmann statistics in the harmonic limit with a value
for we = 325 cnT! (79,79 isotope [43]) is used.
T [K] Ny Ny
20 | 7-107YM Ny [ 5-107H N
300 0.21N, 0.04 N,
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Figure 6.1: Comparison of
the different Bg:Ar absorp-
tion spectra with gas phase
spectrum. Solid line: this
work with a dilution of 1:500.
Dotted line: spectrum using
a sample of 1:200 dilution,
measured by Andrews [57].
The solid squares give the
scaled gas phase absorption
from Passchieet al. [39].

Figure 6.2: Construction of
an absorption spectrum for
the bromine C—— X tran-
sition. The ground state X,
v = 0 population (79,81 iso-
tope) is projected on the C
state. This yields the ab-
sorption spectrum without in-
cluding the transition dipole
u (Condon approximation for
constant transition dipole). A
finite curvature in the excited
state results in a asymmetry
of the absorption.
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Figure 6.3: Comparison
of the experimental ab-
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Condon factors to construct an absorption spect#r(v). In case of a dissociative state, the
eigenstates form a continuum and the corresponding wave functions are strongly peaked at the
limb of the potential energy surface. Thus, the electronic absorption spectrum can be simulated
by projecting the absolute square of the ground state wave fundig?)|* on the repulsive
limb of the excited electronic state and multiplication with the square of the electronic transition
|ux—5(R)|* dipole

dV(R)

Oabs(V) = \‘I’X(R)\2|W|_1|MX—B(R)|2’ (6.1)

with an excited state potential V(R). The projection method is illustrated in Fig. 6.2 for the

C «—— Xtransition. The ground state probability is projected on the C state yielding a smooth
absorption spectrum. The wider the electronic ground state population exteRdhaébroader

are the wings of the absorption spectrum in Fig. 6.2. This confirms the trend of a wider absorp-
tion spectrum at high temperatures, mentioned in the comparison with the gas phase absorption
at 300 K.

To perform this calculation of absorbances of the covalent states A, B and C, one needs the
ground state and excited state data. The gas phase values were chosen as a first attempt. For
the A and B states, gas phase data given in [52] and [43] were taken. For € Gtdte,
the potential of Ref. [47] was used. This reference also contains explicit expressions for the
transition dipole elements of the-BX and G—X transitions. The transition dipole to the A
state was set constant ("Condon approximation™), since no reference on its R dependence could
be found.

The results of the projection method for different states are shown in Fig. 6.3. The C state
(dashed line), B state (dotted line) and A state (dash dotted line) absorbances are added up to
yield the theoretical absorption spectrum shown as the thin solid line in Fig. 6.3. The relative
absorbance strength among the three transitions was scaled until their sum agreed with the
experimental spectrum for Bin solid argon (thick solid line in Fig. 6.3). The ratio of the
absorbance maxima for the C, B, and A state are 1 : 0.48 : 0.067. This can be compared with
theoretical results fromb initio calculations in [173], shown in Fig. 3.5. The respective ratio
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projection method to Franck-
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line is calculated by the
projection method including
the squared transition dipole
from [47]. The dashed curve
shows the Franck-Condon
factors also multiplied by
the squared transition dipole
from [47].
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was 1:0.46 : 0.057. Thus only a small variation in the relative state absorptions comparing
Ref. [173] to our results are found.

The A state absorbance between 16000 {625 nm) and 18500 cm (540 nm) is much
higher than the corresponding B state absorbance in this range. The maximum and the shoulder
of the experimental absorption spectrum are reproduced quite well by the projection method
(see Fig. 6.3). The transition to the relevant B and C state terminate on the repulsive limb
above the gas phase dissociation limit and the projection method should work well. From the
agreement of the matrix spectrum with the simulated one, based on gas phase potentials, we
conclude that the molecule-matrix interaction does not shift the potentials in the energy range
close to the maxima of the absorption spectrum. For the A state, such a statement cannot be
deduced from the absorption spectrum.

The projection or reflection method does not work very well for low vibrational levels in
a bound electronic state. A relevant example is the absorption to the B state.ofTBe
Franck-Condon (FC) factors for the 8— X transition were calculated by integrating Morse
oscillator wavefunctions. The parameters for the potential were adopted from Lahgén
[66]. The wavefunctions were calculated by polynomials with a limited accuracy. From about
19400 cn! to higher energies, the FC factors cannot be considered as useful because of nu-
merical errors. The FC factors were multiplied by the squared transition dipole strength from
Ref. [47], which depends on the excitation energy. The resulting spectrum is the dashed line
in Fig. 6.4. The B state absorption was also calculated by the projection method with the same
squared transition dipole and is shown as the solid line in Fig. 6.4. The spectra are scaled to
read a coincidence in a interval around 19200 tnin this way, the FC factors yield a smaller
absorption below 19000 cm compared with the projection method. The projection method is
not reliable any more for these deep excitation energies in the B well. Therefore, the absorption
calculated with FC factors will be used in this range.

Table 6.2 contains spectral information on the covalent states A, A and B in gas phase as
well as in an Ar matrix taken from the literature. Throughout all states, a general redshift of the
T, value from the gas phase to the matrix can be found. However, only low vibrational states in
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Table 6.2: Spectroscopic data for different electronic states of iBrsolid Ar and gas phase with,

(minimal potential energy),. (vibrational frequency), and.x. (anharmonicity).

State | Isotope| System T, [cm™1] we [em™!] | wez. [cm™1] | Ref.
X0, | 79,79 gas 0 325.3213| 1.07742 | [43]
79,79 | matrix 0 318.65 0.820 [66]
81,81 gas 0 321.2798 1.0508 | [43]
81,81 | matrix 0 317.0 1.04 [55]
81,81 | matrix 0 314.91 0.858 [66]
B3Iy, | 79.79 gas 15902.47 167.6066| 1.63608 | [43]
79,79 | matrix 15415.0 169.5 1.59 [55]
79,79 | matrix | 15701.2 (emission [66]
79,79 | matrix | 15722 (absorption) 167.14 1.588 [66]
81,81 | gas 15902.47 165.5244| 15957 | [43]
81,81 | matrix 15705.9 [66]
A3Tly, | 79,79 gas 13905 153.8 2.78 [42]
79,79 | matrix 13650 [60]
79,79 | matrix 13650 [66]
79,79 | matrix 13665.4 (A*) [66]
81,81 gas 13905 151.9 2.71 [42]
81,81 | matrix 13650 [60]
81,81 | matrix 13699.9 [66]
81,81 | matrix 13663.0 (A*) [66]
A3, | 79.79 | gas 13220 165.172 2.504 | [49]
79,79 | matrix 12966 [63]
79,79 | matrix 12974.7 [66]
81,81 gas 13220 [49]
81,81 | matrix 12966 [63]
81,81 | matrix 12976.5 [66]

71

the covalent electronic states were addressed in literature. Thus, our result of no potential shift
in the range of the absorption maxima remains untouched. The shift for the B state is supposed
to be 487 cm' according to Bondybey [55]. Langen proposes a smaller shift of 18083 cm

in absorption and 201.3 cm in emission [66]. Since the’ = 0 — v” = 0 cannot be
observed in emission, the assignment of the potential minimum efigrgas to rely on other

facts like the isotope splitting. Langet al. doubt the assignment in [55] and propose a new
one, leading to the shift df. (minimal potential energy) in [66] and Tab. 6.2, which we follow
throughout this work. The different redshift in absorption and emission can be explained by a
cage rearrangement due to a different Br-Ar interaction in the molecular B state compared to
the ground state Br-Ar potential (see section 8.3.1 for a model calculation on that). The spectral
parameters in Tab. 6.2 are taken from Morse potentials. Those are precise only near the potential
minimum of the excited electronic states.

An excitation spectrum for the BiAr system was measured by V. Bondybey and coworkers.
The spectrum is reproduced in Fig. 3.8 and shows sharp spectral features known as ZPL, which
could not be observed in absorption spectra performed in this work. The spectra remained
unstructured even for cooling the BAr sample down to 5 K by a liquid He flow cryostat. The
sample preparation in Ref. [55] and this work was the same. Thus, a stronger inhomogeneous
broadening of our BrAr samples compared to those of Ref. [55] is unlikely. Even the fact,
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that all isotopes should be visible in absorption spectra, could not hide the ZPLs as explained
in context with Fig. 3.1. The origin for the vanishing ZPL is the strong absorption background
due to the A state in the range of interest (16000-17500'tmFrom the decomposition of

the absorbance in the projection method and by use of the FC factors for the B state (Fig. 6.3),
it follows that the B state absorption is about three orders of magnitude smaller than the A
state absorption in this spectral domain. The excitation spectroscopy in [55] is free of this A
state background. Thus, a much better signal to noise ratio would be required in the absorption
spectra to observe the B state vibrational structure.

Considering the intensity distribution in the vibrational progression shown in Fig. 3.8, a yet
unresolved problem occurs: the FC factors (see Fig. 6.4) increase exponentially throughout the
spectral range shown in Fig. 3.8. Indeed, #b& 1,2, 3 (according to Langens nomenclature
[66]), the signal rises. From¥ = 4 to higher levels, only small intensity variations appear in
the ZPL. Even if also the phonon sideband is taken into account, only a mild rise is obtained.
A real quantitative analysis is not possible, since the spectrum in Fig. 3.8 is not normalized on
the excitation laser intensity. Nevertheless, frdm= 4 on, the intensity distribution is unusual.

A crossing of another electronic state with the B state leading to predissociation@beve

or 4 could present an explanation. Above the crossing, predissociation can remove population
from the B state, thereby reducing its= 0 emission intensity, while the population remains
unaffected when excited below the electronic state crossing. A study comparing predissociation
and vibrational energy relaxation was performed fanlisolid Kr [26, 27].

To create wave packets, several vibrational levels are coherently coupled by spectrally broad
pulses. The increase of total absorption with photon energy leads to a stronger absorption on
the blue side which could lead to a spectral red shift in the propagation through the sample. The
effect was estimated with the absorption spectrum (Fig. 6.1). The shift is less tham2focm
typical pulses of 500 cmt FWHM and less than 60 cm for very broad pulses of 800 crh
FWHM. The shift is shown in Fig. 6.5 and corresponds to less than 1.5 nm at 510 nm central
wavelength and is not relevant for the further discussion.
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6.2 Discussion of emission spectra and assignment of probe windows

A method to determing,,;,, from the probe wavelength,,... was worked out in section 2.3.1.

For the probe window, we derived the condition (see Eq. (2.26)) Rwin) = hc/Aprobe, With

AV (R) being the difference potential between the covalent and the CT state involved in the
probe transition. For the free Bmolecule, the difference potentials are known from high
resolution spectroscopy (see Fig. 3.3). In case qfAyr the charge-transfer (CT) states are
stronger redshifted than the covalent states (Tab. 6.2) as explained in section 3.2. The redshift
observed in emission spectra from CT to covalent states will be used to determine the difference
potentials for the resulting probe transitions.

6.2.1 One-photon probe transitions

The lower covalent states A, B, and C are excited by visible light from the electronic ground
state, as shown by absorption spectroscopy (Fig. 6.3). A following UV pulse can excite the
transient population to CT states within the lifetime of the covalent states (see Tab. 3.3). The
C state is dissociative in the free molecule case and decays into lower lying states like A, A
and X. The absorption from the covalent state to the CT states has to fulfill the selection rule
AS = 0 (section 3.1.3). The transitions from B, A, and A to the lowest CT states correspond
toE— B, +<— Aand D'+ A [111,112]. Within the CT tier, a strong mixing is expected
leading to a competition between radiative decay and nonradiative transitions to lower states.

The upper spectrum in Fig. 5.3a (solid line) was recorded with a visible pulse exciting the
covalent manifold and a subsequent ultraviolet pulse (both one-photon transitions) inducing a
transition to CT states. The lowest group of CT states has its energetic minimum at 48934 cm
(at R, = 0.317 nm) in the gas phase [49] (see Tab. 3.2), the second at 52641(anR. =
0.318 nm) [169]. The combined photon energy of 498 and 267 nm laser pulses is 57530 cm
This energy is sufficient to reach the CT manifolds. The fluorescence of the lowest lying charge-
transfer state D’(g) to the covalent A'(2) state is located between 280 and 295 nm for free Br
molecules [49]. In the condensed phase, a redshift of the fluorescence is expected according to
the inductive and geometrical shifts explained in section 3.2.

The emission of the CT states to the covalent states is usually strong from the lowest lying
charge-transfer state D’(P, as can be learnt from lin matrices [26,27,96]. Energy relaxation
funnels the population down to the lowest lying D’ state. Hence, the strong emission at band 2
is attributed to the D~A fluorescence from the lowest vibrational level of the D’ state, since
the selection rulé\ 2 = 0 is fulfilled in that transition.

Taking the free By molecular potentials into account, an emission fronwthe 0 level of
the D’ state to the A’ state would lead to a band centered around 34380 @omparing it to
the experimental transition energy for,B&r of 31080 cnt!, leads to a redshift of 3300 crh
This emission redshift might be either due tblaeshiftof the lower A" state or to a redshift
of the D’ state energy. The first choice is ruled out, according tagdshiftsat internuclear
distances close to the minima of the CT states (collected in Tab. 6.2). The emission redshift of
the covalent states are one order of magnitude lower than the charge-transfer emission redshifts.
In conclusion, the shift of 3300 cm will be fully attributed to a redshift of the CT state D’

(Fig. 6.6). All other CT states lying in that first manifold are shifted by the same amount. The
shift is reasonable compared to other molecules in condensed rareggsaisput 5000 cm!

for I, in solid Kr [27,96], about 3000 crt for I, in solid Ar [96] and 10000 cm! for CIF in

solid Ar [14].

Besides the transition energy, one can compare the expected bandwidth from the redshifted
potentials to those observed in the experimental spectrum (Fig. 5.3a). In order to calculate
the width, one applies the projection method used for absorption spectroscopy before (section
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6.1). The excited state’ = 0 population distribution is projected on a lower lying state to
determine the theoretical emission bandwidth. With= 150 cnt! = 2.83 - 10'3 rad/s for the
CT states [53], the FWHM of the CF = 0 population is given ad\z = /(41n2h)/(uw,) =
0.0124 nm. Taking\x and projecting it from the D’ state to the A’ state, an emission bandwidth
of 350 cn1ltis calculated, which is close to the experimental value of (AMO) cnr!. Thus,
the result again confirms the assignment of band 2 to theM®transition. Fig. 6.6 shows the
redshifts of the CT states compared to the gas phase value.

Table 6.3 collects emission energies calculated from gas phase CT states with a redshift of
3300 cnt! together with the bandwidth.

Table 6.3: Calculated UV emission bands of BAr with a redshift of 3330 cm! relative to the free
molecule and assignment to bands in Fig. 5.3a.

Transition| AQ | center [cnT!] | width [cm~!] | band
D'—A 0 31080 350 2
D'—A 1 30738 270 1

E—B 0 28955 430 1
8 — A 0 31174 260 2

Band 2 in Fig. 5.3a could have additional contributions from a close I¢irg A transition.
However, most of it should originate from the lowest lying D’ state.

The photon energy of band 1 is consistent with the transitions-B’ A and E— B
according to Tab. 6.3. Among the transitions, those obexifig= 0 are most likely. None of the
transitions has the experimentally observed width of 1400'¢iut a superposition of several
transitions mimics a broader width. Apart from the documented molecular covalent states,
several non documented repulsive (but cage-bound in our case) states exist. This can be deduced
from the states published foy [168] and the similarity of halogen molecules considering the
number and character of electronic states. They have potential curves similar to'fhe C(
state. They cross the B state and have the same gas phase dissociation limit as the ground state.
Emissions from the CT states to those undocumented manifold is very likely to contribute to
band 1 in addition to those collected in Tab. 6.3.

The dynamics observed on band 1 and 2 are similar and therefore they should belong to the
same probe transition. This is consistent with the fact that all the CT statesddd E belong
to the same tier and mix effectively. To derive the difference poteritiél R) for a probe
transition, the free molecule shape of the potential energy curves is assumed. The selection rule
AQ =0 and the 3300 crt shift for the CT states are considered. The difference potentials taken
into account in Fig. 6.7a are E-B (solid curve in Fig. 6.7)8YA (dashed curve in Fig. 6.7)a))
and Q-B (dotted curve in Fig. 6.7)a)). The last transition will be discussed in connection with
the two-photon probe transitions in the next section.

The scheme in Fig. 6.7a gives valuable information about possible probe wavelengths. A
wavelength limit for\,,.,. < 350 nm is obvious since the CT states have to be in reach from
the covalent statésThe A state can be probed ftbfor \,,.ne < 322 nm (see dashed curve in
Fig. 6.7a). Separation of A and B state dynamics can be achieved by selecting a spggial
When A.0be IS Cchosen between 350 and 322 nm, the B state will be probed exclusively, since
the probe quantum energy hg/.. is not large enough to induce tile— A transition.

The difference potentials can also be used to determine the probe window par&ngter
i.e. the internuclear location of the probe window, aiig,, the covalent state energyt;, (see

lindeed, it will be shown in Fig. 7.4, that probe transitions Withobe = 354 nm are possible. This is due to
the fact of a finite spectral width and the influence of the coherent host motion that will be discussed in section 8.3
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section 2.3.1). The B— E probe transition is chosen as an example: x@Ji,. = 350 nm the
B-E difference potential is resonant withl” at R,,;, = 0.334 nm (see solid curve in Fig. 6.7a).
The B state has a potential energy of 18087 €m E,;,, at this givenR,.

6.2.2 Two-photon probe transitions

The reason to postulate a two-photon probe step is given by the dotted curve in Fig. 5.3a. A fs
laser pulse at 550 nm induces three ultraviolet fluorescence bands, two of them already known
from visible pump and UV probe. The power dependence in the inset of Fig. 5.3a clearly
demonstrates the three photon character of this transition. One photon is needed to excite the
covalent states (A,B,C) from the ground state. The remaining two photons induce a probe step
to the first and second charge-transfer manifold. The sequence is broken up in Fig. 6.8, using a
535 nm centered pulse for pumping and a 620 nm centered pulse for probing. The probe pulse
power dependence in Fig. 6.8 is second order, confirming the two-photon probe process.

The fluorescence bands at 345 (band 1) and 322 nm (band 2) are the same as in the one-
photon case. Therefore, the first ionic manifold is definitely fluorescing and the assignment of
the emission from the previous subsection must be applied here. Nevertheless, the CT states to
be excited are most likely different. A one-photon transition couples the ungerade (u) valence
states to gerade (g) CT statesg. B(®Il,,) to E(Q,). A two-photon transition has to couple
states of equal parity. Thus a<E B transition is forbidden for two photons, if the matrix does
not weaken this rule. Up to now, no indications for a weakening exist. Therefore, CT states
of ungerade parity are excited in the two-photon probe step. Unfortunately, those states are not
known from free Bs molecular spectroscopy. From analogy wil{d case in which potentials
for ungerade charge-transfer states are documented), a solution is constructed: ,))lstaDg0
likely for a D <+ B probe transition, is substituted by the E state, because they are quite close in

75



76 Chapter 6. Discussion of spectroscopic results

a) 374 N ]
— gg'. N 280
E ad- - B 194290
K 1= —pa O .. _. - 300 £
o 33 \ I ] c
— 1 E-B \_\ -~ 310 %
= 32 N~ _ - - £
> 31 = 1320 2
< 303 1330 <
59.] ~ L 1340
b)_ % 350
I\ C -
5 18- B N /// 550 =
= \ T~ 1600 S
el \ Q.
9 ] A f— a
5, 1N ] A {700 ~
L] N 1750
0.24 0.27 0.30 0.33 0.36 0.39
R [nm]

Figure 6.7: b) Covalent potential curves of Band a) difference potentials to appropriate charge-transfer
states. For the selection of the difference potentials, the selectiod\fule O is obeyed and the E-B,
6-A and f-B potential curves are shown in a).
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Figure 6.8: Probe pulse energy dependence of the UV fluorescence at 300 and 322 nm. The slopes of
about two in the double logarithmic plot clearly indicate a two-photon probe process. The pump pulse
was centered at,,mp = 535 nm, the probe pulse &, = 620 nm.
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Figure 6.9: Covalent potential curves of B(b) and difference potentials to appropriate charge-transfer
states (a) for two-photon probe transitions. For the selection of the difference potential$) thé and

u-u transition rules were chosen. Thus, the DyB\ and F-B potential curves are shown in (a). Since for
the D andy states no potential data are available in case gf tBey were substituted by the E{jGtate.
However, this induced an uncertainty of about 500-¢nm the absolute value of the potential difference.

the case of4 [112]. In analogy, they(1,) state (appropriate for probing the A state) will also
be substituted by the E state. The corresponding difference potentials are shown in Fig. 6.9.

The derivation of the parametefs,;, and E;, for the two-photon transition is similar to
the recipe presented for Fig. 6.7. The ungerade D-asthtes, populated in the probe step,
relax in a non-radiative way to the states with gerade parity, which in turn decay under radiation
emission to the covalent states.

The fluorescence band 3 at 300 nm in the dotted spectrum of Fig. 5.3a and Fig. 5.4 has to be
assigned. Its energy is 3100 chabove band 2, that has been assigned to-a®'transition.
The energy difference indicates an emission from the second charge-transfer tier, ystata 0
being the lowest in energy. Furthermore, the pump and probe pulse quantum energies used in
the experiments are sufficient to populate this second CT tier. To confirm the interpretation, the
time resolved spectra on different fluorescence bands (Fig. 5.5) are compared. Fig. 5.5 shows
pump-probe spectra probing the dynamics induced by a pump pulse with = 540 nm. The
probe pulse is centered &f,.,. = 620 nm, however it is very broad and extends at the "blue”
end to a wavelength of 600 nm within its FWHM. The decays in the spectra originate from
energy relaxation out of the probe windows. The decay of the 300 nm fluorescence (5.5a) is
much faster than the decay at 322 nm (5.5e)) and 345 nm (5.5c)). According to section 2.3.2,
the probe window leading to the fluorescence at 300 nm must be located above the windows



78

Chapter 6. Discussion of spectroscopic results

leading to bands 1 and 2 on the covalent surfaces. The only possibility to have such a transition
is a two-photon probe process to the second charge-transfer (CT) tier.

The redshift of the second CT manifold is estimated from the emission spectrum. The
emission at band 3 is centered at 33180 tniThe lowest state in this tier is of, Bymmetry
[112]. We assume an emission from thgtb the B{II,,) state. To determine the redshift,
the 7. of the Q, state of free By should be known, which is not the case. Therefore, the 0
potential minimum is set to be equal to the documenteg) Nalue, which is accurate within
approximately 200 cm' [112]. Comparing the calculated free Bemission from the lowest
state of the second CT tier to the experimental value of band 3 leads to a redshift of 2000 cm
as shown in Fig. 6.6. The second tier is shifted downwards using the same arguments as in the
one-photon probe transitions. A state of the second CT manifold with right parit{ dras to
be found to explain the ultrafast features in Fig. 5.5 f). The dynamics clearly emerges from a B
state wave packet (it has the right vibrational period). Thus, the state to be probéiilis)B(

The upper state in the two-photon probe transition has to bg syidmetry. Such a state is not
documented experimentally but due to the similarity,talF(Q,) state is appropriate. Itis very

close to the f(}) state [112]. Therefore, the 2000 ciredshiftedf(1,) state is used in the
calculation of the difference potential F-B, shown as the dotted line in Fig. 6.9a. The difference
potential excludes a probe to the F state with,,e > 610 nm. In experiments, this transition

has been induced with pulses centered at 620 nm, extending to the in the wavelength range of
600 to 610 nm.

The vibrational wave packet dynamics on all emission bands in Fig. 5.5b, d and f are similar
and correspond to a wave packet dynamics that is probed close to its turning point in the B state,
as will be shown in the next two chapters. The dynamics also appears on the bands originating
from the first charge-transfer manifold. Thus, some population from the second CT tier must
undergo a non-radiative transition to the first manifold and contribute to the fluorescence there.
The temperature induced quenching of band 3, which originates from the higher lying second
tier, is more efficient than that of band 2, emitted from the lower first CT manifold (see Fig. 5.4).
This observation is consistent with an enforced non-radiative relaxation from the second to the
first CT tier.
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Ultrafast dynamics

The chapter presents the first wave packet dynamics ever measured fior 8solid, which

is an argon crystal here. Based on the results of the last chapter, a separation of vibrational

wave packets on the A and B state can be achieved by choosing distinct combinatigns, of

and \p.0he. Furthermore, a separation based on polarization dependent pump-probe spectra

is demonstrated in section 7.1.3. The focusing of vibrational wave packets is presented in
section 7.1.4. Despite the intramolecular coherent dynamics, the coherent host dynamics will
be presented in section 7.2. In addition to, By results, spectra forJ:Kr will be shown.

7.1 Intramolecular vibrational wave packets of Bry:Ar

7.1.1 Pump-probe spectra of the electronic A and B state

The A and B states of Brare excited simultaneously by laser pulses in the range of 490 to
600 nm. In order to learn something about the dynamics of a distinct state, one has to separate
the dynamics excited on both states. In principle, there are two possibilities: First, the dynamics
can be recorded with different relative polarizations of pump and probe pulse. A scheme to
separate the dynamics with differeAt2 will be presented in section 7.1.3. Second, one can
choose\,,;.pe IN such a way, that one state is predominantly probed. The separation by a clever
probe wavelength is accomplished in two different ways. Xhg,. is so long, that only the B
state is interrogated in accordance with Figs. 6.7 and 6.9. This scheme can be used to follow the
B state dynamics exclusively (see Figs. 7.3 and 7.4). In order to isolate the A state contribution,
another technique has to be applied. A wave packet central energy bBelpwn the B surface
is chosen. In this case, the A state wave packet dynamics dominates the pump-probe spectra.
In the following, the pump-probe dynamics for one-photon (UV probe pules) and two-
photon probe transitions (visible probe pulses) will be presented. Situations, where essentially
only one state is probed will be explained carefully.

Probing with ultraviolet pulses

Figure 7.1 shows the picosecond kinetics of the lBolecule. The envelope consists of a rise
and a decay. The shape displays the molecular population sliding through the probe window (as
sketched in Fig. 2.9b) driven by vibrational energy relaxation.

All wavelengthsh,,.. used for Fig. 7.1 probe the B as well as the A state according to the
difference potentials in Fig. 6.7a.

The Apone Of 289 Nm reaches very low vibrational levels in the B and A state. Therefore, its
rise and decay have rather long time constants comparggd#Q = 310 to 320 nm. At these
longer wavelength, higher vibrational levels are probed and thus energy relaxation funnels the
population faster out of the window. The dynamics visible on a shorter timescale provides more
information about the state addressed by the probe window.

In addition, if A\,,.ne> 325 Nm only B state wave packet dynamics is visible (see Fig. 6.7a).
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Figure 7.1: Long time range pump-probe spectra of Bir pumped at 490 nm and probed by one photon
from 289 to 320 nm. FoAp.one = 320, 315 and 310 nmg; = 345 nm, for the othehpqhe the Ap =

320 nm. The decays get shorter with longer probe wavelength indicating higher probe window energies
Eyin With increasing\,,o1e. Oscillations at short times are washed out due to the large delay step width
of 0.5 ps.

Figures 7.3 and 7.4 show pump-probe spectra for the B state @f Bolid Ar upon a systematic
change of pump and probe wavelengths. The spectraith. = 339 to 345 nm (Fig. 7.3) can

be understood well in terms of intermolecular vibrational wave packet motion. They show
systematic trends in:

e The splitting of the first peak.
e A variation in vibrational periods depending ap,m, andApobe-

e The overall picosecond decay.

For all probe wavelengths, a double structwibi@tional splittingaccording to Fig. 2.10) is
observed in the first oscillation when pumping high in the B state potential well. The structure
vanishes as thg,,,, increases and thus the vibrational energy of the wave packet decreases.

Figure 7.2 shows the first two picoseconds of a group of pump-probe spectra taken at a
Aprobe = 339 Nm. The spectra pumped with long wavelengths 570 and 580 nm display a simple
single oscillatory period of the vibrational wave packet in the B state. When exciting with
Apump < 560 NM, the earliest vibrational features split, as marked by the dashed lines denoted 1
and 2. The splitting is getting longer with decreasing wavelengtlwith increasing vibrational
energy in the B potential well. Even the second peak in the 570 nm pumped spectrum splits in
maxima 3 and 4. The time delay between 3 and 4 being smaller than the delay between 1 and 2
for a fixed\,,mp- The dependence of the 3-4 splitting on excitation energy is analogous to the
1-2 case. The spectrum, in which the splitting first vanishes for a systematic incregse, of
with fixed \,,01 IS Called a resonantly probed spectrum. The vibrational splitting is caused by
wave packet energy lying above,;, as described in section 2.3.2.
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Figure 7.2: Pump-probe spectra withy,,.1. = 339 nm detected atp; = 322 nm. The pump wavelength
was varied between 530 and 580 nm. The dashed lines denote systematic trends in vibrational features
(see text). The arrows give the direction of the vibrational wave packet according to Fig. 2.10.

A second feature observed in all pump-probe spectra itetigthening of the vibrational
wave packet periogvhen exciting with shortei,,..,,, i.e. with more vibrational energy. The
phenomenon is quite obvious in Fig. 7.2. A vibrational period in this figure can be defined as
the delay from peak 1 to peak 3. Peak 2 is attributed to the returning (travelling from large
internuclear distances to smaller ones) wave packet, whereas peaks 1 and 3 are the outgoing
(from small to large internuclear distances) wave packets (Fig. 2.10). The line denoted by 3
is tilted with respect to line 1 in Fig. 7.2. This indicates the lengthening of the vibrational
periods as one excites at higher vibrational energies. The first vibration i,the = 580 nm
spectrum has an oscillation period of 265 fs, whereas it has a period of 400 fs in the case
of A\pump = 530 nm. The lengthening follows from the anharmonicity of the B state Morse
oscillator (see section 2.2).

Pump-probe transients for fixeq,..,, = 530 nm are presented in Fig. 7.5. The values for
Aprobe are varied between 339 and 357 nm. Rgr,,. = 339 nm, the vibrational wave packet
lies above the corresponding probe enefgy,. It passes the window twice per period as
indicated by the dashed lines denoted 1 and 2. The arrows indicate the direction in which the
wave packet moves. As,,... becomes larger, the probe enefgy.,, moves closer to the initial
excitation energy of the wave packet. Thus the vibrational splitting between 1 and 2 (and 3 and
4 for the second vibrational period) is reduced. Finallyhgt,. = 348 nm, the splitting has
vanished. This indicates the resonance condition in the pump-probe process (see section 2.3.1).
Going to even longer probe wavelengths and thus to even higherleads to a decrease of
the overall signal, but a vibrational splitting should not be observed any more. The difference
potentials in Fig. 6.7a predict the loss of the signal for probe wavelengths larger than 350 nm.
However, from\,,.,e = 351 nm to 357 nm signals with different vibrational dynamics and new
splitting appear as indicated by the two solid lines. It will be attributed to the host dynamics in
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Figure 7.3: Pump-probe spectra for the B state of, B for pump wavelengths from 500 to 580 nm

and probe wavelengths 339, 342 and 345 Am =
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Figure 7.5: Bryo:Ar pump probe spectra with,,mp = 530 nm and\,,.,. changed from 339 nm to
357 nm. The fluorescence is recordedat= 322 nm. The dashed lines indicate the vibrational splitting.
The solid lines indicate a host induced splitting.

section 8.3. As a consequence, the resonance condition Ayithequal to the central energy

of the vibrational wave packet cannot be identified by the vanishing of the vibrational splitting
for pump wavelengths longer than 530 nm. This will be of importance for the construction of
the Br:Ar RKR potential in section 8.1.2.

Finally, the picosecond decaghall be described. For a fixeq,..,, the decay gets faster
when increasing\,..n.. FOr example at a pump wavelength of 510 nm, no decay is visible in
Fig. 7.3 when probing by 339 nm. In contrast to thispgt,. = 357 nm the spectrum pumped
at 510 nm decays very quickly in less than 2 ps (see Fig. 7.4). For aXjxed, the decay is
also a function of\,,.,,. AS A\,ump gets bigger, the decay is faster for a fixgg,,.. This can
be illustrated in case of the,,.,,. = 342 nm series. At 500 nm excitation, only a slight decay is
visible in the 5 ps time interval shown in Fig. 7.3. Al,m, = 580 nm the spectrum has a short
decay time of about 3 ps.

Probing with visible pulses

The discussion of the emission spectra delivered two probe windows according to two different
probe transitions: The first is the fluorescence at 300 nm (band 3 in Fig. 5.3a) originating from
a probe window to the second charge-transfer manifold, whereas the second group of windows
corresponds to bands 1 and 2 from the first charge-transfer state manifold.

The ultrafast spectra observed on band 3 when probing by visible pulses in a two-photon
process are presented in Fig. 7.6. The probe wavelength is 620 nm throughout the series. The
excitation\,,mp, Was varied from 500 to 580 nm in 10 nm steps. The measurements show a B
state wave packet dynamics. When excited above the free molecule dissociation limit (at about
507 nm), the intermolecular vibrational wave packet is hardly visible after 1 ps. Furthermore,
the separation of the first and the second peak is very large. This splitting reduces as the excita-
tion energy in the B well is reduced. In analogy to the splitting described in Fig. 7.2, at a well
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Figure 7.6: Pump-probe spectra of BAr with A, = 620 nm in a two-photon probe process. The
fluorescence is detected)gt; = 300 nm. The pump wavelength is varied between 500 and 580 nm. The

spectra show only B state vibrational wave packet dynamics.
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defined\,.m, the splitting vanishes here &t,..,,, = 540 nm. It follows, that the probe resonance

for Aprobe = 620 Nm is fulfilled for a\,..,, = 540 nm. In this respect, the spectra detected on
band 3 probed by two photons of 620 nm are equivalent to the spectra detected on bands 1 and
2 probed at 348 nm in a one-photon transition, since\{ps,. = 348 nm the probe resonance
condition is also fulfilled for 540 nm excitation wavelength.

7.1.2 Polarization sensitive pump-probe spectroscopy

The laser pulses used in the experiments described below are always linearly polarized. Fig-
ure 7.7 shows two pump-probe spectra of theBolecule in a solid Ar host for parallel (solid

line) and perpendicular (dashed line) polarization of pump and probe pulse. The pump pulse
at 520 nm excites the electronic B state in a one photon transitionAfith= 0, creating a

cos? @ molecular angular distribution (Fig. 3.4). The two-photon probe step excites the CT state
in a AQ = 0 transition. The angular probe characteristics is given hysad distribution.

Figure 3.4 gives the ratio for probing with paralléh ) to probing with perpendicular polar-
ization (Sa01) @SS/ S201 = 5/1. This value is however reached only if the molecule does not
change its alignment in the time intervat between pump and probe pulse. The perpendicular
probed spectrum (dashed) in Fig. 7.7 is scaled by the theoretical factor of 5 and agrees with the
parallel probed spectrum in the whole time range. This indicates a fixed molecular alignment
on the picosecond time scale. The same holds true forthelecule in solid Kr. The probe

step is however a one-photon transition and the theoretical value for fixed molecular alignment
of Sig|/S101L = 3/1 (Fig. 3.4) has to be applied. Figure 7.8 shows the parallel probed spec-
trum (solid line) and the perpendicular probed spectrum (dashed line) which is scaled up by the
theoretical factor of 3.

The agreement of the spectra shows the persistent molecular alignment on the picosecond
time scale. Therefore, all peaks in the pump-probe spectra are dilational wave packet
motion only. The molecule can be described ama dimensionafjluantum system in a con-
densed environment.

For the case ohtKr, the CT fluorescence was polarization analyzed yielding the mathemat-
ical ratio for non-rotating molecules omanosecondimescale.

Probing onlyonecovalent state results in pump-probe spectra that deviate only by a mul-
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tiplicative factor (Fig. 7.7,Fig. 7.8) for different polarizations. Probing states with different
qguantum numbef? yields generally different structures in the polarization dependent spectra.
An example is shown in Fig. 7.9. A,obe iN Bra:Ar of 570 nm gives the opportunity to observe

A state vibrational dynamics besides B state dynamicsjat a 300 nm. The pump pulse
used for Fig. 7.9 excites the BB state in aA{2 = 0 and the A state in () = 1 transition

from the ground state X. Parallel probing prefers the detection of the B state, since the ratio
of B state probing to A state probing (uncorrected for the relative absorbtion of the states) is
Sa0)1/S21) = 5/1 (Fig. 3.4, the second index i\ is the AQ of the pump transition: O is B state,

1 is A state). Perpendicular probing prefers the A state detection SkacéSs;, = 1/3.

The two maxima marked by the arrows in Fig. 7.9 clearly originate from the B state vibra-
tional wave packet, since they are favored in the parallel probe case. The other signatures are a
mixture of B and A state wave packet dynamics.

Next, results for emission bands 1 and 2 shall be described. The bands are equivalent, thus
pump-probe spectra recorded ak@ of 322 nm (band 2) are presented exclusively. Fig. 7.10
shows a set of pump-probe spectra witfi,,. = 620 nm. The pump wavelength is varied
between 500 and 580 nm in 10 nm steps and spectra for perpendicular and parallel relative
polarization of pump and probe pulse are shown. The group of spectra with varying from
500 to 540 nm show no polarization dependence in the dynamics which is essentially that of
the B state. Indeed, in the discussion of the spectroscopic results, a population transfer from the
second to the first charge-transfer manifold was proved. Thus, the B state dynamics observed
here is analogous to the one observedat= 300 nm in Fig. 7.6. The splitting of the first peak
vanishes ah,..,, = 540 nm when going to lower excitation energies in B. At the fluorescence
wavelength of 300 nm, parallel and perpendicular probed spectra are the same despite an overall
scaling factor. The dynamics recorded at 322 nm (band 2) behaves differently, g~ 500
to 520 nm, the spectra are almost equal. A difference in the parallel and perpendicular spectra
can be clearly recognized from,,,, = 530 to 580 nm. At 530 nm excitation wavelength, the
second peak is smaller in the perpendicular spectrum compared to the parallel one. Therefore,
it is attributed to B state wave packet dynamics, as in the case of Fig 7.9. The trend continues
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Figure 7.9: Pump-probe spectra of BAr with A\pump = 600 nm, Ao = 570 nm in a two-photon

probe process. The fluorescence was detected at 300 nm. The spectrum probed with perpendicular
polarizations (a)clearly shows an A vibrational dynamics. The B state vibrational wave packet produces
a maxima at 400 and 650 fs, being best visible in the parallel case (b).

for longer excitation wavelength. The A state is always excited above its gas phase dissociation
limit at 620 nm and thus the A state vibrational wave packet shows a very long first passage
outwards to the cage atoms. This means a lack of signal for delays of 200 to about 800 fs.

The B state dynamics vanishes frotf,,, = 530 nm on. At\,;,,, = 550 to 580 nm, the
A state dynamics signal grows in the spectra. It is enhanced for perpendicular relative polar-
ization, according to thé\Q2 = 1 selection rule for the A state. The most pronounced case is
the perpendicular spectrum wit,,, = 580 nm. The B state signature at 400 fs has vanished
completely. The remaining dynamics is that of the A state wave packet only. However, the
probe window acts on the A and B state surface, as described in Fig. 6.9. The B state wave
packet is excited below,;, and is therefore not probed efficiently.

When probing deeper in the B state, the amount of B population probed to the second
charge-transfer manifold is increased. Thus, eveh,af, = 580 nm, the B state dynamics
signal can be increased when using a probe wavelength of 600 nm, as Fig. 7.11 shows.

7.1.3 A and B state dynamics decomposition

Based on the theoretical considerations in Fig. 3.4 and the fact, that the molecules do not change
their alignment, a separation of A and B dynamics can be executed. The decomposition of wave
packet dynamics can yield valuable information on the molecular dynamics in cases where wave
packet spectroscopy on isolated states is not possible. No such attempts for the case of ultrafast
spectroscopy are documented in literature to the authors best knowledge.

For the case of a one-photon pump excitation and two-photon probing, the decomposition
formula shall be deduced. The index&gf gives theA( in the excitation or pump step, tlhe
denotes the absorption of the probe pulse from the excited states to the charge-transfer states.
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Figure 7.10: Pump-probe spectra of BAr for A, = 620 nm (2 photon) and parallel or perpendicular
relative polarization of pump and probe pulse. A shift from B state dominated wave packet dynamics (at
Apump = 500 to 540 nm) to A state dominated wave packet dynamici(at, = 560 to 580 nm) can

be observed. The relative intensity of parallel and perpendicular probed spectra with the,same
maintained in the figure.
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Figure 7.11: Pump-probe spectra of BAr with A\,,mp =580 nm and\,;.1 = 600 nm (two-photon).
The perpendicular polarization case (a) shows A and B state dynamics whereas the parallel case (b)
shows a well modulated B state wave packet dynamics.
When the probe polarization is parallel to the pump polarization, the signglgiven as:
]H = SQ()HU(][()"‘SQlHUl]l, (71)
with Sy = 5 andSy; = 1. For perpendicular probing, it is given as:
I, = Syro0ly + So110114, (7.2)

with Sy0; = 1 and S, = 3. The factors used in the decomposition are taken from Fig. 3.4.
The system of equations 7.1 and 7.2 can be solvedyfand/; leading to:

1
I, = Iy —1
0 1400(3 1= 1w,
1
I, = — (51, —I)). 7.
1 1401(5¢ ) (7.3)

Thus, when measuring andI; in an experiment, the contributions of the B stafg @nd
the A or C state ;) can be derived from those spectra.

As can be seen in Fig. 7.12, the dynamics are separated and typical features of A and B
state dynamics show up. The C state is not exciteq,at, = 560 nm. Comparing the B state
signal | in Fig. 7.12b with the fluorescence selected B state signal at 300 nm (Fig. 7.12c) shows
a remarkable difference. The long lasting background on a picosecond timescale in Fig. 7.12b
is absent in ¢). Thus, another probe window deeper in some state (B or A) is involved here at
Ap=322 and 345 nm.

7.1.4 Wave packet focusing

Section 2.3.3 presented a scheme to determine the vibrational dephasing of molecular wave
packets on Morse potentials with chirped pulses. The experiments with chirped pulses were
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performed at different excitation energies in the B state gfiBAr crystals. In order to nega-

tively chirp the excitation pulse (pump pulse), a F2 (highly dispersive glass) prism compressor
(section 4.3.2) section was set up. By introducing glass material of one prism into the beam,
a compensation of the negative chirp introduced by the compressor could be achieved (zero
dispersion compressor). The large amount of F2 in the beam gives rise to a small nonlinear
chirp besides the strong linear chirps possible with this compressor. The nonlinear chirps van-
ish when removing material out of the beam to create linear negatively chirped pulses. The

width of the pulses carrying the most nonlinear chirp (at zero linear chirp) is however short

enough to modulate pump-probe spectra down to zero signal (see first minimum in Fig. 7.15a).

Overcompensating the negative chirp leads to positively chirped pulses.

The pulses were characterized in a SFG FROG (section 4.3.4). The fundamental of the
chirped pulse amplifier at 775 nm was used as a gate pulse. Figure 7.13a shows the SFG FROG
trace when overlapping the 560 nm pump pulse later used in the experiment with the 775 nm

fundamental, that is unchirped. The tilt in the FROG trace is an immediate indication for the

chirp on the 560 nm centered pulse. Since the blue tail of the pulse is detected at negative times
and the red wing at positive times, the pulse has a negative chirp (compare Fig. 4.4). The slope

of the FODM in Fig. 7.13b isV'(¢) = —1.26 fs cm . From a projection of the chirp trace on
the time axis, a cross-correlation time &f.. = 244 fs can be deduced, assuming Gaussian

pulses. The spectral width of the pulse was independently measured in a spectrometer to be

An =460 cnt!. Using formula 4.22 leads t6' = (N'A722r)/(An?*c) = -2.26 fs cm. The

durationAr, of the 560 nm laser pulse can be calculated td\bg = | /A72 — A72 =175fs

using A7, = 170 fs in addition. Eqg. (4.10) presents an alternative to determine the chirp
parameterd’ from the pulse duration. It delivers th# = 3(v)/c to be -2.2 fs cm. This is in
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Figure 7.14: Pump-probe spectra excited with differently chirped pulses. All spectra were probed with
unchirped laser pulses centered at 345 nm, and pump with zero chirp (dotted), negative chirped (dashed)
and positive chirped (solid line) pulses centered at 560 nm.

agreement with the FROG evaluation within 0.06 fs cm. Obviously, a measurement of the pulse
duration €.g.in an autocorrelator) and spectral width is sufficient to determine the chirp, if the
sign of the chirp is known.

Fig. 7.14 shows a series of three pump-probe spectra of th&mBB state. The wave
packet dynamics was excited with pump pulses centered at 560 nm, differing only in chirp. The
dynamics was interrogated by unchirped 345 nm UV laser pulses. The modulation contrast of
the oscillations clearly depends on the excitation pulse chirp. The modulation contrast of all
three spectra shown in Fig. 7.14 decays as a function of time. In the very first picosecond, the
spectrum excited by negatively chirped pulses (dashed line) has a weaker modulation contrast
than the spectrum excited by an unchirped pulse. However, after about the fourth oscillation, the
modulation contrast is better reaching an absolute maximum for the negatively chirped spectrum
in that case.

The time of that maximal modulation contrast (focus time) can be compared with the
theoretical focusing timé,,, = —(8'v?)/(4rw.z.) (EQ. (2.15)). For the B state of Br
w.z. = 1.6361 cn1! [53]. With an oscillation time of about 300 fs at 560 nm excitation corre-
sponding tar = 100 cnT! and a negative chirped pulse with=-2.2 fs cm, theT,,,, according
to EqQ. (2.15) is 1.1 ps. This corresponds exactly to the experimental focus in the dashed spec-
trum in Fig. 7.14.

Exciting with a positively chirped pulse ¢f = 1.8 fs cm (solid line in Fig. 7.14) leads to a
reduced modulation contrast compared to the two other cases for all delayAtmEswever,
positively chirped excitation provides a tool for the observation of fractional revivals, which
will be presented in section 8.2.2.

The same experiments were carried out with a systematic variation of negative chirp para-
meters at an excitation wavelength centered around 567 nm. The chirp par@wetedeter-
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mined in a cross-correlation with another visible laser pulse (that deserves as a probe pulse in

the experiment). The cross-correlation was used once moreAwith=  /A72 — A72, and

a gate pulse duration of 28 fs. The chirp paramgtavas determined using Eq. (4.10). The
equivalence to a full FROG analysis was shown above.

The full collection of pump-probe spectra excited with six different negative chirps is shown
in Fig. 7.15. The charge-transfer fluorescence was detected at 300 nm, thus only the electronic
B state contributes to the pump-probe signal. The best modulation contrast (wave packet focus)
appears at larger delays with increasing absolute value of the negative chirp as predicted in
section 2.2. In addition, wave packet oscillations extend up to 3.5 to 4 ps in the spectra excited
by larger absolute chirp, whereas this range is unstructured when exciting with no chirp. The
focusing at7,,, does not lead to a modulation with zero background. The background will be
used in section 8.2.1 to determine the vibrational dephasing.

7.2 Coherent host dynamics

Besides the intramolecular vibrational dynamics, another modulation is observed in pump-
probe spectra of Brin solid argon and also for, In solid krypton. Those modulations, will

be attributed taoherent host dynami@nd have been neglected until now in the presentation
of the ultrafast dynamics results. They contribute to a large extent to spectra in Fig. 7.4. The
first part of this section deals with the spectra of:Br, whereas in the second, spectra foKr

are shown.

7.2.1 Brinsolid argon

A distinct modulation observed in spectra appearing after a view picoseconds in Fig. 7.4 cannot
be interpreted in terms of intramolecular dynamics. The spectrum in Fig. 7.4\yith, =
520 nm,\,;one = 348 Nm is reproduced in Fig. 7.16a as an example.

The first peak in the experimental transient (solid line in Fig. 7.16a) shows a vibrational
splitting. Afterwards, the splitting has vanished and one can follow the vibrational wave packet
dynamics on the B state with a typical oscillation period of 340 fs. However after about 3 ps, a
new oscillatory pattern with a period of 500 fs can be observed. This oscillation pattern will be
attributed tocoherent host dynamias the discussion. The modulation is very weak and hardly
visible on the transient. In order to increase the modulation contrast, the spectrum is normalized
on the 70 data point average, shown as the dashed line in Fig. 7.16a. The oscillatory pattern is
absent in this average. Dividing the spectrum by this average increases the oscillatory contrast
at late delay times (Fig. 7.16b). Indeed, the pattern after 3 ps becomes more pronounced. The
normalization preserves the phase of the oscillation as indicated by the solid vertical lines. The
modulation of 500 fs is very stable in frequency and phase. However, the noise on the 500 fs
modulation at delay times close to 5 ps increases due to the signal decay in the original data.

This 500 fs modulation can be observed for many pump and probe wavelength combi-
nations. As an example, Fig. 7.17 shows:Br transient spectra atp,,,. = 348 nm with
Apump Varied between 500 and 530 nm.

The exact time zero (the temporal overlap between pump and probe pulse) is not measured
in this experiment. Therefore, the experimental spectra are shifted such, that the first rise of
all spectra overlap. The intramolecular vibrational wave packet dynamics is visible for small
delay times with its characteristic variation of the splitting. The vertical arrows in Fig. 7.17
indicate the inset of the 500 fs modulation. For the transient pumpgg.at = 500 nm, the
inset is approximately at 2 ps. The inset is delayed as the excitation energy is shifted to lower
vibrational levels. At\,,,.,, = 530 nm, the 500 fs oscillation period starts at about 3 ps.

The host induced modulation on the pump-probe spectra 9ABis not only observed
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Figure 7.15: Pump-probe spectra of BAr B state for different excitation chirps. The probe process
proceeded via a two-photon transition using 600 nm pulses. The fluorescence of the charge-transfer
states was collected At; = 300 nm in order to be sensitive on B state dynamics only.
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Figure 7.16: Pump-probe spectrum of BAr with A\,,mp = 520 nm and\p,on = 348 nm. The solid line
in @) gives the experimental transient, while the dashed line was calculated by a 70 points average of the
experiment. b) shows the experimental spectrum normalized by the average from a).
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Figure 7.17: Pump-probe spectra of BAr with A,.one = 348 nm and\,,p, varied from 500 to 530 nm.
The arrows mark the approximate inset of the 500 fs oscillation frequency.
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when probing the B state of Brbut also when probing the A state. Fig. 7.18a repeats the
normalized spectrum of Fig. 7.16b. It is compared to a spectrum, where only the A state is
probed by a two-photon transition (Fig. 7.18b). As expected, the intramolecular vibrational
wave packet dynamics at small delay times is different. The A state is excited above the gas
phase dissociation limit, resulting in a long first period. The relaxed A state vibrational wave
packet has a period of 380 fs. However, after 3 ps, the 500 fs oscillation starts. The dashed line
shows no phase offset in the 500 fs oscillation of the A and B state spectra.

Fig. 7.19 shows the Fourier transformation of the spectrum Wijth,, = 520 nm and
Aprobe = 348 nm from Fig. 7.17b. Besides a peak centered at 3 THz with a width of 0.5 THz,
a rather narrow band at about 2 THz is visible. The broad peak is well known from the Br
B state vibrational wave packet motion. The narrow maximum is the spectral analogue of the
500 fs modulation that will be attributed to host dynamics.

7.2.2 L in solid krypton

Besides the spectra for BAr, also transients for,lin solid krypton were measured by the
author. In this case, one observes features very similar to thAiBrase.

Fig. 7.20a shows a pump-probe spectrum of th&i B state wave packet when pumping at
Apump = 530 Nm and probing a,..,. = 508 nm (one-photon probe transition to the first charge-
transfer manifold of4:Kr). As in the case of Brin an argon crystal, two different oscillatory
patterns occur: The dynamics from 0 to 4 ps shows an oscillation period around 420 fs. Itis
damped and hence vanishes at 4 ps. This period can be consistently interpreted as the trace of
the B state intramolecular vibrational wave packetiiKi. At 4 ps, a new pattern with 650 fs
period starts. To improve the modulation contrast, the spectrum is once more normalized to
an average. The normalized spectrum is shown in Fig. 7.20b. The 650 fs period behaves in a
similar way as the 500 fs period in the BAr case. It does not decay and its phase is stable.
This is illustrated by fitting the 650 fs modulation by a single sinusoidal function (dashed curve
in Fig. 7.20b). As in the case of BrAr, the apparent noise level at long delays rises due to the
normalization procedure.

The A state of § in solid Kr can be excited aX,..,, = 654 nm without any B excitation.

Fig. 7.20c shows an A state spectrum probed,af.. = 387.5 nm. Since the A state is again
excited above its gas phase dissociation limit, it shows a typical long excursion of the vibrational
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Figure 7.19: Power spectrum for the Fourier transform of g, = 520 nm,\,;o1e = 348 nm transient
of Bry:Arin Fig. 7.17b. Besides a broad peak at 3 THz attributed to the intramolecular vibrational wave
packet, a narrow spectral maximum at about 2 THz corresponding to the 500 fs modulation appears.
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Figure 7.21: Pump-probe spectra of:Kr with Apump =520 nm and\ ;1. varied from 496 to 530 nm.
The vertical arrows mark the inset of the 650 fs modulation. The relative phase of this modulation is the
same in the series, as indicated by the dashed lines.

wave packet in the first picosecond. After 3 ps, this vibrational dynamics has decayed and again,
a stable 650 fs modulation dominates the dynamics. As in the case:@frBthe modulations

shown in (b) and (c) have the same phase. The time zero for the B and A state transients
in the case ofJ:Kr can be seen directly in different pump-probe spectra because the signals
appear directly on positive and negative time delays. The negative time delays correspond to
an exchange in the role of pump and probe pulse. The minimum between the first peaks of the
respective spectra to positive and negative time delays corresponds to the time zero. The time
zero of spectrum c) in Fig. 7.20 was determined by measuring simultaneously B and A state
with A,.one = 387.5 nm and polarization selective techniques.

Figure 7.21 shows a series of pump-probe spectra, all pumped by 520 nm pulses. The
characteristic splitting of the first peaks appears analogous to th&rBpectra. At high probe
photon energies the splitting is large and becomes smaller at lower ones. The splitting has
vanished af ... = 520 nm. Thus in analogy to Bin solid argon, one identifies a resonance
for the A\pump = Aprobe = 520 NM case. The initial B state wave packet decays and the 650 fs
host induced modulation becomes visible. The inset of the dynamics is marked by the vertical
arrows. At low probe quantum energies, for example at 530 nm probe wavelength, the host
dynamics begins at 3 ps. The inset is shifted to larger delay times as the probe quantum energy
increases. In the extreme case\gf,,. = 496 nm, it is located at about 6 ps. The frequency and
phase of the host modulation is the same throughout the series.

A similar systematic study was carried out keephg,,. fixed and varying\ ,ump- Fig. 7.22
shows different pump-probe transients. The host induced 650 fs period starts at delays marked
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Figure 7.22: Pump-probe spectra of:Kr for fixed Aprope = 520 nm and\,,mp, Varied from 530 to
496 nm. The inset of the 650 fs modulation is marked by the vertical arrows. Its phase stability is
indicated by the dashed lines.

by the arrows. The inset of the host modulation\gt,,, = 530 nm occurs at 4 ps. With
increasing excitation energy, the appearance of the 650 fs modulation shifts to earlier times. At
496 nm pump wavelength, it appears at 3.5 ps. The frequency and phase among the spectra is
the same as indicated by the dashed lines.

Fig. 7.23 shows the Fourier transformation of the normalized transient in Fig. 7.20b. The
intramolecular vibrational wave packet dynamics shows up as a relatively broad peak at 2.5 THz
corresponding to a period around 400 fs. The host induced dynamics with its 650 fs period is
also contained in Fig. 7.23 as a narrow peak centered at 1.5 THz. The line width of that peak
is essentially given by the observation window length in Fig. 7.20b of 10 ps. Thus, the peak at
1.5 THz reflects the surprising frequency stability of the host induced modulation.
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Figure 7.23: Power spectrum of a Fourier transformation of spectrum in Fig. 7.20b). The B vibra-
tional wave packet dynamics shows up as a broad peak centered at 2.5 THz, the 650 fs host modulation
corresponds to the narrow maximum at 1.5 THz.
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Chapter 8

Discussion of ultrafast dynamics

The construction of the electronic B state potential in solid Ar, the vibrational energy relaxation
and molecular trajectory will be deduced forHn argon crystals (section 8.1). The methods to
determine dephasing and the connected wave packet control schemes are successfully applied
as demonstrated in section 8.2. The different time constants and their abbreviations used in this
thesis are collected in Tab. 8.4. Finally, excitation and probing of the coherent host dynamics is
clarified and compared to alternative models (section 8.3).

8.1 Intramolecular dynamics
8.1.1 Vibrational periods in the B state

One of the aims in this chapter is to construct a B state potential energy surface of e Br
from the vibrational period¥’, according to the RKR procedure. Clearly, the B state potential
curve is anharmonic. The effect of the anharmonicity can be observed for example in Fig. 7.2.
The oscillatory periods become longer as the vibrational energy of the wave packet is increased
(by decreasing the pump wavelength). Another sign of the anharmonicity is the dispersion,
which will be discussed in section 8.2.1. In anharmonic oscillators, special care is required
when determining the oscillation periods as a function of excitation energy, because the choice
of the probe window changes the apparent period. This has been called "window effect" in the
well documented case of in solid Kr [13, 25].

Probe window effects on the molecular period

Experimental data indicating the window effect are shown in Fig. 8.1. The spectra in this
graph are all recorded for the sarkhg,.,, = 560 nm, whereas the probe wavelength was varied.
The vibrational periods are marked by the vertical lines. One realizes a tilt in the second and
third line with respect to the dashed reference line which corresponds to a shortening of the
vibrational period when taking the spectra with shoigg,.. For example one reads from the
graph a double vibrational period 21" = (660 £ 20) fs for the transient with\ ;... = 354 nm.
The spectrum recorded withy,,,,. = 342 nm shows a double period 2" = (600 £ 20) fs.
The overall shift in the time interval of two periods i&2" = (60 + 40) fs. The dependence of
T on the probe quantum energy is explained in Fig. 8.2. The pump pulse with central quantum
energy hv,.., (grey arrow) populates several B state vibrational levels when acting on the
electronic ground state = 0 wave function. The wave packet energy distribution is shown as
the grey curve to the left. The lower parts of the wave packet oscillate with a high frequency,
corresponding to a short peridd The higher parts of the wave packet have a lorigesince
the oscillator is anharmonic. This leads to dispersion (section 2.2). The probe pulse has a central
quantum energyiv,one. The internuclear positioR,,;, at which the wave packet is probed is
given by the conditiom\V ( Ryiy) = Avprobe (EQ. (2.26)).

Figure 8.2 shows two different probe pulses with quantum enefgigs.., (solid arrow)
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andhv,,one2 (dashed arrow), leading to two different probe distanggs; and Ri,» and win-

dow energied’,i,1 and E;,» in the B state. The probe windows are governed by the depen-
dence ofAV on R. If the slope ofAV (R) is negative in the range of interest (as it is in the case

of the sketched B-E difference potential), theg;,, and R,;, shift to smaller values for larger
hvpone. Probe 1, having a larger quantum energy, probes deeper in the B well than probe 2;
therefore, probe 1 leads to a shorter apparent vibrational péritdthn does probe 2 with,.

In the example of Fig. 8.1, probe 1 corresponds$j@.,. = 342 nm, whereas probe 2 would
be the),..,e = 354 Nm pulse. The apparent experimental pefipe (300 + 10) fs is indeed
shorter than period; = (330+ 10) fs (/7 and7; shouldnot be mistaken for dissipation and
dephasing times here).

An additional condition fot\,,,.. has to be imposed in order to find the correct vibrational
period for a given wave packet excitation energy; the probe window energy should be located
at the energetic center of the wave packet. The optimal probe pulse would lie between pulse
1 and 2 in Fig. 8.2. According to the probe resonance condition (section 2.3.1), the probe
guantum energy has to be systematically decreased until the vibrational splitting just vanishes.
The appropriate probe wavelength for an excitation of 560 nm is apparently at 345 nm, since at
342 nm probe, the splitting is still observed in the asymmetric shapes of the vibrational peaks.
At 342 nm this has vanished.

Br,:Ar oscillation periods

The oscillation periods are determined from the catalogue of spectra shown in Figs. 7.3 and
7.4 by applying the resonance criterion. The oscillation times for excitation wavelengths from
530 to 580 nm were constructed in that way. For excitation wavelengths 590 and 600 nm,
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Figure 8.2: lllustration of the window effect. The wave packet is excited by a pump pulse (grey arrow)
with mean quantum energyfump, Which acts on the ground state (X) vibrational levet 0. Since the
spectrum of the pump pulse has a finite width (solid grey curve to the left), several vibrational eigenstates
in the B electronic potential are populated. The B oscillator is anharmonic, thus the lower parts of
the wave packet have a smaller oscillation perfothan the parts on higher vibrational levels. This
corresponds to a decreasing vibrational level spacing with higher vibrational energy. Two different probe
pulses are shown: one has the mean quantum eneggy,h (solid arrow) and the other one a smaller
energy v,.one2. The probe positiomRyi, is determined by the difference potential between B and E
state. Pulse 1 probes deep in the potential B wellRat (1, Fwin1), pulse 2 higher atRyin2, Fwin2)-

The probe sensitivity curves (solid for 1, dashed for 2) are sketched at the right side of the graph. Their
shape has been described in Fig. 2.9. Pulse 1 probes the low vibrational levels of the B state wave

packet, whereas pulse 2 probes the high levels. This leads to different vibrational periods due to the B
anharmonicity.
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Table 8.1: B state periodd” versus energy. The pump wavelength is transformed to a pump quantum
energy F,ump. Using the B state absorption spectrum, the mean energy of the wave pgagkeis
calculated. E'p is the vibrational energy of the wave packet in the B state. The oscillation pé&riod

is taken from pump-probe spectra using the probe resonance conditignat where 2p indicates a
two-photon probe process.

)\pump [nm] Epump [Cmil] EWP [Cmil] EB [Cmil] T [fS] >\probe [nm]
490 20408 20410 4688 636+ 20 345
500 20000 20039 4317 573+ 20 345
510 19608 19667 3945 526+ 20 345
520 19231 19281 3559 475+ 20 345
530 18868 18944 3222 400+ 10 345
540 18519 18626 2904 358+ 10 351
550 18182 18319 2597 330+ 10 348
560 17857 18025 2303 300+ 10 345
570 17544 17746 2024 280+ 10 342
580 17241 17480 1758 270+ 10 339
590 16949 17230 1508 260+ 10| 590 (2p)
600 16667 16994 1272 250+ 10| 580 (2p)

spectra probed by two photons were used. For excitation wavelength of 520 nm and shorter,
the situation is more complicated. As already shown in context with Fig. 7.5, an additional
vibrational splitting appears for long probe wavelengths due to the host motion. For example,
choosing)\,.mp = 520 Nm, the double splitting never vanishes and the resonance criterion does
not work. An alternative way to estimate the first oscillation period at these excitation conditions
is presented in section 8.1.2 with help of the RKR scheme.

When assigning the oscillation to a specific vibrational enéfgyn the B state, the absorp-
tion profile has to be taken into account. Thus, the excitation pulse profiles are folded with the
absorption spectrum of the B state, based on the calculated Franck-Condon (FC) factors and
the projection method (see Fig. 6.4). The rise in B state absorption with energy, up to values
of about 20500 cmt, leads to a blueshift of the wave packet central energy with respect to the
excitation pulse spectral center. The effect is strong in the red wing of the B absorption, since
FC factors rise exponentially in that region. Table 8.1 shows a collection of vibrational periods
in the B state, taking this effect into account.

8.1.2 Potential construction

The topic of this subsection is the construction of a potential from the systematic experimental
periodsT'. It is very similar to a method well known in high resolution gas phase spectroscopy
as the RKR (Rydberg-Klein-Rees) method [161-163]. Here the classical analog of the RKR
method described in chapter 12 of Ref. [218] is used. The method has been applied in a seminal
work by Zewail and coworkers to transform time resolved data of free iodine in a potential
energy curve of the electronic B state [146].

Vibrational periods from pump-probe spectra

The periodsT’ with the correct central energids,p are collected in Tab. 8.1. Subtracting
the B statel, of 15722 cnt! according to Langeet al. [66] from Eyyp leads to the central
vibrational energyy of the excited wave packet in the B state. The resonant probing condition
can be fulfilled for excitation energies of 1200 to 3200 ¢rabove the B state minimum.

Fig. 8.3 shows the squared vibrational frequengy = 1/72 versus the energfs above
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Figure 8.3: Squared vibrational frequenciegib of the Bi:Ar B state. The open circles are taken from
Bondybeys excitation spectrum [55], the solid squares are taken from Tab. 8.1. The solid lines represent
linear fits (see text). The dashed solid line represents the freedBues approximated by a Morse
potential [53].

Table 8.2: Morse fits for Bp:Ar vibrational frequenciesz?,, = b + mEg. Case a) refers to the values
Eg from 0 to 3200 cm! in Fig. 8.3, whereas case b) refers to the values above 3200.cm

b [THZ?] m [THzZ?/cm™]
a) | 23.98+ 0.46| (-5.52+ 0.19) 10°
b) | 10.2+ 1.4 -1.65+ 0.32

the B state minimum. The plot was chosen because a Morse oscillator obeys Eq. (2.13)
(vin(E) = ven/1 — Eg/D.). The open circles are taken from an excitation spectrum gfABr

by Bondybey (see Fig. 1 in [55]). For that purpose, the energy differences of the ZPL max-
ima were determined with error bars reflecting the uncertainty. This range from 0 to about
1000 cnt! was not covered by our pump-probe spectra yet, since the FC factors are too small
in this range. The higher energy range indicated by squares are taken from Tab. 8.1 and extends
beyond the gas phase dissociation at 3800 'cnwe first concentrate on the data in Fig. 8.3
from 0 to 3200 cm! which are taken with the resonance criterion. These points are fitted by a
linear function of the form/%, = b + mFEy. The fitted values are given in row a) in Tab. 8.2
and the fitted graph is shown as the solid line denoted a) in Fig. 8.3. The potéhitalcan

now be constructed up to an energy = 3200 cnt!, using the RKR algorithm.

Calculation of the potential

From the oscillation periods as a function of energy in the B stéfés ), one can calculate the
inner and outer turning points of a classical trajectory. The velacity dr/dt of a trajectory
excited at an energ¥y is given byv = \/2(Eg — V(R))/u. Thus the infinitesimal time step

dt is given by: dt = dr/+/2(Eg — V(R))/p with the reduced mass. Integrating over one
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vibrational period in the potentidl (R) leads to the path length R(U) (according to Chapter
12 of Ref. [218]):

1 U T(Eg)
AR(U)—F\/m i deB. (8.1)

U is the maximal potential energy of the respective trajectory AR{U) is the distance be-
tween outerR,(U) and inner turning poink;(U): AR(U) = R,(U) — R;(U). The analytic
function forT'(Es) is taken from the fit (see Tab. 8.2) of the squared vibrational periods. In a
RKR fit for free molecules, one uses the rotational structure to calculate the valuig&.0f
andR,(U). Since the By molecules are not rotating in the stiff Ar cage (see section 7.1.2), an
assumption on the inner limb of the potential energy curve has to be made to deduce the outer
limb from AR(U). The discussion of the absorption spectra in chapter 6.1 showed that the
inner limb of the potential contributing to absorption is not changed compared to the free Br
molecule. The minimum potential energy is nevertheless shifted Tilom15900 cn [53] in

case of the free molecule ) = 15722 cn1! according to Ref. [66]. Therefore, the inner part
R;(U) of the potential is constructed as a Morse function:

RiU) = R, — %mu + T/, (8.2)

that coincides with the gas phase potential in regions around the absorption maximum of the
B state and has its minimum energy at 15722 €mbove the electronic ground state= 0
vibrational level. The Morse parameters of this inner limb f(U) are: R. = 0.26775 nm,

3 = 20.3 1/nm andD, = 3750 cnt!. To construct the outer potential limb, the values of
AR(U) calculated by numerical integration of Eq. (8.1) are added to the valués(of).
Inverting the expressioR(U) leads to the potentidl (R) or V(R), as it is usually called. The
electronic potential of the BrAr B state is now constructed up to a valuefgf = 3200 cnt'.

For higher energies we have to replace the resonance condition. In this domain, the energy
relaxation during the first collision with the matrix changes the central energy of the wave
packet considerably, as will be described in context with Fig. 8.9. The vibrational wave packet
ends up at an energy corresponding to an excitation with a pulse which has a central wavelength
of 560-570 nm. This wave packet is resonantly probed by a UV pulse with 345 nm wavelength.
The wave packet undergoes mild energy relaxation at its new vibrational energy. The situation
is shown in Fig. 8.4b. The energy loss holds for all wavelengths from 530 to 490 nm.

We want to construct a first vibrational period of the wave packet from its inner turning
point at the time of excitation until it reaches the inner turning point again. The vibrational
wave packet is excited at a high vibrational energy close to the gas phase dissociation limit at
time 0. It crosses the probe window at time 1 and travels for a long time on the outer poten-
tial bow, according to Fig. 8.4b. There, it loses a lot of vibrational energy and falls down to
vibrational levels, that are resonantly probed by 345 nm pulses. It crégsest time 2 and
finishes a complete period until it changes direction and crosses the window again at time 3.
From spectra like the one shown in Fig. 8.48,(,, = 510 nm, Ao = 345 nm) the timing
1-2-3 can be quantified: The time interval from 1 to 2 is called,, the interval between 2
and 3 is calledAt,5. The Atys is one vibrational period of the wave packet at its relaxed vi-
brational energy. The initial oscillation period of the highly excited wave packet, however, has
to be counted from time 0O until the next time, the wave packet reaches the inner turning point
again. This time is called 2’ and is reached exactly in the middle between 2 and 3. Thus, the
initial period for the wave packet excited at 510 nnTigy=Atg +At1o+Atoy. Taking the time
Trase=At1o+ Atos=At15+ Aty + Aty as the period, causes an error. The tifigg and 7Tt
would be equal wherhty3=Aty;. This is however not the case in an anharmonic oscillator and
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D 0] wave packet is probed to the E state at
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= 051 0 at 345 nm. The arrows above the peaks
0.0 Jomd . . . . display the direction of the movement.
The first apparent oscillation period
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b) the following are shorter than 300 fs. b)
Sketch of the molecular trajectory. The
first collision with the Ar cage atoms
causes a large vibrational energy loss.
3 The molecular potential bends up at the
o) dissociation limit due to the cage (see
0 Fig. 8.6).

Internuclear Distance

Aty is shorter because of the steep inner limb and the higher kinetic energy. Unfortunately,
the time O (the pump-probe temporal overlap) could not be measured at the position of the sam-
ple in the experiment. Therefore, we follow another strategy. The constructed potential up to
3200 cnt! is used tccalculatethe timeAt,; as a function of excitation energy. The values for
Aty are about 50 fs shorter thaky,/;. This correction is short compared to the values for the

full periods. Those times are added to the timgs,+At,o that are directly determined from

the pump-probe spectra using a probe wavelength of 345 nm. The actual times are then con-
verted into squared vibrational frequencies and plotted versus Fig. 8.3. These additional
values cover the energy range between 3600 and 4700 icrnthe B state. The values are fitted

by a linear function and the fit parameters are shown in Tab. 8.2b. The analytical expression
is converted into oscillation times and once more fed into the RKR numerical routine together
with the values from fit a). When calculating the potential curve once more, the potential is
unchanged up t&s = 3200 cn! and is extended now to higher energies.

The resulting By:Ar RKR potential is shown in Fig. 8.5 (solid curve) together with the gas
phase potential from Ref. [43] (dashed curve). It is worth mentioning, that the RKR potential
is an effective potential describing the interaction of a vibrational wave packet in the B state of
Br, with the Ar host environment. At low excitation energies in the B state, the cage does not
interact strongly with the Brwave packet motion, and the energy relaxation is rather mild (see
Fig. 8.9). But at excitation close to the dissociation limit, the energy relaxation in the first round
trip has a strong effect. In this energetic range, the interaction with the cage must be strong,
since host phonons are created during one collision. The potential indicates this effect, since
oscillation periods are measured that contain the energy relaxation mechanism. The passage
times for the wave packets excited at high vibrational energies are taken before and after the
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strong first collision with the cage. Thus, one has to consider the constructed RKR surface as a
projection of a very complicated multidimensional surface, including many degrees of freedom
on the internuclear Br-Br axis.

The most prominent feature in the effective RKR potential is the lack of a dissociation
limit in the Bry:Ar potential curve. The cage effect (see section 3.2.1) does not allow for dis-
sociation of the molecules. As a result, the outer electronic potential limb depicted over the
internuclear distance bends up, as was clarified in similar studies fordolid rare gas en-
vironments [25,111-113]. Here this effect is documented fgriBrsolids. Apart from the
repulsive interaction with the matrix, an attractive interaction between Br and Ar occurs, lead-
ing to a decrease of the effective B potential surface between 0.24 and 0.36 nm internuclear
Br-Br distance. In this range, the cage seems to expand the molecular bond. This effect has also
been observed in DIM calculations of Gholecules in solid argon [219]. A simple model of
the cage environment explains the attractive and repulsive effect. The model geometry shown in
Fig. 8.6a consists of a single Bmolecule placed between the so called "head-on" atoms, that
are the nearest Ar atoms located along the elongated internuclear axis. The distance between
the center of the Brmolecule and the Ar atoms is callét),, whereas the internuclear distance
in the bromine molecule is calleBlz,_g,. The free molecule B potential is given as the thin
solid curve in Fig. 8.6b. The interaction is calculated via pair potentials in the DIM formalism,
that will be explained in section 8.3.1. As will be described later on, the Br-Ar interaction has
isotropic (, see Eqg. (8.4)) and anisotropit;(see Eq. (8.5)) components. The superposi-
tion! leads to the dashed potentials shown in Fig. 8.6b. The model with 2 Ar atoms is indeed a
crude approximation, since in reality the whole cage of 18 Ar atoms is interacting with the Br
molecule, however some effects can be discussed.

The minimum of the electronic B potential lowers by about 70 tmompared to the gas
phase value. This is the correct trend and the measured shift of the potént&z00 cnt! is
larger because it includes the full cage. The two model potentials (dashed curves in Fig. 8.6b)
bend up near the dissociation limit, expressing the cage effect. As the bromine molecule ex-

The potential of one Br atom in the molecular B state with head-on argon atom is givén py:= 1 (3V; +
V1), where r is the distance between the Br and the Ar atom. This leads to a poteffigfafthe whole system.
The potential parameters are given in Tab. 8.5 and the equations are documented in section 8.3.1.
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pands in axial direction, the repulsive character of the Br-Ar interaction governs the potential.
The numerical values depend on the distance of the Ar atoms from the molecular Bgnter

For a distance of R. = 0.5625 nm (given by 1.5 times the nearest neighbor distance in the Ar
crystal of 0.375 nm), the model B potential is shown as the short dashed curve. In a range of
Rgp._p: = 0.35 to 0.46 nm, the curve lies below the RKR potential. This is in contradiction
to experiments. If a trajectory would run on such a potential, the round trip times would be
longer than the observed round trip times. The single Ar atom seems to be too far away from
the molecule. Thus, a smaller value®®f, = 0.545 nm is also chosen in the model calculation.
The new model potential is shown as the dashed curve in Fig. 8.6b. It never lies below the ex-
perimental RKR curve. Close to the dissociation limit, it bends up too strongly compared to the
RKR curve. The model is completely static. The experimental RKR curve however includes
an outward motion of the Ar "head-on" atoms when the vibrational wave packet approaches
its outer turning point. Furthermore, the inward motion of the wave packet after the collision
with the matrix could be strongly slowed down by the so called belt atoms, as in the case of
l2:Kr [25] which is not included. This effect elongates the periods used to construct the RKR
potential. It causes a wider RKR potential than the interaction of bromine with the two atom
Ar cage would imply. A comparison of the /R values used here with the equilibrium values
R4, for the Br, B state seems to confirm the assumptions: Fig. 8.22d shows the equilibrium
positions for the first shell Ar atoms. The "head-on" atom distance is too large and has to be
diminished. Thus the trend observed for simple model potentials is confirmed.
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8.1.3 Vibrational energy relaxation

When exciting a vibrational wave packet on,BYr near the gas phase dissociation limit of the
electronic B state at 19740 crh (507 nm), the molecule does not dissociate but recombines
(section 3.2.1). This must be ascribed to the Ar cage repulsion, and the phenomenon has been
guantified in terms of an effective BAr potential in section 8.1.2. During the collision with

the cage, energy is transferred to the host by the excitation of phonons. A description of the
pump-probe spectra occurring in case of energy relaxation has already been given with help of
Fig. 2.10.

The vibrational energy relaxation is now displayed in a real pump-probe spectrum shown
in Fig. 8.4. The vibrational wave packet is excited with a laser pulse centered at 510 nm and
probed with a UV pulse centered at 345 nm. It is created by the pump pulse at position O in
Fig. 8.4. The first peak denoted by number 1 displays the outward motion of the vibrational
wave packet from left to right in direction of longer internuclear elongations. The wave packet
will spend a long time on the outer bow of the potential, hitting the cage and changing direction.
Itis again detected in its motion towards smaller internuclear distances, denoted by 2 in Fig. 8.4.
The splitting of the vibrational motion into two peaks occurs, since the molecule was excited
high above the energy.,;, at which the B state is probed. After the first round trip, the splitting
has vanished. The time interval between peaks 3 and 4 in the pump-probe spectrum corresponds
to an oscillation period at energies much smaller than the initial excitation energy. At the new
energy, the outer turning point of the wave packet coincides with the probe pogitiqror
is even smaller than that (see Fig. 8.4b). Thus, the molecule must have lost energy during
the first elongation between peaks 1 and 2, which is due to the internuclear distance and the
molecule-matrix interaction being maximal in this range.

The vibrational energy relaxation will be quantified in the following with a common probe
wavelength of 345 nm. The full series of spectra is shown in Fig. 8.7. The molecular periods are
determined for each excitation energy. The periods are called apparent periods, since window
effects are neglected in their determination. Nevertheless, the apparent periods are indicative
for the central vibrational energy of the wave packet. The first period is estimated by the time
difference from peak 1 to 3in Fig. 8.7. The loss in energy is displayed by the de€agioicel’
is monotonically increasing with the vibrational energy in the case of an anharmonic oscillator.
The most dramatic effect in the change of apparent periods occurs for excitation wavelength
from 500 to 550 nm (Fig. 8.8). The step from the first to second period is rather large, indicating
a high vibrational energy loss. Afterwards, the periods change only slightly. After the first round
trip, the molecular wave packet has lost the ability to reach large internuclear elongations and
couple effectively to the matrix. To determine an energy relaxation rate from Fig. 8.8, one has to
determine the vibrational energy loss during the first round trip. This can be done by comparing
the second apparent period with the first periods at different (lower) excitation energies.

One explicit example shall be given here: The second and following periods of the wave
packet initially excited with 500 nm (20039 crhincluding the absorption) have an apparent
period of about 300 fs. This corresponds to the first period measured for an initial excitation of
a 560 nm (18025 cmt) centered laser pulse. The energy difference from 500 to 560 nm corre-
sponds to an energy loss of 2014 chwithin the first period. This period is 573 fs long (see
Tab. 8.1). Therefore, the energy loss réke/dt is 2014 cnt! per period or 2014/0.573 cn/ps
= 3514 cnl/ps.

The error of the energy relaxation rate is estimated in the following way: The energy loss
cannot be determined better than the scan step of pump wavelengths used in the spectra (10 nm
from spectrum to spectrum). The 10 nm step width corresponds to an energy uncertainty of
+ 150 cnt! in this range. The error in the oscillation period is already given in Tab. 8.1. The
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Figure 8.7: Bro:Ar pump-probe spectra probed by 345 nm pulses, pumped from 500 to 580 nm. The
first outward motion is marked with line 1. The following inward motion is visible from 500 to 550 nm
and marked with line 2. The next wave packet recurrence is marked with line 3.

relative errors of energy uncertainty and period add up and lead to the resulting rate {3500
300) cnt/ps.

The vibrational energy relaxation rates for many different central energies of the wave
packetEy are shown as the solid squares in units of ¢&fps or as open circles for the unit
cm~!/period in Fig. 8.9. FronEg = 2600 cnt! upwards, the energy relaxation occurs during
the first round trip. Below, the rates were estimated by the decrease of the vibrationalferiod
over several periods.

For the highest excitation energies, the energy loss in one vibrational period corresponds
to almost 50 % of the total vibrational energy in the B state. For example, the wave packet
excited at 500 nm has a central energy of 4320 tabove the B state minimum and loses
about 2000 cm! of vibrational energy during the first round trip, which is more than its width
of 500 cnt!. Two observations are very surprising: Vibrational levels, unpopulated before the
strong energy loss, are instantaneously populated. Second, the population mechanism is coher-
ent, since coherent wave packet oscillations are observed after the first round trip in all spectra
(see Fig. 8.7). The lifetime of a vibrational level, or alternatively speaking its dissipation time
T, (section 2.1), is short for vibrational eigenstates near the dissociation limit and gets longer
with decreasing vibrational energy. At the free molecule dissociation limit, the dissipation time
is essentially given by the molecule-cage collision time, which will be a subject of the next
section. It is much shorter than half a vibrational period. At = 2300 cn1!, the dE/dt
= 60 cn1!/period. A vibrational period is 111 cm (300 fs) in this range and therefore, the
vibrational levels have &, of about 2 periods or 600 fs.

First, concentrate on the observation of the large energy loss of about 50 % of the overall
vibrational energy. The only way to lose vibrational energy to the matrix is the creation of
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Figure 8.9: Vibrational energy relaxation rates for BAr B state as a function of wave packet central
energyFwp in the B state. The gas phase dissociation limit at 4018'csimarked by the dashed line.
The solid squares give the energy relaxation rate in unit'¢ps (left axis), whereas the open circles
refer to the right axis with unit cmt/period. The pump wavelength is given in nm next to the data
points.
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Figure 8.10: Comparison of the energy relaxation forsBXr (solid triangles), 4:Kr (solid squares),

Cly:Ar (open squares) and CIF:Ar (open circles). The energy loss dE/dt id/psiis plotted versus the
excess energy above the dissociation limit. In the bound part of the molecular potential, it is negative.
In the case of Br and b, the energy relaxation was determined from the periods in the pump-probe
spectrum, as presented in section 8.1.3. For CIF anad &method using the picosecond envelope
function as described in Ref. [13] was applied to determine the molecular energy relaxation. The data
for Bry:Ar are reproduced from Fig. 8.9, the data for the other molecules are taken from Ref. [13]. The
inset shows an enlarged range reaching far above the dissociation limit.

crystal phonons. For example, the zone boundary phonons in Ar have the largest possible
frequency of 2 THz corresponding to 67 cth Thus, in one collision with the matrix more than
30 phonons can be created.

This is definitely far away from a regime, where the matrix is treated as a small perturbation
to the molecule. A perturbative approach based on the energy gap picture [220], is based on
molecular vibrational spacing much larger than the matrix phonon energy. In this case, the
vibrational population decays step by step, going from one vibrational leieethe next one
v — 1. The scheme is inappropriate in the situation described here.

Figure 8.10 shows the experimental energy relaxation data @ABreproduced from
Fig. 8.9 as solid triangles, compared to data 0Ki (solid squares), GIAr (open squares)
and CIF:Ar (open circles) taken from [13]. The data are plotted versus the excess energy, that
is the energy above the dissociation limit of the corresponding free molecule. In the bound part
of the potential well, the excess energy is negative. In the case,ddrgf b, the energy re-
laxation was determined from the periods in the pump-probe spectrum, as presented in section
8.1.3. This is not achieved for the other two molecules CIF and &ld a method using the
picosecond envelope function as (see Ref. [13]) was applied to determine the energy relaxation.
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Figure 8.11: Trajectory for a wave packet with,,.,, = 530 nm for Bs:Ar. a) The pump-probe spectra

for different A1, Show the in- and outward motion of the vibrational wave packet indicated for the first
two maxima by the dashed lines (arrows indicate the direction). Egch. corresponds to a distinct
Ryin (Tab. 8.3). b) TheRyin(Aprobe) are plotted versus delay timeést of the maxima (open circles).

A numerical propagation on the potential of Fig. 8.5 of a free molecule wave packet with the same
excitation conditions is given as the grey scale plot. The velocity of the returning wave packet is fitted to
the valuev shown in b).

The trend is the same for all molecules; the energy relaxation rates grow exponentially
with increasing energy above the potential minimum, resulting in a milder rise close to the
dissociation limit atF, ,...s = 0. The energy loss close to the dissociation limit occurs stepwise
per collision with the matrix as seen in Fig. 8.8. The energy loss per collision at the dissociation
limitis 30 % of the total vibrational energy fos:Kr, close to 50 % for By:Ar and close to 70 %
for Cly:Ar.

The rates for J:Kr, Cly:Ar and Bk:Ar cross atF,,...s = -1800 cnt'. There, thel; for
I,:Kr is about one vibrational period (corresponding to 370 fs). TheACIT; is two periods or
480 fs. Both values are in the same range as the 60DValue for Bi:Ar.

8.1.4 Trajectory for the first excursion of a wave packet

The first collision with the matrix contains specific information about the molecule-matrix in-
teraction. A trajectory of the wave packet shall be constructed from experimental data. For this
purpose, a set of pump-probe spectra with fixggd,, = 530 cnT! varying A,,obe iS €xamined.

As explained in Fig. 8.4, one can construct the history of a wave packet from the signature in
the pump-probe spectrum. At every time delay, the wave packet crosses a probe window at
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Table 8.3: Ryin(Aprobe) for different ... The construction is done via the probe resonance condition.
The values are from the experimental RKR potential from Fig. 8.5.

)\probe [nm] Rwin(Aprobe) [n m]
339 0.326
342 0.334
345 0.342
348 0.353
351 0.363

a given probe positio®,,;,. A maximum in the pump-probe spectrum indicates the arrival time
of the wave packets center. Variation f;... leads to a scanning dt,;,. From the arrival
time, a construction of the wave packet center trajectt) is possible. This was shown in
Refs. [13,25] for the case of.Kr and is repeated here for the case of:Br. Table 8.1 gives the
resonant probe wavelengths for distinct excitation energies. From the excitation energy being
resonant with\ ... used in Fig. 8.11a, the calculation &%, is done using the constructed
RKR potential curve shown in Fig. 8.5. The values i, (Aprone) are given in Tab. 8.3.

In Fig. 8.11a, the vibrational wave packet passesihg= 0.326 nm corresponding to
339 nm probe wavelength first at 88 fs delay in the outward direction and returns at 289 fs in in-
ward direction (indicated by the arrows). The valuesigy, are plotted versus the delay time
of the maxima in the pump probe spectra as open circles in Fig. 8. THe connection be-
tween successive points represents the experimental trajectory of the wave packet excited with
Apump = 530 Nm. The first outward motion is accomplished in about 170 fs. The inward motion
is however not symmetric to the outward motion, as one would expect for a free oscillator. The
wave packet returns to the inner turning point in a similar fashion as it had moved out. How-
ever, the slope of the trajectory becomes flatter afterwards indicating a strong deceleration after
200 fs. This is a contradiction to an expected further acceleration of a free wave packet when re-
turning on the outer potential limb. From the slope of the data points (dashed line in Fig. 8.11b),
one can derive the velocity in the time range from 200 to 300 fs to$€0.22+ 0.05) nm/ps.
This corresponds to a kinetic energy of (8020) cnt!. The velocity of the wave packet in
the first outwardmotion is about a factor of four higher in the range of interest. The second
excursion of the wave packet between 490 and 590 fs in Fig. 8.11b also indicates the energy
loss, since the second excursion does not reach as high valliegsothe first excursion.

What causes the asymmetry in the first excursion and especially the further deceleration
in the inward motion after 200 fs? Clearly, the;Bnolecule collides with the cage atoms at
the outer turning point and loses vibrational energy, due to the creation of phonons. But the
deceleration after 200 fs requires the interaction with other cage atoms, since the wave packet
has already undergone the collision with the cage. Unfortunately, no theoretical trajectories for
Br,:Ar are available yet. The system.@Ar, that is very similar to our experiment (double-
substitutional site in the matrix because of similar Van der Waals radii) is well understood
theoretically. In Ref. [84], trajectories of CAr are excited near the free molecule dissociation
limit. It is shown that, while the molecular bond expands in the first excursion, the so called
belt-atoms (atoms numbered 5 in Fig. 3.6) move in between the chlorine atoms and hinder the
reformation of the molecular bond. The molecule hasefmel the belt atoms when returning
to small elongations. The same mechanism was proposeglfarih Refs. [13, 25, 28 The

2The absolute time zero of a pump-probe spectra can not be determined. Thus, the spectra are adjusted until
the first maximum lies on the ridge of the calculated wave packet distribution (density plot in Fig. 8.11b).
3The L, velocity after the collision is 0.24 nm/ps [28]. That is very close to the correspondingeBicity.
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Figure 8.12: a) Electronic potential energy scheme gKlIr. b) Pump-probe spectra of the A state upon
A (dashed) and B” (solid) excitation. The B” wave packet undergoes an electronic transition and is

probed in the A state.

interpretation for J:Kr is strongly supported by recent normal mode calculations in Refs. [31,
33]. To adapt the terminology for BAr, the wave packet slides down the potential B state
surface with minor kinetic energy (about 80 thhuntil it has pushed away the belt atoms and
is released to move to the inner turning point.

The free molecule wave packet propagated numerically (see appendix) on the experimental
RKR potential (Fig. 8.5) is compared to the experimental trajectory now. The population of the
wave packet is shown as the density plot in Fig. 8.11b. The first excursion in the calculation
was actually used to scale the delays of the different spectra. One immediately realizes the
fact that the simulated wave packet seems to travel to larger bond elongations compared to
the constructed trajectory (open circles). The origin for this behavior lies in the construction
scheme of the RKR potential. The full experimental vibrational periods are used to generate
the potential. The experimental periods included all the retarding effects like collision and belt
repulsion. In the trajectory, the first excursion is asymmetric: the wave packet quickly collides
with the matrix and needs a rather long time to return after it has reached is maximal elongation.
The RKR algorithm assumes a symmetric excursion and thus shifts the potential barrier to larger
internuclear distances in order to account for the longer second half of the period.

Energy relaxation and nonadiabatic transitions

The energy relaxation forIKr is very well documented [25, 27]. As mentioned above, the
same belt modes play a role in the vibrational motion of the chromophore when excited at high
vibrational levels. For this case we also studied combined nonadiabatic transitions to other
states which were accompanied by strong vibrational energy relaxation. These were observed
for 1,:Kr (also measured by the author), which shall be described now.

The I, dynamics were probed on the A state by a laser pulse centered at 387.5 nm, inducing
a transition to thes CT state. The corresponding electronic potential energy scheme is given
in Fig. 8.12a. When directly exciting the A state by pumping with 670 nm, the typical A state



120

Chapter 8. Discussion of ultrafast dynamics

wave packet dynamics of the iodine molecule are visible (dashed line in Fig. 8.12b). When
exciting the B” {¢11,) state with a 480 nm centered pulse, no population should be detected in
the A state, and this is true for the first picosecond. After the first round trip, the B” excited wave
packet shows up in the A state (solid line in Fig. 8.12b) and its dynamics are identical to the A
state excited wave packet. Therefore, the B” wave packet must have undergone an electronic
transition to the A state within the first oscillation. Furthermore, it lost a lot of vibrational
energy. It fell below the dissociation limit of the A state (as the initially on A excited wave
packet). The B” state is repulsive for the free molecule and has the same dissociation limit of
about 12000 cm! [176], thus the energy loss is circa 8000¢ngl eV!) during the first period.
Since pronounced oscillations are visible afterwards, the molecular wave packet coherence has
survived this strong energy loss and an electronic transition.

The electronic transition leads to a spin flip from a B” state with spitiDstate) to a triplet
state A with spin 1 (A is &Il state). The potential energies of the two states are parallel and
close for large internuclear distances, as shown in Fig. 8.12. Therefore, the transition region
is not obvious. A well defined crossing of two states defines a local transition with better
coherence transfer properties [221]. Nevertheless, clear wave packet dynamics in the A state
are observed afterwards, indicating a coherent wave packet transfer. The transition is triggered
by the molecule-cage collision similar to the ultrafast spin flip on CIF in Ar [16, 17]. It shows
the extraordinary coherence properties of small molecules in rare gas matrices, which shall be
discussed in the next section.

Coherent energy relaxation

The Br, vibrational wave packet loses up to 50 % of its total vibrational energy in the first
vibrational period. An intuitive picture of the relaxation process can be extracted from the ex-
perimental trajectory in Fig. 8.11b following the arguments foKi published in Ref. [28].

The experimental data points of the trajectory covers the internuclear distance from 0.326 to
0.363 nm according to Tab. 8.3. The wave packet enters the region of interest at R = 0.326 nm
with a kinetic energy of 1450 cmi (18944 cm! total energy from excitation at 530 nm minus
17500 cnt! potential energy on the RKR B state). It leaves the region with roughly 100 cm
kinetic energy. Thus it has lost 1350 chnof kinetic energy in the region of interest. The ve-
locity v given in Fig. 8.11b is constant betweg;,= 0.326 and 0.342 nm. Those internuclear
distances correspond to a potential energy difference of 570 carresponding to approxi-
mately 5 vibrational levels. Those levels are populated in the time interval of 220 to 290 fs
i.e. within 70 fs. This time is much shorter than a vibrational period of 280 fs in this range.
Therefore, those 5 levels are coupled coherently by this pulsed collision. The collision is well
defined in time and internuclear distance. The coherent superposition of new vibrational levels
initializes a well specified wave packet with coherent oscillations that produce the pronounced
dynamical features. In this context, it is reasonable to state that "collisions transfer coherence”
(the title of Ref. [28]) from initially populated levels to lower lying levels not populated before
the collisions.

A well defined cage-molecule interaction has been found. Distortions for example from the
thermal fluctuation of the crystal atoms are smaller than the molecular elongations. In addition,
the cage distortions induced by the molecular motion seems to be sufficiently similar for all
molecules in the ensemble.

Thus, small molecules in rare gas matrices provide a very unusual behavior considering the
T, andT; times introduced in section 2.1; generally, the phase relaxatigprocess) is thought
to be much faster than the energy relaxatidn grocess). Eq. (2.8) states a connection of the
two processes based on the model in Refs. [121, 122] that predicts the dephasing rate to be at
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least half the dissipation rate (Eq. (2.8)). For an excitation in high vibrational levels, ;ABr

T, is less than one period, however coherent wave packets can be observed afterwards, such
that 75 lasts for several oscillation periods. That is very different from the situation treated in
Refs. [121, 122]. As stated before, the collision process is well defined, therefore statistical
models are not appropriate in the description.

8.2 Methods to determine coherences

8.2.1 Wave packet focusing and vibrational coherence

The vibrational wave packet focusing scheme to deduce vibrational dephasing was introduced
in section 2.3.3. The experimental results are presented in section 7.1.4. Pump-probe spectra for
six different chirp parameters are collected in Fig. 7.14. The chirp parapfetes determined

from the measured pulse length according to Eq. (4.10) and one yields the focusirg,fime
using Eq. (2.15) Ty, = — 72—

The oscillation period of the wave packet is determined in the pump-probe spectrum and
has a value of" = 283 fs corresponding to a frequencyof 3.53 THz or 118 cm!. The
anharmonicity ofw.z. = 1.54 cnt! for the B state of By is taken from the value ofi in
Tab. 8.2a, converting it into the right units and expressings4 - w.x.. The value has been
calculated by the experimental RKR potential and is only 5 % smaller than the gas phase value
of the ™Br®'Br isotope. Therefore, the gas phase potentials will be used for the simulations
throughout. The calculatefl,,, are shown as solid circles in Fig. 8.13.

From Fig. 7.15 one can determine the approximate time of best modulation contrast (which
is equivalent tdl;,;). These times are shown by solid squares in Fig. 8.13. The modulation
contrast can be determined only within one molecular period. Fig. 8.13 shows an agreement of
calculated and experimental valuesIgf; as a function of the chirp parametér Obviously,
focusing according to the relation given by Eq. (2.15) has been achieved. Now, it can be applied
according to the scheme presented in section 2.3.3. Fig. 2.11 presents the strategy; the pump-
probe signal background &, is used to determine the vibrational dephasing tEFgL’%h.

A typical pump-probe spectrum of Bm solid argon is given by the solid line Fig. 8.14a.
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Figure 8.15: a) Simulated Wigner plot of free Bwith negatively chirped excitation gf =-1.78 fs cm
at the first minimum in pump-probe spectrum at 280 fs. b) The projection of a) onfd #xé&s. c) and
d): Wigner distribution and projection onto R at t = 1350 fs (at pump-probe minimum cl@sgteorm
Fig. 8.14). Excitation center wavelength: 567 nm.

The overall average signal decay can be understood in terms of the energy relaxation funnelling
the wave packet out of the probe window on the B state. In addition, the modulation depth of
the oscillations decreases with time. The increasing background has to be decomposed into two
contributions: The dispersion of the wave packet in the anharmonic potential energy surface and
the irreversible dephasing of the vibrational wave packet due to its interaction with the rare gas
environment. The dispersive broadening of the wave packet is already included in simulations
dealing only with a free Brmolecule. Such a simulation is shown as the solid line in Fig. 8.14b.
The average signal does not decay since no energy relaxation occurs. The modulation contrast
however decays due to dispersion of the vibrational wave packet excited with similar pulses to
those used in the real experiment.

The separation of dispersion and vibrational dephasing using the focusing scheme was pre-
sented in section 2.3.3. Fig. 8.14b shows a simulated pump-probe spectrum with a wave packet
excited initially by a chirped pulse gf =-1.78 fs cm (dashed curve). The modulation contrast
in the beginning is not very pronounced compared to the solid line. The negatively chirped
pulse was stretched from its Fourier limited duration of akvaf = 30 fs to a duration of about
AT =160 fs, which broadens the initial spatial distribution of the wave packet over a large in-
ternuclear separation. This fact is reflected in the Wigner distribution in Fig. 8.15a. The wave
packet spreads over the entire phase space. The projection onto the internucléaf Rxs
shows a rich interference pattern. At the outer turning point at about 0.32 nm some signal is
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left, while the main part of the signal is localized at the inner turning point. However the wave
packet contains the right phase information to reach its Fourier limited width at the focusing
time 7,,,.. Indeed, the focus can be observed in the dashed spectra in Fig. 8.14b and at about
1.2 ps the modulation contrast reaches its maximum. No background on the minimum of the
modulations is visible. Since in the simulation (and also in the experiment) the wave packet is
probed at the outer turning point, the completely vanishing signal at the minima in the dynamics
indicates a perfect localization at the inner turning point without any population reaching to the
outer one. This is reflected in Fig. 8.15c and d). The wave packet is compact and shows no
remaining amplitude at the outer turning point.

The dashed experimental spectrum is shown in Fig. 8.14a, however, it contains a background
atT,,.. The spectrum was measured with a negatively chirped pump pul$e=ofl.78 fs cm
in accordance with the simulation. The initial wave packet dynamics are very similar to that in
the simulation: The modulation contrast is the same and reduced with respect to the unchirped
excited pump-probe spectrum. The modulation contrast is improving, until it reaches an op-
timal contrast at about 1.3 ps. The signal does not vanish in the minimum of the oscillatory
dynamics. Higher order chirps and higher anharmonicity can be excluded. The background
must be attributed to th@ephasingf the vibrational wave packet in the course of its evolution
on the electronic B surface. We have implemented the scheme to separate the dispersive and
dephased contributions to the background: By focusing, the dispersion can be over@gme at
However, the dephased parts cannot be focused and show up in the backgroynd at

A systematic increasing of the negative chirp shifts the focusing tiffyg<o longer delays
in the pump-probe spectra according to Fig. 8.13. Thg was varied from O to 1.6 ps and
for each’,, the background was measured. The different pump-probe spectra are presented in
Fig. 7.15. After about 2 ps all spectra and even those with a strong negative chirp in Fig. 7.15
show the same background. Therefore, this background originates from dephasinde-The
phasedbackground is shown in Fig. 8.14a as the grey shaded dashed line. By normalizing
the background line to the average signal of any pump-probe spectrum (correction for energy
relaxation), a monotonically increasing line with an exponential rise time of 3 ps is obtained.
This rise time is the vibrational dephasing time of the molecular vibrational wave packet of
Ty, = 3 ps. This corresponds to eleven molecular peribas 280 fs each.

An important consequence is that all phenomena that require vibrational coherence (for
example the fractional revivals) will have decayed after 3 ps. This is crucial for the next section.

8.2.2 Control of fractional revivals and electronic coherence

The fractional revivals were introduced in section 2.2.3. The full revival titpeof the Br,
molecule is 21.08 ps. The higher the order of a fractional revival, the harder it is to observe it,
mainly because of two reasons:

¢ In order to observe a/n revival, where n is 2,4,6,8,... , one has to coupje + 1
vibrational levels coherently by an excitation pulse. Thus, a large pump pulse bandwidth
is needed.

e The oscillation period associated with An revival is the fundamental oscillation period
T of the anharmonic oscillator at the given excitation energy divided /2y The probe
pulse has to be short enough to resolve the structure.

Figure 8.16a shows quite a broad pump pulse spectral shape achieved in the experiment. It
is compared to the vibrational level structure of the freg olecule. The width (FWHM) of
the almost Gaussian experimental pulse profile is 635'¢coentered at 580 nm (17240 ch).
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Figure 8.16: a) Pump pulse spectral profile of the excitation pulse used in the revival experiment. It
contains four vibrational eigenstates of the, Brstate within the FWHM. The probe position for the
simulated transient shown in b) was chosen tdhg, = 0.316 nm. The simulated pump-probe spectrum

(see appendix) for the free molecule shows a revival structure. The oscillatory structure decays due to
dispersion of the wave packet in the anharmonic potential. It has vanished at 3 ps. From 3 ps to 4 ps (see
inset in b)), the threefold vibrational frequency shows up in the pump-probe spectrum. This corresponds

to the 1/6 revival. After 10.5 ps, the fundamental period is visible again. This corresponds to a so called
half revival T}, /2.
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Figure 8.17: a) Unchirped excitation. Revival pattern for a pump pulse described in the text probed in
the range of the outer turning point. b) Same conditions as in a) but widgativeexcitation chirp of
-2.9 fs cm. ¢) Same conditions as above but wigoaitiveexcitation chirp of +2.9 fs cm.

The vibrational levels = 7,8,9 and 10 are covered by the pulses FWHM. A simulation of a
pump-probe spectrum, based on the experimental pulse was done. The probe pulse was located
at R.;, = 0.316 nm close to the outer turning point of the vibrational wave packet. The result
is shown in Fig. 8.16b. The wave packet oscillates with a vibrational peri@d=o260 fs. The
initial vibrational structure disperses until, at 3 ps, it has completely vanished. From 3 to 4 ps,
dynamics exhibiting'/3 can be observed (see inset in Fig. 8.16b). This structure corresponds to
a 1/6 revival as was explained in section 2.2.3. The signature of the 1/8 revival with T/4 seems
to be missing. This is due to the fact that only four vibrational levels are contained within the
FWHM of the pump pulse. Further levels in the wing are not sufficiently populated. In order to
effectively observe the 1/8 revival, the pulse would have to be broader to cover five levels.

The earliest fractional revival observable in the experiment would be the 1/6 revival from 3
to 4 ps. The calculation of the exact revival time leads to an appearafi¢g/ét= 21.08 ps/6
= 3.5 ps in accordance with the simulation. The experiment was carried out according to the
simulation and a 600 nm probe pulse with a time resolution of less than 30 fs was used. But no
trace of a 1/6 revival could be observed. The reason is the vibrational dephasing time, which was
determined to b& ", = 3 ps in the spectral range pumped. The fractional revival relies on the
vibrational coherence of all levels which are required to generate it. Since this coherence decays
before the 1/6 revival has even started, it is not observable in this way. A method to advance
the fractional revival features in time was presented in section 2.3.4 and will be quantified with
realistic laser pulse chirps in the following.

Figure 8.17a shows the simulated pump-probe reference spectrum for excitation described
in connection to Fig. 8.16b (no chirp). Fig. 8.17b corresponds to a negatively chirped pump
pulse withp’ = —2.9 fs cm. The pump pulse is stretched to a duration of 300 fs. The negative
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chirp produces a focus of the wave packefgt =2.2 ps. The initial vibrational pattern and the
revivals are shifted by 2.2 ps to later times. Obviously, the negative chirp induces a general shift
forward in time in the propagation of the vibrational wave packet. The effect has never been
recognized in this way before. The previous wave packet focusing literature [80, 82, 83, 127]
concentrates on the effect of the dispersion compensation only. What happens in the positive
chirped excitation? The pulse duration of 300 fs is much longer than the vibrational period of
265 fs. However, all revival structures that appear in the unchirped case also appear here, but
at different times. The revival structures are shifted again by 2.2 ps but now to earlier delays
in contrast to the negative chirped excitation. Indeed, Eq. (2.15) can be used universally, for
a positively chirped excitation it gives a negatig,. . Negative times do not appear in an
experiment but if one shifts the time zero of the spectrum in Fig. 8.17a to -2.2 ps, indeed the
spectrum in Fig. 8.17c is obtained. The 1/6 revival, that occurs around 3.5 ps with no chirp, is
now shifted to (3.5 ps - 2.2 ps) = 1.3 ps for positive chirped excitation.713‘@"&1 as a property

of the molecule-matrix interaction is not influenced by the excitation conditions. Thus, for a
positive chirp there is a chance to observe a fractional revival even in a solid environment with
rather shorf )", of the molecular guest.

The result of an experiment performed with a positively chirped pulse is shown in Fig. 8.18a.
The pulse duration was confirmed to be abdut = 300 fs in a cross-correlation experiment
with the probe pulse at 600 nm. The Fourier transform limited duration of the 580 nm pump
pulse is calculated to bAr, = 23 fs. With Eq. (4.10), a positive chirp of = 2.9 fs cm is
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Figure 8.19: a) Wave packet population density as a function of internuclear distance and time. The wave
packet was excited with a positively chirped pulse, used in the experiment described above. b) Pump-
probe transients calculated by integrating the density along a window of corgtanat 0.322 nm

(solid) and 0.328 nm having a width R;,, of 0.011 nm.

derived. The positive chirp was accomplished by introducing plates of fused silica into the
pump beam. The amount of chirp and the resulting pulse stretching given by the amount of
material was calculated and compared to the experiment. A perfect agreement was found.

The spectrum in Fig. 8.18a shows modulations WifB of the fundamental period T. This
tripled oscillation frequency is the clear signature of the 1/6 revival. The frequency is superim-
posed on the fundamental oscillation frequency. Trend7/3 contribution depend sensitively
on the probe position, according to the simulations. For the simulation of the advanced 1/6
revival in Fig. 8.18a the probe windo®,;, was chosen to optimize reproduction of the exper-
imental transient.

The background of the sensitivity dty,;, is illustrated in Fig. 8.19a. It displays the time de-
pendence of the vibrational wave packet under the experimental excitation conditions described
above. The pulse duration of 300 fs is reflected in the unstructured wave packet passages close
to zero time in Fig. 8.19a. Indeed, 300 fs exceed one vibrational period, which results in a rather
complicated wave packet pattern already during the excitation. Fig. 2.7a shows as a contrast the
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propagation of a BrB state vibrational wave packet excited by an unchirped pulse of about
30 fs duration. The outgoing and ingoing wave packet traces are clearly distinguishable in this
case.

To simulate an experimental pump-probe spectrum, the wave packet density form the grey
plot in Fig. 8.19a is integrated in a Gaussian probe window with ceRter and AR, for
different timest. The spectra for two Gaussian windows in the internuclear coordiRates
reproduced in Fig. 8.19b. The width of the probe winddw,;, was chosen as 0.011 nm,
which is a realistic parameter when taking the bandwidth and difference potential curvature into
account (Fig. 2.14). The temporal resolution of the probe pulse is neglected in the simulation,
since the probe pulse duration is shorter than the expected features in the pump-probe spectra.
The dashed line represents the pump-probe spectrum when the molecular population is probed
at R,;, = 0.328 nm, showing" and T/3. However, the relative positions of the peaks do not
agree with those in the experiment. Probingzat, = 0.322 nm, yields similar dynamics with
T andT/3 components. The peak positions are now in good agreement with the experiment
up to about 1.2 ps, as shown in Fig. 8.18b. In addition to the temporal position of the revival
features, the relative intensities are also reproduced quite well. This indicates that the chosen
probe window is in agreement with the experimental one.

A precondition to observe a 1/6 revival structure with a threefold oscillation frequency is
a coherent coupling of four vibrational levels (section 2.2.3). Since the experimental spectrum
is consistent with the theory for 1.2 ps, we can deduce that the dephasing time of this four
vibrational levelsT};, , will last about 1.2 ps and we defiffg, , ~ 1.2 ps.

8.2.3 Electronic dephasing

The question of electronic dephasing is addressed here. Fig. 8.19 shows the absolute square
of the wave packet as a function &f and¢. The positively chirped pulse is prolonged by a
factor of ten to 300 fs and exceeds the molecular vibrational period of 265 fs. During the long
pulse-molecule interaction, no fundamental molecular vibrational period is visible in Fig. 8.19.
The time evolution generates the interference structure observable as the fieaadd/3,
however, only if the imprinted phase of the vibrational levels follows the chirp .

Fig. 8.20a and b show the time sequence in which the different vibrational levels are pop-
ulated during the course of a positively chirped pulse. The phase of each vibrational level is
given by the chirp parameter of the pulse. The exact timing of the vibrational levels predeter-
mines the evolution of the spatial and temporal interference structures of the wave packet. An
electronic dephasing process shifts either the relative energy between electronic ground state
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Table 8.4: Time constants used in this thesis.

Symbol Description Value

T molecular period e.g. 300 fs for\,ymp = 560 Nnm on Bs:Ar
Taisp dispersion time depends ooz, andAE
Trev revival time 21.08 ps for By
Topt focusing time depends o’ andw, .

T dissipation time 0.6 ps at\,,mp = 560 Nm on Bg:Ar
Ty, vibrational dephasing time 3 ps at\pump = 570 Nm on Bg:Ar
Ty.on | Vibr. deph. time of four vibr. levels =~ 1.2 pSApump = 580 nm on By:Ar
Tsn | electronic deph. time in B— X >0.3ps

and excited state\ £) or their relative internuclear positior\(®) and in general both (section

2.1). If such an event would occur during the excitation of the levels, the phase sequence of
the vibrational levels would be distorted. A changedf andAR in a statistical way over the
molecular ensemble probed (as usually meant by dephasing), would smear out the evolution of
the interference structures.

Since we achieve the interference pattern of the full chirp in the experiment according to
Fig. 8.18, itis clear that in our example, , is longer than the pulse duration of 300 fs. Thus
monitoring the evolution and persistence of the vibrational interference pattern versus increased
chirp parameters’ (and thus pulse length) also provides a means to dé@@l. Typically
Tl is expected to be the shortest of the dephasing times with values on the order of 100 fs in
multidimensional systems. In our case, it is longer than 300 fs while it still may be shorter than
the vibrational dephasing times of some ps.

Before comparing the data to other methods, we summarize all times that have been used
up to now in Tab. 8.4.

8.2.4 Comparison to other methods

The vibrational dephasing can be observed directly by pump-probe spectroscopy in weakly
coupled cases. There, the revival tinles, are much shorter than the dephasing tirﬁge%h,

and the latter can be determined by the revival modulation contrast [76, 77, 148, 222]. For
the very interesting and often appearing casé,of > nggh > T the novel focusing scheme
presented here (section 8.2.1) has to be applied to separate dephasing from dispersion in order
to determinel}h, .

Besides pump-probe spectroscopy and its extension by the focusing method, nonlinear spec-
troscopic techniques allow for the determination of vibrational dephasing constants. Coherent
Antistokes Raman Scattering (CARS) [158, 223—-227] and Resonant Impulsive Stimulated Ra-
man Scattering (RISRS) [228-238] were used to prepare ground state vibrational wave packets
of molecules in condensed medis&ARS can also be used to measure the vibrational dephas-
ing on an excited electronic state by interfering excited state and ground state wave packets.
However a longer lived electronic coherence compared to the vibrational coherence is needed
in this method, which is generally not the case. The same problems arise for Phase Locked
Pulse Pair (PLPP) spectroscopy [159, 160, 239-245] and related techniques [246—250]: wave
packets are interfered between ground and excited state, involving the electronic coherence of
that transition. CARS and PLPP methods are thus ideally suited to determine the electronic
dephasing constants and present an alternative to the positive chirp scheme (section 8.2.3).

4The focusing method invented here is not applicable to the electronic ground state of a molecule.
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8.2.5 Comparison to other dephasing constants
Vibrational dephasing times

The vibrational dephasing time of free Bmolecules B state in a cooled gas jet extends into
the range of several hundred picoseconds and is mainly induced by vibration-rotation coupling
[35, 36]. Ultrafast data for vibrational dephasing times of Brcondensed phase other than
those presented in this thesis are not available. A variety of experimental and theoretical data
exist for the } molecule in different hosts.

The vibrational dephasing in the ground state,ohlsolid argon [29, 30, 32,33] and krypton
[31] has been studied by CARS in the Apkarian group. In the case f $olid argon, a
vibrational dephasing time around 10 ps was reported in Ref. [29]. The dephasing rate increases
linearly withv. The dephasing time decreases from about 10 ps=at4 to 2.5 ps atv = 14
(see Fig. 5 in Ref. [30]). The variation of the vibrational dephasing fd¢rlin the ground
state with vibrational quantum numberand temperature has been tested in Ref. [31]. The
rate increases with second and fourth power ahd and the corresponding time is 100 ps for
v = 1 and 33 ps fon = 6 (see Fig. 8 in [31]). The authors discuss the different behavior in
solid Ar and Kr and state that it reflects the interaction potential of the ground statthithe
cage. The cage is tight in the case of Ar, thus the molecule "feels" a very repulsive potential,
whereas the cage is looser in Kr and the molecule samples a flat potential "locally quadratic
and quartic" [31]. The fact of the tighter Ar cage in comparison with Kr does result in a faster
dephasing. At comparable temperatures and vibrational eigenstates, the dephasing rates for Ar
are approximately one order of magnitude larger than in the Kr solid.

Pump-probe spectroscopy conducted in rare gas solids delivered dephasing times of several
picoseconds for wave packets on the B state,d0-28, 33, 81, 83]. However, the disper-
sion was not separated from vibrational dephasing (as applied in section 8.2.1) and therefore
an exact determination dfgg‘gh is not possible. Changing from ground state X to the electroni-
cally excited B state increases the molecule-host interaction: the molecular equilibrium distance
grows roughly about 10 percent in the<B— X transition. Furthermore, the halogen rare gas
interactions depend on the molecular state [86, 109] as will be demonstrated in Fig. 8.22. Thus
the iodine atoms come closer to the nearest cage atoms. Keeping that in mind, the vibrational
dephasing time in the B state of BAr of 3 ps determined in this thesis is reasonable compared
to the L:RGS ground state results.

Apart from a change in the molecular state ptthe host local density was varied in a series
of experiments by the Zewail group [76, 77, 148, 187, 251-253] motivating theoretical studies
by V. Engel, C. Meier and coworkers [78,254—-257]. The authors determine vibrational energy
relaxation time</; and vibrational dephasing timé&$ as a function of rare gas pressure. The
behavior of 7, (corresponds td’ggl‘;h in the nomenclature used here) with rising pressure is
nontrivial. Two processes induce a dephasing of the vibrational levels: collisions and vibration-
rotation coupling. The freg Imolecular rotation is not blocked in contrast to the model system
described in this thesis. In the binary collision modg],scales linearly with the collision
time [258, 259], whereas the trend is reversed for the vibration-rotation dephasing [260]. The
vibrational dephasing time scales from typically infinite values at O bar rare gas pressure to 1 ps
at 2 kbar pressure (examples for He as buffer gas).

The results for Ar buffer gas [77] are now compared to those in the solid phase. The solid Ar
environment used in our experiments has a number density of 27. hExtrapolating Zewails
experiment linearly to the solid Ar density, yields a time constant shorter than 250 fs [77]. This

5The mass density of solid Ar at 4 K is 1.771 gfenBince Ar has a mass number of 40, 1.771/40 mol of Ar
are inside one cf This corresponds to 27 atoms/fiim
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value is one order of magnitude shorter tﬁggf)h = 3 ps for B :Ar. The wave packet excitation

in the k:(gas Ar) case was accomplished near the potential minimum. In our experiment, the
wave packet was excited half way between the minimum and the dissociation limit. Thus, the
dephasing times of Brin solid Ar near the minimum of the B state are expected to be even
longer than 3 ps and the difference to the high pressure buffer gas is more dramatic.

The effect of a highly symmetric environment upon molecular processes has been proved
before for the molecular predissociation. The predissociation ratammbuffer gases increases
linearly with density [76, 148]. Even in liquid environments, this law is obeyed [23, 149, 150].
However, in the highly symmetric cages of a even denser rare gas matrices, predissociation
is efficiently suppressed [26, 27]. The vibrational motion in the double-substitutional site is
well guided by the environment and the molecules moves like a piston in a cylinder. At same
number densities in high pressure gas phase or liquids, the environment shows less order and
collisions with nearest neighbors will occur more frequently, leading to higher vibrational de-
phasing times.

Electronic dephasing times

The electronic dephasing tirﬂ%}sph > 300 fs (section 8.2.3) is compared to the times resulting
from line widths in the excitation spectrum of BAr (Fig. 3.8). The width of the Zero Phonon

Line (ZPL) in the range around an excitation wavelength of 580 oim=( 10) is 15 cnr'.

Taking this as the FWHM of a Lorentz profile a time constant of 350 fs is derived. The line
width for thev” = 1 level of 6 cnT! corresponds to a time constant of 900 fs. Besides electronic
dephasing, also vibrational dephasing and inhomogenous broadening can contribute to the ob-
served line width and its broadening with increasingrhus, the 350 fs are again a lower limit

for the electronic dephasing tinig, , . This is consistent with our result in section 8.2.3.

Concerning ultrafast spectroscopic techniques, no experiments on the electronic dephasing
of Bry in solvents are available. Recent unpublished PLPP experiments in the Schwentner
group show that the electronic dephasing time in the-B X transition of Ch:Ar is longer
than 2 vibrational B state periods with= 220 fs. The ZPL lines in the excitation spectrum of
Cly:Ar [56] show widths similar to the BrAr ZPL.

CARS spectroscopy on In solid Ar and Kr do not show any coherences involving a propa-
gation on the excited B state. Therefore, it was stated that the electronic coherence between the
B and X state is shorter than one molecular period of 300 fs [29-32,34]. An excitation spectrum
for I, in rare gas solids has never been published to our knowledge.

In addition, to the experiments mentioned above, the electronic coherengevas lalso
determined in photon echo experiments [224,261]. They were carried out in gaseous rare gas
environments by Dantus and coworkers [262]. Typical number densities in those experiments
ranged up to 10° /nn?, i.e. four orders of magnitude lower than for the solid Ar density of
27/nm¥. The electronic dephasing time at such densities in Ar was determined to be about 40 ps
and the corresponding rate increases linearly with higher density. A linear extrapolation to the
number density of solid Ar yields an electronic dephasing time of less than 2 fs. Compared to
our result for bromine in solid Ar, this is more than two orders of magnitude too short. The
authors use a collision based model to explain the trend in the low density experiments. The
electronic phase in the transition is disturbed when an Ar atom passes at a certain distance
changing the potential energy difference of the-B- X transition. The interaction time in
the collision is estimated from the Ar velocity (at room temperature) and an interaction length
which is 1.2 nm (much larger than the Van der Waals radii). This ballistic model seems to be
completely inappropriate for the solid Ar case. Many atoms are included in the 1.2 nm shell
around the chromophore (the lattice constant is 0.35 nm in an Ar crystal). However, the high
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density of atoms in the low temperature crystal is spatiatlyd Only a change of their position
induced for example by the phonons can results in a variation of the molecular transition energy,
which leads to electronic dephasing.

8.3 Coherent phonon dynamics

The experimental data presented in section 7.2 strongly indicate a close similarity of the host
induced phenomena fos in solid krypton and Byin solid argon. Therefore, the host induced
dynamics of the two systems will be discussed simultaneously. First of all, the main obser-
vations from section 7.2 are collected. The 650 fs oscillationilkrispectra and the 500 fs
oscillation in Bk:Ar spectra are attributed to host induced dynamics for the following reasons:

e The oscillation does not show any sign of dispersion expected from anharmonicity. The
intramolecular states fog:Kr and Br:Ar are anharmonic oscillators; therefore, the dy-
namics cannot be assigned to any molecular state.

e The two frequencies for BrAr (fp = 2 THz) and b:Kr (fp = 1.5 THz) are quasi
monochromatic and the line width is only limited by the observation time window (see
Figs. 7.19, 7.23). For all intramolecular wave packets, energy relaxation occurs. Taking
the anharmonicity of molecular electronic states into account, the vibrational relaxation
will result in a shortening of the wave packet period in the course of the propagation. This
once more excludes an intramolecular origin of the oscillations.

e The 650 fs (J:Kr) or 500 fs (Bk:Ar) oscillation is observed when exciting at many dif-
ferent energies in the B state of the respective molecule (see Figs. 7.17 and 7.22) and also
when exciting the electronic A state (see Figs. 7.18 and 7.20).

The 650 fs or 500 fs oscillation cannot be assigned to intramolecular vibrational wave packet
dynamics when considering the evidence given above. If the dynamics are not molecular vibra-
tions, the only origin can be a coherent vibration of the host that imprints its dynamics on the
molecular pump-probe spectrum.

The facts collected in section 7.2 give clear evidence on what kind of host mode is respon-
sible for the coherent dynamics, reflected in the 650 §K¢) or 500 fs (BrAr) oscillation.

Figs. 7.19 and 7.23 show Fourier transformations of pump-probe spectra measuredAor Br
and b, :Kr respectively that are compared to the phonon dispersion relation of krypton and argon
in Fig. 8.21.

Figure 8.21 shows the dispersion relation for sétidr (solid circles) and solid®Ar (solid
squares) on the left side. The data were obtained using the technique of neutron scattering.
The solid Ar data were published in Ref. [11]. The isotope used in those experiments was
36Ar because of its high neutron scattering cross seétiblmwever, in our experiments Ar in
natural abundance, consisting mostly*®r, was used. The phonon frequencies have to be
shifted by,/36/40 to account for the mass difference. The frequency of the Zone Boundary
Phonon (ZBP) fof°Ar is marked by an arrow on the left side of Fig. 8.21. The datdfkir
(which is the most abundant isotope) were published in Ref. [10]. All neutron scattering data
were obtained in single crystals. The relevant data for all other rare gases are also published in
Ref. [9]. Only the longitudinal parts of the <100> branch are shown. Comparing the phonon

5The coherent neutron cross section*®r is 0.4 barn, whereas the incoherent cross section of 0.25 barn
produces a large background on the spectra [263]. The rare istAp&as an unusually large coherent section
of 74 barn, that allows for a better accuracy in the measurements.

"Argon consists of 99.6 % Ar, 0.3 %3%Ar and 0.1 %’SAr.
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dispersion relations with the Fourier transformations of the pump-probe spectra reveals the fact
that the coherent host peaks match the frequency of the phonons with reduced wave vector
k = 1, which are calledZzone Boundary Phonons (ZBP)hose have the shortest possible
wavelength of all phonons. It is given by 2, whereq is the lattice constant. The ZBP are
located at a frequency of 1.5 THz (50 chy in the case of solid krypton and at about 2 THz

(67 cnt!) for solid argon. Thus, the coherent dynamics observed in the pump-probe spectra
can be attributed taoherent zone boundary phonoas was documented by us forKr in

Ref. [86] and in Ref. [97] for By:Ar. The same type of coherent ZBP trace manifesting in a

2 THz or 500 fs oscillation for solid argon was observed onA&lpump-probe spectra obtained

in our laboratory by M. Fushitani (unpublished results). In addition, coherent ZBP oscillations
were also found on some pump-probe spectrafam kolid Xe with a frequency of 1.25 THz
corresponding to a period of 800 fs visible in the spectra [33]. It is worth noting here, that
Apkarian and coworkers [30, 31, 33] propose a different interpretation with a local mode of the
molecule-cage system instead of the ZBP (see section 8.3.3).

To summarize, we attributed the 1.5 THz oscillation on th&r spectra and the 2 THz
oscillation on the By:Ar spectra to a coherent ZBP in the rare gas crystal. Questions to answer
are: How are the coherent phonons excited (section 8.3.1) and why do they show up in the
pump-probe spectrum of the molecule (section 8.3.2)? The ZBP have a vanishing group velocity
v, = dw/dk, since the slope in the phonon dispersion relation is zero near the edge of the first
Brillouin Zone of the crystal. This fact will be quite crucial in clarifying the above mentioned
guestions.

8.3.1 Excitation scheme for coherent ZBP

To elaborate on an excitation scheme of the coherent ZBP, it is again useful to collect some of
the experimental evidence given in section 7.2. First of all, one observes for the cases of iodine
in solid krypton and bromine in solid argon only one host induced frequency. The experimental
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observations also exclude phonon dynamics that are forced by the vibrational motion of the
molecule. In such dorced oscillationscenario, the environment should show a mode being
resonant with the exciting motion. The intramolecular vibrational oscillation péfiadas
changed over a large range frdfin= 1 ps for excitations near the dissociation limits pahd

Br, down to 250 fs for Byand about 350 fs for,l. Under all excitation conditions, a coherent
ZBP motion of only one frequency could be observed. Thus, a forced oscillation cannot account
for a phonon excitation.

The phase of the phonon oscillations also deserves attention. The relative phase is stable
when changing the excitation energy of the B state as can be seenKoir(FFig. 7.22) and
Bry:Ar (Fig. 7.17). The relative phase of the host induced oscillation is also the same when
exciting the A state and comparing it to a B state excitation as can be followed in Fig. 7.20
for I,:Kr and in Fig. 7.18 for Bs:Ar. This overall phase stability implies a well defined phase
with respect ta = 0, otherwise, the oscillation would be averaged out. The defined phase at
t = 0 calls for an impulsiveexcitation of the environment correlated to the optical molecular
excitation.

In principle, one can think about two different mechanisms of impulsive excitation. Con-
sidering the large internuclear elongations in the first wave packet oscillation near the gas phase
dissociation limit, might lead to the following assumption: The molecule hits the matrix envi-
ronment very hard during the first vibrational excursion and is afterwards essentially decoupled
from the crystalline environment. This interpretation is rejected, since the experiment shows
coherent host dynamics also for excitation energies significantly below the gas phase dissocia-
tion limit and it is essentially independent of the vibrational energy of the electronic state. For
example, in the case of In solid krypton, the coherent phonon oscillation can be observed at
Apump = 540 nm, which is 1480 cm' below the B state dissociation limit. At,,,, = 540 nm,
the energy relaxation is so low [25], that the molecule reaches its maximal elongation several
times and is not decoupled after the first cage collision. This would again result in a forced
oscillation scheme, which was excluded before.

An alternative impulsive excitation scheme will be proposed here, based on the Displacive
Excitation of Coherent Phonons (DECP). The scheme was originally introduced for the exci-
tation of zone center phonons in the case of semimetals and semiconductors [87-90]. If those
materials are irradiated by an ultrafast laser pulse, an interband transition from bonding to anti-
bonding orbitals occur. The electronically excited system reaches an equilibrium on timescales
much faster than the nuclear response times. Due to the change of forces between the nuclei, the
system begins to oscillate around the new equilibrium geometry. Onipédes maintaining
the crystal symmetry were excited. The coherent vibration of the lattice excited by DECP is
detected by small reflectivity changes of an ultrafast (probe) pulse [91-94] or via diffraction of
an ultrafast X ray pulse [95].

Such an impulsive excitation drives the system to a new equilibrium position, while initially
att = 0, the environment is still arranged in the electronic ground state equilibrium position.
According to this, the oscillation starts with the extreme amplitude and the atoms will oscil-
late around their new equilibrium position finally. Therefore, the DECP excitation results in a
+cos(2r fpt) characteristic of the coherently excited phonons. When extrapolating the phonon
oscillation to the excitation time= 0, the phonon amplitude has a maximum or minimum.

Now, the DECP scheme will be applied to doped solid rare gases. Instead of changing the
electronic orbital configuration in the solid host, we change the electronic orbital of a chro-
mophore embedded in the host similar to the mechanism proposed by Chergui for NO in differ-
ent matrices [264—271]. The moleculgt Br, are initially in thev = 0 level of the electronic
ground state XX,. The fs pump pulse excites the molecule tik, statee.g.A (2 = 1) or
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B (2 = 1). The internuclear distance of the molecule is not changed during the transition. Nev-
ertheless, the electronic orbitals have changed, since the molecule ends up in another electronic
potential. The environment however is still in its equilibrium around the electronic ground state.
Considering typical phonon periods of several hundred fs, the excitation of a molecule by a 20-
50 fs light pulse is indeednpulsive because it is much faster than any phonon period. How
does the solid state environment act on the change of the molecular orbital iranX\or B

«—— X transition?

To answer this question, the potential of a single rare gas atom in the vicinity of the halogen
molecule is calculated. The potential minima give information about the equilibrium distance
of the rare gas atom from the molecule. The framework of the calculation is the so called
Diatomics In Molecules (DIM) formalism. It was originally designed to calculate the potential
energy surfaces of triatomics [98—-103] but finds a wide field of application in doped rare gas
environments with dopants, f104], HCI [105-108], C] [108], B [272,273], Hg [274], NO
[275], and } [111,112,114]. The DIM formalism is based on the pair potentials between all
atoms.

The interaction potential between halogen and rare gas atoms are known from scattering
experiments. For the calculations performed here, the scattering data from Ref. [276] for the
l,:Kr system and from Ref. [277] for the BAr system were used. The interaction between
the halogen atom and the rare gas atom is not isotropic, since the halogen has a hple in a
orbital (being equivalent to five electrons in therbital). The potentials contain two terms:

One called/s;, the other oné1;. The data are given by switching Morse potentials over a large
range of internuclear distances. For the typical distances needed in the calculation a simple
Morse potential is sufficient. Thus, a Morse fit to the potentials from Refs. [276, 277] was
performed using:

Ve = De(1 — e PE=RN2 _ D (8.3)

with either or I1 for (. The parameters for I:Kr scattering and Br:Ar scattering are given in
Tab. 8.5

Table 8.5: Morse parameters for I-Kr and Br-Ar
I-Kr Br-Ar
Dy [cm~1] | 287 124.14
Dy [cm™1] | 126 80.3
Bs [nm~1] | 14.9 19.28
B [nm~1] | 15.4 24.4
Ry, [nm] 0.3733| 0.3736
Ry [nm] 0.43 0.392

With V5 and Vi, the potentials of a rare gas atom and iodine or bromine molecules are
calculated with the formalism presented in Refs. [111,112]. One needs to define the potentials
in polar coordinates. The center of the molecular axis represents the coordinate origin. The
angle© is defined as the angle between intramolecular axis and the molecule to rare gas atom
vector.V; describes the isotropic part of the interaction:

Vo(R) = SVa(R) + 5Va(R). ®4)

The potentiall; accounts for the anisotropic part of thalogen moleculeare gas interaction:

Vi(R,0) = Vii(R) sin*(0) + Vs (R) cos?(0). (8.5)
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For each molecular electronic state, an individual halogen molecule-rare gas atom interaction
potential is built up froml, andV;. For the molecular electronic ground state, Haogen
moleculerare gas atom potenti&ly is given as:

V(R ©)=3 (Vi) + Vi(R, ©). 86)

The electronic excited B state has another potential fogmwhich has a stronger isotropic
character than the ground state poteritial

V(R ) = 1(3V(R) + Vi(R.0)) 8.7)

The calculation was performed in spherical coordinates with the center of the molecular axis
being placed at the origin. In this case, those positions of the rare gas atom with a vanishing
gradient in radial direction were collected. In addition, the calculation was repeated in cartesian
coordinates. In this case, the rare gas atom positions of vanishing gradient in Y direction were
recorded (see Fig. 8.22c and d). It was found that both representations deliver the same results.
Therefore, only the second case will be discussed. Fig. 8.22c shows the lines of vanishing
force for the Kr atom in the vicinity of an,Imolecule. The line of vanishing gradient for the
B state lies at larger distances to the chromophore than for the ground state equilibrium line.
Thus, when exciting the molecule from its electronic ground state to the B state, the molecule
expands in the "eyes" of a rare gas atom. It can be seen:#r (Fig. 8.22c) as well as for
Bry:Ar (Fig. 8.22d).

In addition, one has to search for atoms decoupled from the molecular vibrational motion.
Fig. 8.22a and b show the (100) and (111) plane of the fcc Kr crystal respectively., The |
molecule on a double-substitutional site replaces two nearest neighbor atoms. The atoms are
separated into four groups.

For example, the head-on atoms denoted as 3 are sitting on the elongation of the molecular
axis. They are visible in the (100) and (111) plane. The head-on atoms are supposed to strongly
couple to the molecular vibration as one can see in Fig. 8.22c. As the molecule vibrates in the
B state, internuclear elongations of 0.45 nm are easily reached. However, at this elongation
the Kr atom centered at approximately 0.59 nm will be repelled by the interaction with the
molecule, since the equilibrium position is located at 0.67 nm. This "tightness" in the <110>
direction gives rise to a strong vibrational energy relaxation as was confirmed in section 8.1.3,
experiments onyl[25] and additional molecular dynamic simulations [22,24,81]. Furthermore,
"shock waves" can be generated in this direction, travelling at ultrasonic speeds [278]. Thus,
one can conclude, that the head-on atoms are strongly coupled to the intramolecular dynamics
and thus not relevant for the DECP process.

Another group denoted by 5 in Fig. 8.22 is called belt atoms, since four of them are sitting in
the plane which cuts the molecular axis perpendicularly, forming a "belt" around the molecular
"waist". As can be seen in Fig. 8.22c and also in d, those atoms are repelled from the molecule
in the electronic transition B— X. However, when the molecule is vibrating in the B state, the
belt atoms are strongly coupled to that motion. As the molecular internuclear distance elongates,
the belt atoms are "sucked" in close to the molecular axis. As the internuclear distance shrinks
in the next half cycle of a vibration, the belt atoms are repelled from the axis. In terms of volume
conservation, the head-on atoms (3) increase their distance from the chromophore center and the
belt atoms in turn are pushed inwards close to the molecule. The mechanism has been observed
in molecular dynamic simulations [24,84,278]. The long outward excursion followed by a slow
inward motion of the chromophore atoms were attributed to the belt motion of the molecule in
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section 8.1.4. Thus, we conclude that the belt atoms are strongly coupled to molecular vibration
and therefore are not involved in the coherent phonon we observe.

A third group of atoms is denoted by number 4. These are often called window atoms,
since four of them are forming a rectangular window on each side of the molecule. During the
elongation of the molecular axis the halogen atoms pass the window through its center. The
coupling to the molecular vibration is strong and comparable to the head-on atoms (3).

Finally, there is one group of atoms that is essentially decoupled from the molecular vi-
brational motion. This group is sitting in the (100) plane of the fcc lattice symmetrical to the
molecular center and is denoted by (1). As the molecule undergoes«he B transition, this
group of atoms experiences a force in the Y direction. The inset in Fig. 8.22¢ ifoKrr and
panel d) for Bg in solid Ar magnifies the region of interest. The Ar atoms (1) are repelled to a
position further away from the molecular axis in the Y direction (Fig. 8.22). This new position
is very close to a point where all B state equilibrium lines for different internuclear distances
of the chromophore intersect. The Kr or Ar atom of group (1) is essentially free of any force
induced by thed or Br;, oscillation. Thus, the coherent phonon oscillation has to be attributed
essentially to the group of atoms (1). The Ar atom (1) and its equivalents in the (100) plane
seem to be further away from the zero-force line crossings than in the caskrofTiherefore,
one expects a stronger influence of the intermolecularvitiration on the coherent Ar crys-
tal phonon than in the case ofKr. This might result in a faster dephasing of the Ar crystal
coherent phonons compared to the Kr phonons.

The problem of the cage reaction on the molecular electronic transition was reduced to one
type of cage atom. This is an approximation, since the influence of all other Ar atoms in the
vicinity is neglected. Nevertheless, the calculation gives the right trend concerning the force
imposed on a rare gas atom by molecular electronic excitation or vibration. Real positions
of rare gas atoms are not needed in the argumentation. Since the phenomena we observe are
strongly connected to the molecular excitation, one might think in such simple terms.

A detailed calculation on how the environment atoms move in the course of time is not yet
available. The only information attainable right now is the assignment of the coherent phonon
to group (1).

In summary the impulsive excitation of rare gas phonons was attributed to the expansion
of the molecules electronic cloud during the transition from the electronic ground state to an
excited covalent state. Furthermore, we can find a group of rare gas atoms in the (100) plane
being decoupled from the intramolecular vibration. Since the electronic excitation is accom-
plished by a 20-50 fs light pulse, the phonons are excited impulsively. Most probably, many
different phonon modes are excited in the vicinity of the molecule. In this context, it is very
important to realize the symmetry of the phonon excitation. The molecule might be simplified
as a cylinder. The electronic expansion changes the radius of the cylinder as can be seen in
Fig. 8.22. Thus, phonons are excited symmetrically in one direction with wave \leettd in
the other direction with a wave vector efk. The total wave vector of the phonons cancels.
Therefore photonsof a very small wave vectdr = 27/ of typical values around - 107 m~!
in the visible light range can excite zone boundainpnonf & = 27 /a = 1.1-10'° m~!, with
a being the Kr lattice constant of 0.565 nm. The momentum conservation is not violated due to
the counter propagation of the phonons. The known examples for DECP processes usually lead
to excitation of zone center phonons with small wave vector (see for example [91-95]). Two
phonon processes can indeed be used to generate zone boundary phonons. This is documented
in Ref. [279] for the case of Raman scattering in rare gas matrices. The ability to generate
coherent zone boundary phonons makes the molecular excitation method quite unique.

After phonons have been excited in the impulsive process, given by the electronic expansion
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of the molecule, the phonons travel away from the excitation source (molecule) according to
their group velocity. The phonons form a kind of wave packet that propagates and disperses
since its constituents propagate with different velocities. The part of the wave packet belonging
to zone boundary type phonons stays at the excitation source since, as stated abOvat

the boundary of the Brillouin zone. Thus, the dispersion relation of the crystal provides a sort
of a filter mechanism. Zone center phonons propagate with the velocity of sound which is
1.64 nm/ps for longitudinal phonons in Ar and 1.375 nm/ps for longitudinal phonons in Kr (see
for example Ref. [9] or [280]). Thus, after about 500 fs the zone center phonons have reached
the second solvation shell and leave the vicinity of the chromophore. If the phonons are probed
by the excitation source, only the zone boundary phonons remain and contribute to the coherent
signal.

8.3.2 Detection scheme for coherent ZBP

So far the excitation and decoupling of the coherent ZBP have been explained. The mecha-
nism of the phonon-molecule interaction that allows the phonon to show up in the pump-probe
spectrum of the chromophore has to be answered now. The rare gas crystal is optically inactive
in the range of visible and ultraviolet light used in this study. The first absorption band of Kr
lies at 10 eV, in Ar at 12 eV. Therefore, the phonon has to influence the internuclear transitions
to show up in the pump-probe spectrum. This aspect will be explained in this chapter via the
solvation shift of the charge-transfer (CT) states. The observed pump-probe spectra consist of
two spectral components. One being attributed to the intermolecular vibration, the other one
to the coherent phonon contribution. Fig. 7.16 gives a good example for the casg/Af, Br

the pump-probe spectrum is dominated by the intramolecular vibrational motion up to 2 ps,
afterwards being modulated by the coherent ZBP which shows up in the 500 fs period.

The intensity of the intramolecular contribution decays monotonically and simultaneously
its modulation contrast is washed out more and more. Thus, the decaying intramolecular signal
is modulated by the phonon contribution. If this statement holds then the measured signal
intensity /g at late times should be the product of the time averaged intramolecular contributions
< Iy > and the phonon modulation amplitudie

Ig =<Iy> Ip (88)

To test this hypothesis we calculated the structureless mean ~alye> of Fig. 7.16a and
divided the measured signg! in Fig. 7.16a by< [, > to obtain Fig. 7.16b. Indeed a very
clear sinusoidal modulation is observed after 2 ps with well-defined frequency and essentially
constant or weakly monotonically decaying amplitude. This resulffas a confirmation that

the decomposition according to Eq. (8.8) catches the essence of the spectra at late times.

Furthermore it is now possible to work out this decomposition with respect to the region
between 0 and 2 ps. In that domain, the structures in Fig. 7.16b are still dominated by the
intramolecular dynamics. The key to distinguish the contributions is a variation of the probe
photon energy.

The wavelength\ .. = 348 nm in Fig. 7.16 was chosen to emphasize the intramolecular as
well as the phonon contribution: A variation &f,... now allows for enhancement either of the
intramolecular or the phonon contribution. This effect is used to identify the detection scheme
for the phonon contribution. Probing deeper in the B state with a shorter probe wavelength
(Aprobe = 345 nm) for the same ..., = 520 nm yields the spectrufé*s/< 3% >, which
contains essentially only the intramolecular period of 310 fs and the modulation amplitude
decays smoothly around 3 ps to the mean value (Fig. 8.23a). Probing higher with a probe
wavelength\,,..1. = 354 nm leads td3**/< 13°* > with the phonon period of 500 fs between 2
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and 4 ps, and at shorter times, the oscillations are rather complex (see Fig. 8.23b). The reasons
for the complex behavior are beatings between the intramolecular and the phonon periods. Thus
the more general decomposition scheme for all times is given by:

[5 :[V(l—i-OéIp). (89)

The weight factory for the strength of the phonon modulation varies with,,. and can be
exploited to separate ouf as well as/p. Fig. 8.23a shows that = 0 for Ap.obe = 345 Nm,
and this spectrum is close to the intramolecular dynamjcsObviously« is large forA,one
= 354 nm (Fig. 8.23b). Thus dividing the spectrum of Fig. 8.28b( < I3 >= Is) by the
spectrum of Fig. 8.23al¢"* / < I3* >= [y/) should yield:

354 345
I <Ig™>

I35 <[5~ = C(1 + assalp), (8.10)

with a structureles§' =< I3* > / < I%*>. The ratios are given in Fig. 8.23c and its mod-
ulation is expected to originate from the phonon contribufipnindeed we obtain now a single
sinusoidal modulation with the phonon period of 500 fs and smoothly decaying amplitude (as
soon as both intensities are above noise, from 100 fs on). The possibility to exclusively
extract the phonon part, especially in the regions dominated by the intramolecular dynamics,
clearly demonstrates the validity of the decomposition scheme. The scheme clarifies that op-
timization of the phonon contribution has to compromise between asignal significantly
above noise and a large The \,..,. = 354 nm favors a large, however,/;, decays rather
fast. This is due to probe window lying rather high with respect to the relaxing B population.
Therefore, the signal in Fig. 8.23b is lost in the noise beyond 3.3 ps,. = 348 nm provides
a moderatey with a pronounced intramolecular region, however, the population in the phonon
modulated region remains longer close to the probe window, and the phonon contribution is
visible up to 5 ps in Fig 7.16b.
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The phonon contribution in Fig. 7.16a is proved to appear as a modulation of the mean B
state signal intensity according to Eg. (8.8), and it becomes visible at long delay times. At those
times, the intramolecular modulation vanishes due to dispersion and dephasing in combination
with energy relaxation. A smoothly decaying spectrum develops, and in addition the wave
packet’s center of gravity relaxes below the energy at which it is probed in the B &igié. (

Thus only the high-energy wing remains visible. The probe distdtgg was defined as the
internuclear distance, at which the wave packet on the B state is resonantly probed to the charge-
transfer state. Suppose, some process periodically shifts the energy of the CT states up and
down, as indicated by the arrows from the CT state in Fig. 8.24. As a consequgncepuld

shift right- and leftwards. Thus, the probe window enekgy, would shift up and down. What

are the consequences of the probe window shift on the pump-probe spectrum? To answer this
guestion, one must take a closer look at the probe process. The wave packet is not only probed
at energies corresponding &;,,, but also above and below as indicated by the sensitivity curve

in Fig. 8.24. This is due to the broad Frank-Condon overlap of B and CT state and the finite
energetic width of the probe pulse, as explained in Fig. 2.9. Aligve, the sensitivity can

be expressed classically and is proportional tg AF, whereAFE is the energy difference to

F.in [164]. Below E;,, the sensitivity decays rather quickly. Classical energy conservation
would give a cut off which is reflected in a steeply decaying Franck-Condon factor.

The pump-probe signal is proportional to the overlap of the probe sensitivity curve with
the vibrational wave packet. If the CT state shifts a Bit;, and the whole sensitivity curve
shift by a small amount. The overlap does not change much for a wave packet located on the
maximum of the sensitivity curve, since the probe sensitivity versus energy is flat. In contrast,
when the wave packet is located beldwy;, near the edge of the sensitivity curve, the overlap
changes quite dramatically with a variation of energy, due to the steep decay in this range. The
wave packet can be prepared in this range (compare Fig. 8.23b) or its energy can relax to this
region with time (Fig. 8.23a). If the wave packet is prepared significantly abQye a periodic
shift of the sensitivity curve causes a weak modulation of the pump-probe spectrum, since the
1///AE decay is quite smooth. Only after energy relaxation has transferred it lgwthe
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modulation can be observed with high sensitivity on the pump-probe spectrum. The effect was
demonstrated for the B state of BrNevertheless, the explanation for the A state has to be
completely the same, since the experimental features are similar to those in the B state (see.
Fig. 7.18).

Now the source for the shift of the probe window is discussed. The solvation energy of
the charge-transfer state with 3300 thamounts to 10 % of the transition energy and is huge
compared to that of the B state. A local compression of the lattice arounds Bjoing to
increase this solvation energy of the charge-transfer state by the shrinking of cavity didmeter
in the Onsager model (see Eg. 3.3) [96, 193]. Stronger solvation pushes the E state downwards
in energy, the probe positioR,;, shifts inwards andv,;, down in energy to accommodate for
the fixed probe photon energy. Coherent oscillation of matrix atoms in thei@nity generate
such density modulations that can be decoded from the B state pump-probe signal.

With this scenario in mind one can also interpret the behavior at early times in Fig. 8.23
when the B state dynamics causes strong fluctuations in the signal. The signal ilteaséies
with the fraction of population of the wave packet which just passes the probe windoyy;
in Eg. (8.9). In addition, it can be enhanced by a fractidp due to a local compression if this
increases the sensitivity. This explains whin Eq. (8.9) is probe wavelength dependent and in
general even time dependent. In Fig. 8.23a the probe energy is located deep in the potential well
due to a short probe wavelength. Therefore a major part of the B state wave packet is accessible
all the time and an increased sensitivity by compression has a marginal effect on the sensitivity
«a = 0. The wave packet is barely touched at its high-energy wing in Fig. 8.23b with the steep
part of the sensitivity curve from the very beginning due to the Idpg,.. Thus,« is very high
and a shift of the probe window by compression strongly enhances the signal and the phonon
modulation becomes visible. However, soon the wave packet will be lost for detection, due to
the additional energy relaxation, and the B state signal disappears in the noise. For the mean
Aprobe Of Fig. 7.16a a major part of the wave packet is caught at early times leading to a small
a while after significant energy relaxation,starts to rise and a long-standing coherent phonon
signal can be deduced from the surviving B state signal.

So far, the argumentation was carried out for the case gfnBrlecules in solid argon.
The explanation for,l in solid krypton follows from the data given in section 7.2.1 and is
completely similar. Fig. 7.20 presents pump-probe spectra of the A and B state. As in the case
of Bry, the intramolecular vibrational motion shows up first followed by a phonon modulated
background. The phonon modulation is stable in frequency and amplitude, thus favoring a
decomposition givenin Eq. (8.9). As in the case of Fig. 8.23 fer/t the |, probe wavelength
was changed while keeping the pump wavelength fixed. The result is shown in Fig. 7.21. The
B state of } is pumped in all spectra with the same pump wavelength,, = 520 nm, and
the probe wavelength is varied systematically frag,,. = 496 nm to 530 nm. The phonon
contribution beyond 3 ps has the same frequency and phase in all spectra, and the contrast shows
the systematic behavior as described in connection with Eq. (8.10). With 496 nm, we probe
deep in the B state well and catch the full vibrational wave packet. Therefore a shift of the probe
window energy is not relevant for the sensitivityjs close to zero, and the phonon contrast is
negligible for a long time. Only after 6 ps, when the wave packet has relaxed below the probe
energy, the contrast starts rising. Probing higher in the B state with longer wavelengths (508 nm
and 515 nm) shifts the inset of good phonon modulation contrast to earlier times. If we catch
only the high-energy wing b¥..,. = 530 nm then the signal is quickly lost in the noise due to
relaxation out of the probe window and the connected signal reduction. However, the sensitivity
modulation already appears in an intensity alternation of the B state dynamics in analogy to
Fig. 8.23. The second peak in the pump-probe spectrum with 530 nm probe wavelength in
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Fig. 7.21 is considerably reduced compared to the first and second one. Furthermore, the fourth
maximum in reduced due to the same reason of phonon modulation at early times.

In the case of4:Kr, the model of the oscillating cage and the periodically shifting charge-
transfer states can be even quantified [86]. The energy relaxation of the iodine B state in solid
Kr can be determined to a high accuracy, as was demonstrated in Refs. [25, 28] and reproduced
in Fig. 8.10. When looking at Fig. 7.20a, a history of the wave packet energy as a function of
time can be generated by simulating the energy loss from the initial enetgy-di and the
energy relaxation rateér' /dt. The oscillation around the decaying integrated signal can be
reproduced in the simulation when setting the phonon induced shift of the charge-transfer states
to 40 cntl. This is indeed very small compared to the overall matrix shift of about 3100.cm

When attributing the effect purely to the change of the cage diameter in the Onsager model
(Eq. (3.3)), a diameter change of 0.002 nm will occur. This is a very small amplitude of the
ZBP located at the chromophore. It is only 0.5% of the whole cage diamietéthe two
nearest neighbor distances. Thus, one can conclude that the coherent ZBP amplitude is very
small. Perhaps this is one of the preconditions for it to stay coherent on a time scale of several
picoseconds.

Concerning the coherence lifetime, no experimental data are available. The spectral resolu-
tion in neutron scattering did not allow for a prediction of the lifetime [10, 11].

8.3.3 Comparison to alternative models
Comparison to previous k:Kr and Cl 5:Ar experiments and simulations

The observation of coherent host motions in molecular pump-probe spectroscopy is an interest-
ing feature. Furthermore, it is very important for the problem of electronic state coupling. A
prominent example is the predissociation of thelectronic B state, that is very much reduced

in rare gas matrices [22, 27] compared to high pressure gas environments [76, 148, 251] and
liquids [23, 149, 150, 253]. The reason lies in the symmetry dependence of the coupling matrix
elements [23,111,112]. Due to the high symmetry of the rare gas crystal, many contributions
of the coupling cancel. When exciting host motions, some cancellation might be reduced and
the coupling might be strengthened.

The group of Apkarian invested a lot of effort to clarify the motion of the cage atoms in
the vicinity of the b, chromophore in different environments. The first experimental evidence
for what we identified now as a coherent ZBP [86, 97] was published,flr by Apkarian
in Ref. [24]. The experimental data shown there were produced by one-color pump-probe
spectroscopy okimolecules in solid Kr. It was stated, that the observed 650 fs oscillation must
be attributed to a modulation of the B state population in the probe transition to the charge-
transfer states, in accordance with the interpretation given above. The modulation of the charge-
transfer states was attributed to a local mode of the host. Despite the similarity in the detection
process, the excitation of the host and the character of the host motion is in contradiction to the
explanation given here in section 8.3.1. It was stated, that the host motion should be resonantly
driven by the vibrational motion of the molecule. At the specific pump wavelengths used in
Ref. [24], a 2:1 resonance of theihtramolecular vibration period and the 650 fs coherent host
vibration period was found. An impulsive creation (either electronic or vibronic in the first
excursion of the intramolecular wave packet) was excluded, stating that "it would be difficult to
imagine that such a collective coherence could last for ca. 8 ps if it were impulsively créated".
The host motion was assigned to the belt atoms, denoted as number 5 in our nomenclature
(see Fig. 8.22b). Those belt atoms are supposed to be strongly coupled to the intramolecular
vibration. The simulation of the local belt mode resonantly driven by the molecule did however

8page 265 of Ref. [24]
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not show any coherence (see Fig. 8 in [24]). The contradiction of coherence in the experiment
and its lack in the simulation could not be resolved.

In a following study on Gl:Ar [84], the role of the host motions in pump-probe spectra was
further examined. Normal modes of the cage-molecule system were calculated. The change
of the CL-Ar interaction potential when undergoing the<B— X transition was completely
neglected. Thus, the possibility of impulsive excitation of phonons proposed here in section
8.3.1 was not contained in the simulation.

With the first results of CARS on the electronic ground state,ad hew tool to monitor host
motion was at hand [29,30,32,85]. Long lasting coherent vibrations of the host-molecule system
could be found. As an example, a coherent mode at 41.5 evas observed for 100 ps. For
this mode, an impulsive excitation mechanism similar to the one presented here was pPoposed.
In CARS, it has to occur between the pump and Stokes pulse. In a normal mode analysis of the
I,(X):Ar system, such a mode with energy 41.5¢ndid not show up.

We presented clear evidence for an impulsive excitation of the 650 fs host motion [86]. The
excitation quantum energy and thus the vibrational period was varied over a large range. For
instance, theslmolecule was not only excited to its electronic B state but furthermore to the A
state close to the free molecule dissociation limit (see Fig. 7.20). In that case, the vibrational
frequency is about 500 fs, thus a 2:1 resonance of the pure molecular vibration and the host
vibration of 650 fs was clearly ruled out.

However, the impulsive excitation mechanism was not accepted by Apkarian and coworkers.
In a recent paper [33], they suggested an alternative to the impulsive excitation mechanism,
that shall be briefly explained here: The molecule is initially excited to the B state that is
assumed to predissociate after a while. This predissociation has to occur well-defined 700 fs
after the wave packet excitation. The dissociative states in which some population ends up
after the predissociation are bound by the cage for steric reasons. Thus, they are very sensitive
to motions of the cage atoms. Their equilibrium distance is much larger than the covalent
equilibrium distances. The normal mode of the molecule-cage system with the molecule sitting
in cage-bound states modulates the probe transition by changing the shape and absolute energy
of the cage-bound state. The cage-bound states have to be probed by a two-photon transition
to the charge-transfer states, used in the LIF detection. A pump-probe spectrum consists of the
cage-bound state spectriaddedon the B state pump-probe spectrum in this picture.

In our latest article [97] on this topic and in the previous chapter of this thesis, we show
clear evidence to refuse the mechanism explained above. We summarize the arguments briefly.
First, the coherent host motion contribution (coherent ZBP in our interpretation) is propor-

tional to the B or A state decaying signal (see Fig. 7.20 §dfd and Fig. 7.18 for Bj:Ar).
It would be a non-plausible coincidence if the amplitude of cage-bound state dynamics would
scale with the amount of B or A population that is left in the probe window.

Second, we have shown that our signals (even at short delays) have to be explained by a mul-
tiplicative connection of phonon and intramolecular dynamics (Eq. (8.9)), that clearly contra-
dicts the additive mechanism proposed in Ref. [33]. Coming back to Fig. 8.23, one can clearly
observe the increase or suppression of single vibrational peaks in 8.23a due to the phonon influ-
ence presented in b). The shoulder of the first vibrational peak in a) is strongly enhanced due to
the higher density of the cage induced by the ZBP, whereas the second vibrational peak from a)
is suppressed due to less cage density induced by the ZBP. This behavior cannot be explained
by adding two signals, but is clearly a sign of the ZBP modulation on a vibrational spectrum.
The argument was also given for the case,dfil, whose data are collected in Fig. 7.21.

Third, the coupled molecule-cage normal mode proposed by Apkatiah depends on

9This mechanism was proposed before by us in Ref. [86].
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the properties of the rare gaadthe molecule. In contrast, we observed faKr, Bry:Ar, and

recently also GLAr 10, that the period of the coherent host dynamics exclusively depends on the
rare gas crystal. This is supported by pump-probe spectsarosblid Xe (by Apkarian), where

a coherent host oscillation period of 800 fs (the ZBP period) was found (see Fig. 14 in [33]).
Thus, the assignment to cage-bound state signals has to be neglected and indeed all coherent
host oscillations show the ZBP period of the rare gas crystal used.

The coherent ZBP frequency seems to be exclusively connected to the detection of the CT
state LIF in pump-probe experiments. If one monitors the LIF of I*I* states (in the IR range
[23,281,282]), another type of coherent host dynamics can be observed [33]. Probably, the I*I*
states are more sensitive to other types of cage motion than the charge-transfer states.

Finally, the spatial extension of the coherent zone boundary phonon has to be addressed.
The excitation mechanism proposed in section 8.3.1 is highly local. The phonon is most likely
confined to the vicinity of the chromophore. It forms a wave packet with certain wdthear
the zone boundary. The flat dispersion curve allows for its high spectral purity and its very slow
dispersion. Nevertheless, the ZBP is the most local of all phonons. It has the shortest possible
wavelength. Thus, a few atoms are sufficient to carry the zone boundary information of the
phonon.

Problems in calculations of coherent ZBP

Longitudinal zone center phonons propagate with a group velogity 1.64 nm/ps in Ar and

1.38 nm/ps in Kr. In addition, molecular excitation in the matrix can result in supersonic sound
waves or shock waves travelling with up to 3 nm/ps in solid Ar [266, 278]. This velocity cor-
responds to 5.5 lattice constantéa = 0.53 nm) propagation in one picosecond. Furthermore,
the shock waves waves travel along favored directions in the rare gas crystal [278].

In numerical simulations, a fcc cell of side length- a containst « A/? atoms. ForM/ = 5,
the cell includes 500 atoms. In trajectory simulations, the chromophore is embedded in the
middle of a rare gas cell. Shock waves excited by the chromophore at(for example by the
expansion of the electron cloud) are reflected at the cell walls and travel back to the excitation
source. Taking the velocity given above into account, the fastest supersonic waves reach the
molecule again after passifnga, which corresponds to about 1 ps in solid Ar. They destroy the
small coherent amplitudes of cage atoms in the vicinity of the chromophore in the simulation.

The trajectories ofylin rare gas matrices have been calculated so far in cells of 108 atoms
(M = 3)[111,112] and 500 atoms\( = 5) [113] with the DIM approach and periodic
boundary conditions. Periodic boundary conditions [283] lead to the same problem as in the
single cell, since the excitation of one cell travels to the next. Increasing the cage size is hard
with up to date computing power. Even for 500 atoms, only 16 trajectories could be calculated
in a reasonable time in Ref. [113]. No signs of coherent ZBP were found in theory so far, which
is comprehensible with the underlying cell sizes.

The only realistic solution for simulations would be the application of absorbing boundary
conditions to effectively remove the high velocity matrix excitations from the simulation cell.
The strategy is currently followed by the group of R. B. Gerber to gain insight into the detailed
cage motion observed in the experiments presented in this thesis.

10\, Fushitani working in Prof. Schwentner’s group found a host mode of 500 fs periodiArCbeing the
ZBP period in the Ar crystal.
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Summary

The thesis presents coherent dynamics gfBolecules embedded in solid Ar. The dynamics

is investigated via the femtosecond pump-probe method, which is newly establishedAn Br

by absorption and emission spectroscopy. The dephasing and dissipation rates observed are in
the femto- to picosecond range. The halogen doped rare gas crystal can be idealized as a basic
model for multi dimensional systems like biomolecules in solvents. The molecule presents a
one dimensional quantum system, which allows for a quantum calculation of the vibrational
wave packet. The multidimensional crystal induces decoherence in the molecule. Apart from
vibrational coherences on the molecule, a cohdrestmode is observed here on a surprisingly

long timescale. To support the attribution of this mode to coherent Zone Boundary Phonons
(ZBP), results onjl doped krypton crystals are presented.

Coherent intramolecular dynamics of Br, in solid Ar

Polarization dependent pump-probe spectra proved the suppression of the molecular rotation in
the rare gas crystal. Exploiting the connection betweentfeselection rules and polariza-

tion dependent pump-probe spectra, the decomposition of wave packet dynamics from different
states is achieved in the spectra.

The femtosecond pump-pulse excites an intramolecular vibrational wave packet on a cova-
lent molecular electronic state. From the experimental pefigdm effective potential for the
B state of Bs:Ar is constructed using the RKR method. When the intramolecular wave packet
is excited at the free molecule dissociation limit, the collision with the cage leads to vibra-
tional energy losses of about 50 % during the first oscillation period. The vibrational relaxation
decreases while lowering the vibrational energy of the wave packet.

A molecular trajectory constructed from the pump-probe spectra deserves to further exam-
ine the molecule-host interaction. The collision of the molecular fragments with the rare gas
cage populates lower lying vibrational levels in about 70 fs, indicating the well defined nature
of the interaction. A wave packet motion on those collision-excited levels can be observed
afterwards. The observation gave rise to the phraseltgion induced coherence$he vibra-
tional coherence also survives a nonadiabatic electronic transition, as exemplifidd fo &1
transition of the 4 molecule in solid Kr.

The loss of vibrational coherence was further investigated with a novel scheme,far.Br
Negatively chirped excitation pulses allowed for a separation of dispersion (wave packet broad-
ening on anharmonic potentials) and dephasing (irreversible loss of coherence) in pump-probe
spectra. For a free molecule, the negatively chirped excitation results in a spatial focusing of
the vibrational wave packet at tin¥%,,; indicated by a background-free modulation in pump-
probe spectra. Due to the effect of vibrational dephasing, a background on the modulation
remains even df;,.. A systematic change df,, by different chirp parameters allows for the
determination of the vibrational dephasing time from the increasing background. A vibrational
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dephasing tim@gggh of 3 ps (or 11 vibrational periods, each of 280 fs) is measured in the B
state of Bg:Ar. This constant limits the time range in which vibrational level interferences
("fractional revivals") can be observed.

The fractional revivals contain detailed information about coherences among distinct groups
of vibrational levels. The 1/6 revival, manifested by the threefold vibrational frequency in the
pump-probe spectrum, requires the coherent coupling of four vibrational levels. However, it
appears at times around 3.5 ps for Bwhich is beyond thg}}, of the molecule in the Ar
matrix. A wave packet dynamics control scheme based on linearly chirped pulses is developed
with the help of a numerical wave packet propagation. By exciting the vibrational wave packet
with positively chirped pulses in the experiment, a shift in the revival structures to earlier times
was achieved in accordance with simulations. The 1/6 revival structure was measured up to
1.2 ps indicating a vibrational dephasing time for the four |es1§1§h ~ 1.2 ps. The measured
interference pattern can only be achieved if the excitation pulse "imprints” the right phases
on the vibrational levels of the B state during the molecule-laser pulse interaction. Due to
the positive chirp, the laser pulse is stretched to a duratioAof= 300 fs, exceeding the
intramolecular vibrational period of about 270 fs. The electronic coherence between ground
and excited state has to live longer tham. Thus a lower limit for the electronic dephasing
time T, ;, of 300 fs is obtained in the B— X transition.

Coherent phonon dynamics

The pump-probe spectra contain oscillations that cannot be attributed to intramolecular vibra-
tional dynamics. Almost monochromatic and phase stable modulations with periods of 500 fs
for Bry:Ar and 650 fs for §:Kr are observed when exciting a molecular wave packet with dif-
ferent photon energies in the electronic B and A state. The modulation frequencies of 2 THz
(Bry:Ar) and 1.5 THz (3:Kr) correspond to the Zone Boundary Phonon (ZBP) frequencies of
the respective rare gas crystals. The excitation and probe scheme for the coherent host dynamics
is established and compared to mechanisms in the literature.

The vicinity of the molecule is impulsively excited by an expansion of the molecular elec-
tronic could during the B— X or A «+— X transition induced by the fs pump pulse. The
process corresponds to the Displacive Excitation of Coherent Phonons (DECP) scheme devel-
oped for coherent phonons in other materials.

All phonons having finite group velocity leave the vicinity of the excited molecule. The
ZBP group velocity approaches zero and therefore its amplitude stays at the molecule. The
coherent ZBP is decoupled from the intramolecular vibrational motion. A model calculation
using the diatomics in molecules formalism identifies a group of atoms in the first solvation
shell being impulsively excited in the electronic transition but decoupled from the molecular
vibration afterwards.

The host motion is probed by the molecular impurity. The rare gas density in the vicinity
of the molecule is periodically changed with the ZBP frequency. The molecular charge-transfer
states react very sensitively even on small density changes by a shift of their solvation energy.
The probe window parameters,;, and E;, depend on the potential energy difference of the
charge-transfer states with the covalent states. A periodic change of the charge-transfer energy
leads to a periodic shift of the probe window and thus to a modulation of the probed molecular
population.
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Future prospects

Vibrational and electronic dephasing

The focusing scheme to determifig?, , as well as the revival control method used to firfg],,

were only applied for one excitation energy in the B state. Changing the excitation energy of the
wave packet will allow for a systematic study of electronic and vibrational dephasing through
the whole Franck-Condon region. Furthermore, the schemes should be applied for different
temperatures and co-doped crystals (inducing an asymmetric cage) to gain a complete picture
of the dephasing processes. The revival control by positively chirped pulses was applied for the
case of a 1/6 revival, deducir‘]@*eph here. Apart, it can be generally applied for arbitrary frac-
tional revivals, however limited by the time resolution of the probe pulse. The higher revivals
will exhibit the dephasing times of larger groups consisting: efibrational eigenstates. The

dependence dfy, ;, onn can be determined by a series of experiments.

Extension of the wave packet control

Apart from applying the here invented schemes under different conditions, one can think about
extensions of the existing ideas in different directions.

First, the focusing method to extract vibrational dephasing can be generalized to more com-
plicated potentials. Aegativdinear chirp compensates the linear anharmonicity of a molecular
Morse potential. Controlled higher order chirps can compensate even higher anharmonicities.
To achieve laser pulses with well defined higher order chirps, computer controlled pulse shapers
have to be used. The revival control by higher orpesitivechirps will allow to advance frac-
tional revivals on potentials being more complicated than a Morse.

Second, the spatial interferences presented here in calculations provide information on the
shape of the molecular electronic potential surface. The systematic determination of inter-
ference structures will give valuable information on the dynamic deformation of the potential
induced by the cage motion.

Third, the revivals could be controlled in an alternative way: Instead of printing the right
phase relation on a single pulse in order to shift the fractional revivals, one could use multi-pulse
excitation schemes. A 1/4 revival consisting of two wave packets with half an oscillation period
time delay can be created by a phase locked pair of two pulses. If the phase relation of the
successively excited wave packets is disturbed by electronic dephasing, the 1/4 revival will be
destroyed. This exhibits an alternative possibility for determinaticfiihf,. For a creation of
1/n revivals . > 2), more than two pulses are needed and once more, a pulse shaper provides
an ideal tool for experimental realization.

From wave packet control to reaction control

A phase-locked multiple pulse excitation scheme leads to sharp spectral features in the fre-
guency domain. Those can be used to selectively excite a coherent superposition of Zero Phonon
Lines (ZPL) or Phonon Sidebands (PS) of the chromophore. In an exclusive excitation of ZPL,
no host phonons are excited and the molecular vibrational wave packet is practically free of
energy relaxation. In contrast, an exclusive excitation of PS will result in a strong energy re-
laxation and cage asymmetry due to phonon creation. The symmetry plays a crucial role in
the strength of nonadiabatic transitions. Thus, those transitions leading to reactions could be
controlled by the multiple pulse excitation of a wave packet.
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Description of the wave packet calculations

Most part of the Matlab computer code described here was programmed by Prof. D. Tannor and
coworkers, and can be downloaded on the home page of D. Tannor. The source code is currently
provided on [284]. The program was modified in a sense to include chirped pulse excitation and
adapted to the Brcase.

The numerical propagation of the wave packet on the internuclear coordinate is performed
on a discrete grid with"2points, to allow for a fast Fourier transformation application. The elec-
tronic ground state and B state potentials are defined as Morse potentials on that grid. Only the
vibrational wave packet on the electronic excited B state gfBit be simulated, no rotational
motion was taken into account. The rotational motion is frozen anyhow, when introducing the
Br, in the matrix host (see section 7.1.2). The ground state vibrationaldevel is assumed
to be populated exclusively before the propagation. This condition is strictly fulfilled for the
bromine X state at 20 K, as was shown in Tab. 6.1.

The pump step

The vibrational wave packet on the B state will be excited by a pump laser pulse using time
dependent perturbation theory. LHt, be the molecular Hamiltonian in the X statdg be

the molecular Hamiltonian in the B state andz £(t) the perturbation due to the pump laser
electric field, where.x 5 is the transition dipole from the ground state X to the B state in the
Condon approximation anfl(¢) is the electric field. The wave function), is the unperturbed

wave function and); the wave function including the perturbation. Since the perturbation is
considered as small, thg, is the Xv = 0 wave function and);, the wave function (or better
wave packet) on the B state. The excitation in the first order time dependent perturbation theory
reads like:

1 t i / i /
bR, 1) = o / e F O (g R(E))e Ry (R, 1)t (1)
0

The propagation of the wave packet on the B state

Besides the perturbation term, so called propagation terms on the ground statd%") and

on the excited state B~ #"s(t-t) appear. The propagation terms also appear in case the electric
field is not acting on the molecule any more. This would correspond to the normal propagation

of the molecular wave packet on the B state after the pump process.
The propagation step in the time interval frerto ¢’ on a potential can be written as:

Y(t) = e 1 0y(t) = [[T e 14w (t), )

1The electric field is besides the probe process the only part, that was implemented completely new by myself
in D. Tannors program.
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where the time interval fromto ¢’ is divided into NV pieces of length\¢t. The strategy called
split operator technique will be followed [73,285]. The aim is to disentangle the kinetic parts
of the Hamiltonian from the potential parts. This is done by the following approximation:

o HAL _ eg(%wm))m _ e%V(R)Ate%(%)me%V(R)m +O(A). 3)

The representation would be exact, if the commutator of the potential and the kinetic part would
vanish (which is in general not the case). However, for small valuest pthe contribution of

the O(At3) is negligible [73]. Constructing the full propagator in the time interval friotm ¢’

leads to the following expression:

N-—-1
D) = TV () ~ e,;;V(R)At[H e—,Tl(%)Ate%vm)m]eggvmmw(t)_ 4)
0

The last consists of an alternating row of propagations \#itterms and withlp (momentum)
terms only. To propagate iR space, the wave function will be represented/@®, ¢). To
propagate with the kinetic energy term, the wave function will be Fourier transformed to the

space (or k space), propagated vmifﬁ(%i)“ and Fourier transformed back ibspace. The two
Fourier transforms (performed by the FFT algorithrand the propagation in space is done

much faster than transforming thél(%i)m into R space. This is the original reason to use the
split operator technique here. The wave packgk, t) on the B state can be transformed into
phase space by a Wigner transformation (Eq. (2.7)). This is once more done by using the FFT
algorithm. Apart from this, the absolute square of the B state vibrational wave gacket) |

can be plotted as a function of R and t as a density plot as shown for example in Fig. 2.7.

The probe step

According to section 2.3.1, the probe window positig,, is chosen by evaluating 2.26 for a
given probe wavelength. The width of the probe window in space was chosen with help of the
pulse spectral width and the difference potential of the states involved in the probe transition.
For a given time in the pump-probe spectrum, the absolute square of the wave packet in the
probe window is summed up and saved as one point in the pump-probe spectrum. Thus, the
duration of the real probe pulse is not taken into account.

2Therefore, the grid ha&" points, whereV is a positive integer value.
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The First Order Delay Marginal in SFG FROGS

The FROG tracdrrog is a function of the delay time and the angular frequency of the

recorded spectrum. In the special case of a SFG FROG, it is given as:

+o0
Irroc(T,w) = | / E.(t)E,(t—T) exp(iwt)dt|2,

where 9
E.(t) = Ey, eXP(_QTTQ — i%tg — iw,t),
is a chirped pulse, whose chirp shall be determined and
t—7)? .
E,(t — 1) = Eogexp(— 5 T iwgt),

g

is the gate pulse that is unchirped.
First, the integral in 5 is evaluated:

+o0 . o0 1 1 Yo
E.(t)E,(t — 7) exp(iwt)dt = Eq.Eq, exp(—(z5 + == + 25)25 )
_ T,

[\
ﬁ\][o
[\
V]

—0o0

T

exp(—i(w, +wyg —w — zl)t) exp(———)dt

72

7 7
72 +0o0
= EOTEogexp(——2)/ exp(—(at® + bt))dt
2107 )
with
1 1 v TRy
“ = 272 +2_72+Z§ B 27272 +22'
T
b = i(w +wy; —w 27_—3)
. . T
= i(ws Zﬁ)

The solution of the integral is found via quadratic supplement:

+o0 . 7_2 T b2
/OO E,.(t)E,(t — ) exp(iwt)dt = Ey, Ey, exp(—Q—TgQ)\/gexp(E).

Therefore, the FROG trace is given as:

72 a*b? + b*%a
Ivroc(T,w) = |E0T|2|E09’26Xp<_7__92) eXp(w)-
The evaluation of 4*a yields:
T2 ol T4

4 * — 4 cc - 12 — cc 2

aa ‘27’,?7'92+Z2‘ T§7g4+7
_ o
o T )

(5)
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The evaluation ofi*b? + b*2a results in:

2 2
T Y\, T LT
(2—(2:C2 + 25)(—4 + 22w5—2 — w?) + cC
T TS Ty TS
2,2 2 2
TeeT TeWs 2wsyT
- 2.6 2.2 2
T Tg T T, T,

Thus ,Irroc IS given as:

T2 27272 4 7202272 — QuyTTAr?
IFROG(T,W) = |E0r|2|Eog|2eXP(—§)eXP( = T - —2
g

).

4 24,4
ch+ﬁy TrTg

One finds the FODMV (1) by setting the frequency derivation 6fzo to zero:

0 = %]FROG(Ty V)
B d 70207'273 + T62C47T2I/§TT27'92 — ZWVSQ’yTTfT;
- 5( L e e pe
27?27',?7'92

2 2
= — 9 (—7°97v +’7 )
4 7.47.4< cc s Ty

cc VT g

The last condition is fulfilled if,

2
VS:N(T):m

5 -
2mTE,

With v = BT—"; this results in:
B’

2
2nTE,

N(r) = (6)
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Dispersion time Tj;g,

A wave packet in a Morse potential centered at enéfdpas a spectral full width half maximum
of AE = 20E. We introduce energieB; = £ + 0F andFy, = E — 0E. The wave packet
has dispersed, when the classical trajectoriZ-ahas undergone one more oscillation than the
trajectory atF;,. The oscillation periods ab; and F, shall beT; andT; respectively. The
condition for the dispersion tiné;;;,reads as:

Tdisp = nT2a (7)
Tdisp = (n—l)T1 (8)

The number of oscillations can be deduced from the equations above and together with the
first equation, the criterion fdfy;, reads as:

Tasp = o ©)
From Eq. (2.13) one deduces for a oscillation pefldd’) in a Morse oscillator:
T(E) = (w? — 4Bw.x.) V2 (10)
Plugging that in Eq. (9) with the correct energy leads to:
Taisp = (W2 — 4Eower.)? — (W2 — 4B wer,)'?). (11)

Now, the two square root terms are approximated by a first order Taylor expansion around the
central energy E. This shall be shown for the second term of the last equation:

1
(W2 — 4(E + 0E)wez.)'/? = (w? — 4FBw,z.) + §(wg —4Fw.x,) Y46 Ewere + ... (12)

The higher orders are neglected. Application of the Taylor expansion leads to:

(w? — 4Ew.z,.)"/?

Taisp = 40 Fw.x, (13)
With Eq. (10) an®)E = AF this leads to:
Tdisp = V(E) (14)

2AFw.x,
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Focusing time7;;

First, the Wigner function of a laser pulse is briefly reviewed. The result is needed to develop
the focusing timef;, ..

Besides other frequency - time functions, the Wigner functiofy, t) of a laser pulse pro-
vides further insight in chirped excitation experiments. The Wigner function of a laser field
E(t) is given as:

W) = / B(t & D)E*(t 5 J)e "™ dr. (15)

Its projection on the time or frequency axis displays the pulse intensity on the addressed coor-
dinate. Wigner functions can become negative, in contrast to the FROG traces, that are very
similar toWW (v, t) in all other properties.

The Wigner function of a gaussian pulse with linear cltiraccording to Eq. (4.6) is given
by:

VvV —1

t—(v—u)B/2m
) - ()7
n
when g andnare given in standard frequency instead of angular frequency uhjtss the
total fluence of the laser pulse. Calculating the first order marginal in the spectral dofmpain
delivers:

W(v,t) = 2Fy exp[—(

v) [tW (v, t)dt (

TW)= 77— = —(V
J Wy t)dt 2r

The derivation foff;,,; given here follows that of Ref. [83]. The first order Taylor expansion

of the oscillation frequency(FE) around energy, (wave packet energetic center) in anhar-
monic oscillator is expressed as:

— ). (16)

dv
v(E) = v(Eo) + E(E — Ep). (17)
The difference in vibrational periods for different energies” of the wave packet shall be

calledAT(E). Itis given by:

:%(E_EO) :—iz( — Ep). (18)

AT(E)
In anharmonic oscillators (like Morse oscillators are), the valuelfoldE is different from
zero. Thus, the different parts of the wave packet oscillate at different frequencies and the wave
packet disperses, as seen in the last section. This "mismatch" in vibrational frequencies has to
be compensated. The solution is to apply a chirped laser pulse. In case of a Morse oscillator,
the oscillation times get bigger with increasing vibrational energy. In that case, one would have
to apply a negatively chirped laser pulse, in order to start the high energy components earlier
in time. At the focusing timé€,,;, the advance of the high energy parts is used up and wave
packet focuses. We quantify that relation now.
From the Wigner representation of a laser pulse, one knows about the time - energy relation
7(F) of a chirped laser pulse (Eqg. (16)):
ﬁ/
E)=—(F — Ep). 19
r(B) = 5-(E - E) (19)
The 5’ has been introduced before@&: and is given in the unit fs cm when the energy is given
in the unit cnT!. The vibrational period mismatch is compensated by a chirped pulse with



Appendix 175

time-energy relation(E) after V oscillations, whereV = 7(E)/AT(FE). Thus, the focusing
time is given by:

Top = T(E)N (20)
Top = T(E) ATT(;EE)) (21)

Inserting Egs. (19) and (18) in (21) leads to:
v

dv *
27TdE

Topt (22)

The value otlv/d E for a Morse oscillator can be calculated from Eq. (2.13) leadinly f@d £ =
2wz /v. Inserting this in Eq. 22 leads to the desired term for the focusing time:

1/2 ﬁ/

ATw.x,

Topt (23)



176 Appendix

Publications

Articles:

e M. Bargheer, M. Guhr, P. Dietrich, and N. Schwentner, "Femtosecond Spectroscopy of
the Fragment-Cage Dynamics:ih Kr”, Phys. Chem. Chem. Phyk.75-81, 2002

e M. Guhr, M. Bargheer, P. Dietrich, and N. Schwentner, "Predissociation and Vibrational
Relaxation in the B state of in a Kr Matrix”, J. Phys. Chem. A06:12002-12011, 2002

e M. Bargheer, M. Guhr, and N. Schwentner, "Depolarization as a probe for ultrafast re-
orientation of diatomics in condensed phase: CIF vsinlrare gas solids”,J. Chem.
Phys,117:5-8, 2002

e M. Guhr, M. Bargheer, and N. Schwentner, "Generation of coherent zone boundary
phonons by impulsive excitation of moleculeBPhys. Rev. Let91:085504, 2003

¢ T. Kiljunen, M. Bargheer, M. Guhr, and N. Schwentner, "A potential energy surface and
a trajectory study of photodynamics and strong-field alignment of CIF molecule in rare
gas (Ar,Kr) solids”,Phys. Chem. Chem. Phy&2185-2197, 2004

e T.Kiljunen, M. Bargheer, M. Guhr, N. Schwentner, and B. Schmidt, "Photodynamics and
ground state librational states of CIF molecule in solid Ar. Comparison of experiment and
theory”, Phys. Chem. Chem. Phy&2932-2939, 2004

e M. Bargheer, M. Guhr, and N. Schwentner, "Collisions Transfer Coherenseiel J.
Chem,44:9-17, 2004

e M. Guhr, H. Ibrahim, and N. Schwentner, "Controlling vibrational wave packets revivals
in condensed phase: Dispersion and coherence foinBwolid Ar’, Phys. Chem. Chem.
Phys,6:5353-5361, 2004

e M. Guhr, and N. Schwentner, "Coherent Phonon Dynamics; iBrsolid Ar”, Phys.
Chem. Chem. PhyRhys. Chem. Chem. Phy&760-767, 2005

Conference Proceedings:

e M. Guhr, and N. Schwentner, "Generation of Coherent Zone Boundary Phonons by Im-
pulsive Excitation of Molecules”, in: Ultrafast Phenomena XIV edited by T. Kobayashi,
T. Okada, T. Kobayashi, K. A. Nelson, S. De Silvestri, Springer, Berlin, 2005

e M. Bargheer, M. Gihr, M. Fushitani, and N. Schwentner, "Wavepacket Interferometry
and Wavepacket Dynamics in Condensed Phase”, in: Ultrafast Phenomena XIV edited
by T. Kobayashi, T. Okada, T. Kobayashi, K. A. Nelson, S. De Silvestri, Springer, Berlin,
2005



Appendix

Curriculum vitae

Markus Guhr

geboren am 30.04.1976

1982 - 1995
Juni 1995

Aug. 1995 - Aug. 1996
Feb. 1997 - Juli 2001

Okt. 1996 - Sept. 1998
Sept. 1998

Okt. 1998 - Apr. 1999
Apr. 1999 - Juni 2001
Okt. 1999 - Juli 2001

Juli 2000 - Juni 2001

Juni 2001

seit Okt. 2001

in Giel3en

Schulausbildung in Rabenau, Allendorf und Giel3en
Abitur an der Liebigschule Giel3en

Zivildienst
Stipendium der Studienstiftung des deutschen Volkes

Grundstudium der Physik an der Freien Universitat Berlin
Vordiplom in Physik

Physikstudium an der University of Cambridge, England
Hautpstudium Physik an der Freien Universitat Berlin
Tutor im Physikalischen Praktikum fir Naturwissenschatftler

Diplomarbeit in der AG Schwentner
"Schwingungsrelaxation und Pradissoziation
von Jodmolekllen in Edelgasmatrizen”
Diplom in Physik "mit Auszeichnung” und
Preis der Wilhelm und Else Heraeus Stiftung

Wissenschaftlicher Mitarbeiter in der AG Schwentner

177



178

Appendix

Danksagung

Prof. Dr. N. Schwenter gilt mein grof3ter Dank fir die freundliche Arbeitsatmosphare und die
intensive Betreuung dieser Arbeit. Von unseren zahlreichen Diskussionen habe ich in jeder
Hinsicht profitiert. Sein Engagement und seine Kritik haben ganz wesentlich zum Gelingen der
Arbeit beigetragen.

Herrn Prof. Dr. J. Manz danke ich fur die Vorlesung "Einfihrung in die zeitabhangige
Quantenmechanik”, die mich zur Formulierung der hier vorgestellten Wellenpaketkontrolle an-
geregt hat. Weiterhin danke ich Prof. Dr. D. Tannor fur die Erlaubnis zur Benutzung seines
Wellenpaket-Programmcodes.

Die Zusammenarbeit mit Dr. Matias Bargheer in der ersten Halfte meiner Doktorandenzeit
war hervorragend. Auch nach seinem Weggang geniesse ich die Diskussionen mit ihm sehr.
Ausserdem danke ich Matias fur die erste Durchsicht dieser Arbeit.

Dr. Toni Kiljunen, Heide Ibrahim und David Ambrosek verdanke ich weitere wertvolle
Korrekturen. Bei Toni bedanke ich mich ausserdem fir die tolle Zusammenarbeit am CIF-
Ausrichtungsprojekt und die gute Buronachbarschaft. Heide Ibrahim danke ich fur die Unter-
stlitzung bei den letzten Experimenten am Brom. Bei der Weiterfihrung wiinsche ich ihr viel
Erfolg.

Weiterhin bedanke ich bei Dr. Mizuho Fushitani und Nina Ovchimikov fur die tolle Zusam-
menarbeit am Laser und das angenehme Arbeitsklima. Den anderen Mitgliedern der Arbeits-
gruppe Ingeborg Twesten, Dr. Verena Ney und Dr. Manfred Soltwisch danke ich fur die freund-
liche Aufnahme in die Gruppe und die schénen Unterhaltungen.

Bei Prof. B. Gerber, PD Dr. O. Kuhn, Dr. M. Korolkov, Herrn A. Borowski, Herrn A.
Cohen und Dr. M. Schroder bedanke ich mich fur die hilfreichen Diskussionen im Rahmen
unserer Kooperation.

Dem Glasblaser des Instituts, Herrn Zimmermann bin ich zu grossem Dank fuir die Herstel-
lung der Brom-Glasapparatur verpflichtet. Weiterhin danke ich Roswitha Brunn fiir die Hilfe
beim Umgang mit dem (nicht ganz ungefahrlichen) Brom.

Dem Sfb 450 der Deutschen Forschungsgemeinschaft danke ich fir die Finanzierung des
Projektes und die Rahmenbedingungen, unter denen diese Arbeit gelingen konnte.

Bei meinen Eltern, Geschwistern und Freunden bedanke ich mich fur das Verstandnis und
die Unterstitzung wahrend meiner Promotionszeit.











