




Experiments on the Fragility of
Cooperation and Mechanisms

to Overcome this Problem

Stefan Große

Dissertation

zur Erlangung des Grades
eines Doktors der Wirtschaftswissenschaften (Dr. rer. pol.)

der Universität Erfurt
Staatswissenschaftliche Fakultät



Bibliografische Information der Deutschen Nationalbibliothek 

Die Deutsche Nationalbibliothek verzeichnet diese Publikation in der  

Deutschen Nationalbibliografie; detaillierte bibliografische Daten  

sind im Internet über http://dnb.d-nb.de abrufbar. 

1. Aufl. - Göttingen : Cuvillier, 2011 

    Zugl.: Erfurt, Univ., Diss., 2011 

    978-3-86955-817-2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

© CUVILLIER VERLAG, Göttingen 2011 

    Nonnenstieg 8, 37075 Göttingen 

    Telefon: 0551-54724-0 

    Telefax: 0551-54724-21 

    www.cuvillier.de 

 

 

Alle Rechte vorbehalten. Ohne ausdrückliche Genehmigung des Verlages ist 

es nicht gestattet, das Buch oder Teile daraus auf fotomechanischem Weg 

(Fotokopie, Mikrokopie) zu vervielfältigen. 

1. Auflage, 2011 

Gedruckt auf säurefreiem Papier 

    978-3-86955-817-2 



To Franziska and my parents.





Acknowledgements

First and foremost I would like to thank my supervisor and coauthor
Bettina Rockenbach for her advice, financial support, the many contri-
butions, discussions, her time and the patience especially for the time
when I changed my job which postponed the finalisation date of my thesis
significantly and much more than I expected.

Furthermore I am much obliged to Simon Gächter for his ideas, his
contributions, his advice and the nice week I had in Nottingham. He is
also responsible for having ignited my interest in experimental economics
by his fantastic lectures in St. Gallen.

I thank my coauthor Louis Putterman for his contributions, his insights
and his always instantaneous responses.

I would like to thank Bernd Irlenbusch for allowing me together
with Özgür Gürerk and Bettina Rockenbach to use their data on the
endogenous public good experiment as benchmark data and furthermore
for the discussion of the results of the experimental data for Chapter 4

which was my first experiment.

I am grateful to my former colleagues Irenaeus Wolff, Arne Weiss,
Mareike Hoffmann, Özgür Gürerk, Thomas Dimpfl and Thomas Lauer for
a magnificent time in Erfurt. They have supported me in so many regards
that its is hard to write it down in only a few words. They helped me
to program, test and conduct the experiments, to discuss the results, to
motivate me, they supported me with the formalities and not to forget to
chill out, to do sports and to enjoy the time in Erfurt. Irenaeus, Arne and
Mareike proof-read the thesis.

Andrea Bäcker helped me much with the experiments as well. Her
many comments helped to improve the programs and to understand
the subjects. I am grateful to Torsten Huck, Mario Gruppe as well as
Mandy Behrens (formerly Puschel) for their support for the experiments,
especially in the last minute acquisition of subjects and the billing. I owe
Kai Ahlborn for many philosophical and political discussions, my former

i



Acknowledgements

together.
I would like to thank Enrico Schumann for pointing me at the memoir

class in LATEX, some LATEX tricks, some hints on econometrics as well as
proof-reading.

I am much obliged to Karim Sadrieh for inviting me to Magdeburg
for inspiring MaXLab presentations, for his discussion, his humour, his
entertaining stories and his cooking excellence.

I am thankful to Christiane Pilz who helped me numerous times in the
struggle with administrative tasks, for the ability to cheer me up and the
fantastic cakes she was treating us with. Not to forget for being a good
proof-reader for the instructions.

I am grateful to Robert Jung for his advice on the hurdle model, Dennis
Dittrich and Manfred Königstein for their econometric suggestions.

I am appreciative to my superiors at the NORD/LB, Torsten Windels
and Jens Kramer, for their support, my colleague Norman Rudschuck for
proof-reading. I am overgrateful to Tobias Basse for always reminding me
how hard it is to write a PhD-thesis.

I like to thank the participants of my session during the GfEW con-
ference in Cologne in 2005 most prominently Reinhard Selten as well as
the participants of the workshop at the Max Planck Institute Jena in 2006

– I remember Dennis Dietrich, Werner Güth, Matthias Sutter – for their
comments. Furthermore I am grateful to Tobias Heldt for his invitation to
the Dalarna University Borlänge and his colleagues for their feedback.

The software I was using probably deserves acknowledgment as well:
The R language for the graphics and most of the non-parametric tests
as well as the hurdle models, Stata® for most of the panel regressions,
Matlab®’s Symbolic Math ToolboxTM and of course LATEX and all it contrib-
utors for the typeset of this thesis and JabRef as bibliographic database.

Last but not least I am indebted to Franziska Rippin, for supporting
me all the years through all my moods, putting aside her demands for
holidays and dates, always believing in me; without her I it would have
been much harder if not impossible.

ii

colleagues Christian Proaño-Acosta and Pierre-Andre Gericke for the time



Contents

Acknowledgements i

Contents iii

List of Figures v

List of Tables vii

Overview ix

1 Dynamic Public Goods 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Related Literature . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Experimental Design . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Theoretical Considerations and Predictions . . . . . . . . . . 6

1.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2 Monitoring in Teams: Using Laboratory Experiments to Study
a Theory of the Firm 27
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2 Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3 A Model of Team Production with Monitoring . . . . . . . . 32

2.4 Experimental Design . . . . . . . . . . . . . . . . . . . . . . . 38

2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3 The Zero Monitoring Equilibrium in Team Production 61
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.2 Non-Linear Production Function Model . . . . . . . . . . . . 63

3.3 Experimental Setup and Prediction . . . . . . . . . . . . . . . 65

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

iii



Contents

3.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4 Limited Punishment 79
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.2 Related Literature . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.3 Experimental Design . . . . . . . . . . . . . . . . . . . . . . . 84

4.4 Theoretical Considerations and Research Hypotheses . . . . 86

4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

Bibliography 111

iv



List of Figures

1.1 Average contribution relative to the endowment per treatment.
The grey-shaded area represents the standard deviation of the
group means of the DYN treatment. . . . . . . . . . . . . . . . . 12

1.2 Distribution of the first period contribution in percent of the
endowment. The circles represent observations, they are slightly
jittered to make the distribution of the observations better
viewable (reducing the overlaps). . . . . . . . . . . . . . . . . . . 20

1.3 Contribution, standard deviation, share of free-riders and profit
overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.1 Schematic representation of the course of the interaction . . . . 40

2.2 Frequency of implemented division rules, average contributions
and average team member payoffs in the peer and observer
monitoring phases of the first half of the MC1 treatments . . . 43

2.3 Distributions of total peer monitoring investments M in each
of both symmetric mixed strategy equilibria and the actually
observed distribution, for each of the three parameterizations
in the first as well as in the second half. . . . . . . . . . . . . . . 44

2.4 a) Frequency of implemented division rules; b) Contributions;
c) Payoffs (incl. monitoring costs); displayed are averages over
the observations in the second half. . . . . . . . . . . . . . . . . 47

2.5 Frequency of implemented division rules, average contributions
and average team member payoffs in the peer and observer
monitoring phases of the first half and second half in the 25MC1

and 45MC1 treatments and separated by voting decision. . . . . 50

3.1 Average contribution and profit by monitoring investment level.
Overall distribution of the monitoring investment levels. . . . . 67

3.2 Payoff table for the public-good phase. . . . . . . . . . . . . . . 76

3.3 Payoff table for the peer monitoring phase. . . . . . . . . . . . . 77

3.4 Payoff table for the observer monitoring phase. . . . . . . . . . 78

4.1 Average contributions. . . . . . . . . . . . . . . . . . . . . . . . . 90

4.2 Average number of members in the punishment institution. . . 93

v



List of Figures

4.3 Average group profits. . . . . . . . . . . . . . . . . . . . . . . . . 94

4.4 Efficiency and punishment revenue (sum of all punishment
tokens) comparison of our data. . . . . . . . . . . . . . . . . . . 94

4.5 Sunflower plot of all punishment actions without limit. . . . . . 101

4.6 Spine-plots of the general institution change behavior. . . . . . 103

4.7 Spine-plots of the institution change behavior towards pun. . . 104

4.8 Spine-plots of the institution change towards free behavior . . 105

4.9 Distribution of punishment acts. . . . . . . . . . . . . . . . . . . 106

vi



List of Tables

1.1 Overview of the treatments. . . . . . . . . . . . . . . . . . . . . . 6

1.2 Linear mixed-effects regressions explaining the mean group
contribution in percent of the endowment (with bootstrapped
standard errors). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.3 P-values of two-sided exact Wilcoxon–Mann–Whitney tests
between the treatments over the average relative contribution. . 12

1.4 Above-average contribution in percent of the endowment per
subject in the first 10 periods. . . . . . . . . . . . . . . . . . . . . 13

1.5 Two-sided exact Wilcoxon-Mann-Whitney test between the
treatments over the count of zero contributions (free-riding). . . 15

1.6 Per period exact Mann-Whitney-U-test two-sided, high contrib-
utors group included. p-values. . . . . . . . . . . . . . . . . . . . 18

1.7 Per period exact Mann-Whitney-U-test two-sided, high contrib-
utors group excluded. p-values. . . . . . . . . . . . . . . . . . . . 19

1.8 First period statistics . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.9 Random Effects GLS for the change in the contribution in
percent of the endowment . . . . . . . . . . . . . . . . . . . . . . 21

1.10 Random effects logistic regression with bootstrapped standard
errors, explaining the subjects’ decision to free-ride. . . . . . . . 22

2.1 Symmetric mixed strategy equilibria. . . . . . . . . . . . . . . . 38

2.2 Step structures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.3 Treatment description. . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4 Choice of Observer or Peer Monitoring in the second half. . . . 47

4.1 Subjects’ contribution reactions if punished in t− 1. . . . . . . . 90

4.2 Robust Tobit estimates of contribution changes in the punish-
ment world. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.3 First period contribution behavior (counts). . . . . . . . . . . . . 92

4.4 Random-effects logit estimates of the change in institution. . . 95

4.5 Hurdle estimate coefficients for punishment behavior. . . . . . 97

4.6 Per-period exact Wilcoxon–Mann–Whitney tests, p-values. . . . 100

4.7 Mixed-effects estimates of contribution changes. . . . . . . . . . 102

vii





Overview

The human race is unique in the level of cooperation among individuals:
We as homines sapientes work together in large groups even when we are
not genetically related (Trivers, 1971). This is also a puzzle for classic
economic theory. It is based on the model of the homo oeconomicus, who
only maximizes his own pecuniary interest. This model, however, has been
rejected in many experimental studies. Crucially, it fails to predict behavior
of aggregates of individuals in important economic settings. This can be
shown most impressively by a simple experiment called the ultimatum
game created by Güth et al. (1982). In this experiment one person is asked
to propose an allocation of an amount of money, say e 100, between herself
and another unknown person. This other person has the possibility to
reject the offer. If the offer is rejected, no one gets anything; if not, both are
paid according to the offer. The homo oeconomicus would offer the smallest
possible amount, say e 1, and a homo oeconomicus would accept that offer
because e 1 is better than e 0. In the laboratory however, offers below a
certain threshold are rejected because they are perceived as not fair. This
is valid even across cultures as anthropologists have shown (Henrich et al.,
2005).

There are several approaches to improve the economic theory and to
incorporate more aspects of social interaction. They mostly try to ‘repair’
the utility function for example by adding other-regarding preferences.
Most prominent is perhaps the model of Fehr and Schmidt (1999), which
adds linear factors for profit relations. There are other models improving
the situation but the disadvantage is that it gets harder to use more
complex functions for the prediction of behavior. The revision of economic
theory is at its very beginning and not the focus of this thesis.

Although we observe cooperation frequently in everyday life, there
are situations where it works and certainly situations where it breaks
down: – take the example of an apartment-sharing community in which
the kitchen gets more and more messy; or, to a larger extent, the “tragedy
of the commons” (Hardin, 1968).
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Overview

The question is now when does cooperation break down and what
conditions are necessary to achieve a sustainable cooperation. Exactly
this question is at the center of this thesis and will be experimentally
investigated. Experiments have the advantage of offering a large degree of
control over the environmental conditions while in real life situations it is
often hard to distinguish what had been the cause of a certain behavior.
Cooperation is frequently modeled by a so called public-good design
(synonymously, a voluntary contribution mechanism). This design tries
to depict the problem that cooperation is beneficial for every participant
but that there are individual incentives to free-ride, i.e., to put no personal
effort to increase the common welfare. It does so in a mathematically rather
simple model: Usually there is a common project into which all subjects
might invest a part of their endowment. All contributions to this project
are multiplied by a factor larger than one but smaller than the number of
participants and divided equally among all group members. In this case
it is better for the group to put everything into the project because the
overall welfare is maximized. But since the return on investment is smaller
than one – which means that if one Euro is spent and if no one contributes
the return is less than one Euro – there is no incentive to invest.

In Chapter 1 we demonstrate that the cooperation modeled as a contri-
bution to a group project breaks down over the course of the experiment if
we replicate such a standard public-good design. We show that it even gets
worse if we introduce dynamics – if the next period’s endowment consists
of the current period’s profit. This is one of the first experiments that
analyzes this kind of dynamics. Although the potential payoff could be
much higher compared to a linear setting, cooperators are exploited much
easier since they could lose most of their resources at once which leads
to a much faster collapse of cooperation. One reason for the breakdown
of cooperation in public-good experiments can be conditional coopera-
tion which even does not require the presence of absolute free-riders (e.g.
Fischbacher and Gächter, 2010; Fischbacher et al., 2001).

In Chapter 2, which is part of Grosse et al. (2011), we try to mitigate
the public-good problem, which we frame as team production, by a mon-
itoring mechanism. The monitoring mechanism can be thought of as a
technology that makes the individual efforts of team members attributable.
If the contribution of each individual is attributable, we argue, they will
contribute as the attribution transfers the public-good into a private-good.
The investment in the mechanism could be done by the team members
themselves or could be “outsourced” towards an observer who is a person
close to the team but not a team member. Since the monitoring investment
decision is more or less a second-level public-good (the investment is
costly and everyone benefits equally if the cooperation should be estab-
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lished) – to be specific in our case a step-level public-good – we expected
that the team members will fail to sufficiently invest in the technology. In
consequence they should opt for the observer, who makes the decision to
monitor, even though that is somewhat costly as well as the observer will
claim a share of the teams production. The construct of a team production
with a residual claimant shall resemble the Alchian and Demsetz (1972)
type of a capitalist firm.

The outcome is surprising: The self-monitored firm is highly preferred
by the subjects. This has several causes. One problem is that the construc-
tion of the monitoring as a step-level public-good in Chapter 2 has the
consequence that there exist positive contribution equilibria: for a pivotal
team member the investment decision in monitoring is profitable. By piv-
otal we mean that a single subject might be the one subject that moves by
its investment all others from not-contributing to contributing.

In order to test the positive contribution equilibria we alternate the
design of the experiment for Chapter 3. First, we change the monitoring
decision in itself from a step-level public-good that implies a coordination
problem to a linear public-good and furthermore we apply a quadratic cost
function which is necessary to prevent the threshold where the optimal
contribution would be the maximal instead of the minimal contribution.
We can show that this leads to the success of the residual claimant. A part
of that chapter has been published in Grosse et al. (2011).

Another mechanism that has been proven to be successful in the
prevention of free-riding behavior is to allow for sanctions, most often
in a decentralized way (for example Fehr and Gächter, 2000a). When
cooperators are allowed to individually sanction non-cooperators they are
able to raise the overall contribution level. This “works” quite well in order
to ensure a high cooperation level but gives rise to an efficiency issue. The
sanctions are costly. It is even possible that the overall welfare in a public-
good experiment with sanctioning possibility is lower than compared
with a standard public-good game even with free-riding behavior present
(Herrmann et al., 2008). It has been proven as successful to give the subjects
the choice whether they want to join a group that has a sanctioning
possibility or a group without that (Gürerk et al., 2006, 2010a) in order to
enhance the efficiency in a sanctioning environment.

One phenomenon that still is an issue is that of “anti-social” punish-
ment even though the efficiency with the endogenous institution choice
might be an improvement. Some subjects punish especially maximum
contributors. Those sanctions are socially not desirable since the welfare
maximum contributors behave optimal for all (i.e., are “pro-social”).

In Chapter 4 we create a design that by the introduction of a simple
rule shall measure the combined detrimental effect of the “anti-social”
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Overview

punishment in an endogenous-institution-choice design. With combined
detrimental effects we mean that beside the direct costs of punishments
there could be revenge effects and furthermore it could be that uncon-
trolled sanctioning leads to high contributors decreasing their contribu-
tions after being punished. We only allowed sanctions towards subjects
that contributed less than the sanctioning subject. By this rule we intended
increase the efficiency and thus the attractiveness of the punishment in-
stitution by preventing not only “anti-social” but most (direct) revenge
activities. The punishment institution was avoided by most subjects in the
beginning of the experiment of Gürerk et al. (2010a). We compare our data
with the punishment constraint with the data of Gürerk et al. (2010a). The
introduction of the punishment limit has a great impact by raising the
efficiency and making the sanctioning institution more attractive, not in
the first period but in the course of the experiment. There are far fewer
sanctions necessary to achieve a high contribution level even compared
with Gürerk et al. (2010a) if one subtracts the “anti-social” sanctions.
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1
Dynamic Public Goods1

Abstract

We conduct a dynamic public-good experiment: The subjects receive
an endowment only in the first period of the experiment. After that
the subjects’ endowment consists of the previous periods’ payoff.
Although the potential benefit through the dynamics is huge the
subjects fail massively to contribute. This can be attributed mostly to
cooperative subjects running out of resources.

1.1 Introduction

A commonly used tool in experimental economics research on cooperation
is the public-good game, also known as voluntary contribution mechanism
(VCM).2 In many variations of VCM experiments in a multi-period setting,
the subjects receive a fresh endowment every period. The subjects thus
are allowed to repeat their decision with fresh resources; a decision in
one period does not have the consequence of potentially losing resources
in the next period – given the anonymity of the participants within the
experiment and no kind of a reputation building mechanism. But in
some settings it might be interesting whether it makes a difference if a
decision in one period has consequences for all other periods. As a real life
example, think of a small society in an agricultural context: If such a small
community is cooperating successfully in one year and by cooperating
is having a plentiful harvest, then this improves its survival probability
and furthermore possibly enables it to invest in technology which in turn
could improve the harvest in the next year. Until now surprisingly little
research has been conducted on comparable dynamics especially in the

1This part is based on a joint project with Simon Gächter, Torsten Huck, Bettina
Rockenbach.

2See Ledyard (1995) for an older, Gächter and Herrmann (2009) as well as Chaudhuri
(2011) for more recent reviews.
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1. Dynamic Public Goods

public-good context. We will give an overview on related literature in the
next section.

Unlike a standard public-good experiment with a constant endowment
over all periods we created a dynamic variant wherein the subjects receive
an initial endowment only in the beginning of the experiment. Each
subjects’ endowment from there on will equal the profit of the previous
period. Thus there could be a remarkable growth and a huge benefit if all
subjects contribute all the time. However, there is a free-riding incentive
and the danger of losing almost everything.

To decompose the impact of the dynamics we first compare the initial
treatment with a treatment where subjects are randomly assigned to an
endowment history of the dynamic public-good treatment and add two
other treatments – one standard public-good experiment and a public-good
experiment with equal but per-period increasing endowment.

We find indeed an effect of the dynamics. Contributions deteriorate
in the course of the dynamic experiment much faster compared with
the other treatments. We attribute this detrimental development mostly
to cooperators running out of resources while we observe only minor
differences in the behavior of the subjects between the dynamic and the
other three treatments.

1.2 Related Literature

Dynamics

The term “dynamic” in the public-good context can be interpreted in
different ways. Fershtman and Nitzan (1991) for example theoretically
investigated the effect of an exogenously introduced decay in a continuous
public-good problem with infinite duration where contributions are ag-
gregated. The decay makes it necessary to provide a certain contribution
level for it to survive and the contributions were added up over the time.
Thus it resembles more some kind of a threshold public-good but with
a dynamic component. They found that under certain circumstances an
equilibrium might emerge but if the subjects act conditional the contribu-
tion will deteriorate. Noussair and Soo (2008) introduced some dynamics
by letting the marginal per capita return change in a step-wise fashion if a
certain threshold of the sum of contributions (50%) was met. In this setting
only a minority of groups with deteriorating contributions emerged but
there was a great heterogeneity among the group contribution paths.

In our interpretation dynamic means that the subjects have to live
with the resources (i.e., endowments) created by their payoffs during the
experiment. Most closely related in this regard is Gürerk et al. (2010b). Like

2



1.2. Related Literature

in our dynamic experiment the subjects in this study received an initial
endowment that was equal in the first period. The profit of one period
was the endowment of the next period. The difference to our experiment
is that the subjects’ total payoff of Gürerk et al. (2010b) only consisted in
the profit of the last period while in our experiment it is the sum of all
period-profits. The authors compared a dynamic public-good treatment
without punishment option with a dynamic treatment with a punishment
option included. They observed a decreasing trend of contributions relative
to the endowment without the punishment option contrasting with the
sanctioning treatment where the contributions remained at the same level.
The detrimental effects of the punishment – i.e., efficiency losses – are
slightly more than compensated by the benefits of the induced higher
contributions leading to almost equal final wealth levels.

Another strand of the experimental literature that could very roughly
be attributed to our definition of dynamics is that which combines a real
effort with an experiment wherein the profit of the real effort is connected
to the later endowment. One paper in this regard would be Cherry et al.
(2005). In their experiment the subjects’ endowments for a one-shot public-
good game were earned by taking a GMAT questionnaire beforehand.
They found no impact of the source of the endowment heterogeneity –
whether it was endogenously earned or exogenously assigned. This is
somewhat opposite to another paper of the same authors – Cherry et al.
(2002) – who found a strong impact in a dictator game context: If the
endowment was self-earned the subjects behaved much more selfish.

Heterogeneity

Our experiment leads in one treatment to within-group differences in
the endowments, in one treatment caused by the actions of the subjects
(endogenous heterogeneity) and in another treatment because the subjects
will follow a randomly assigned endowment history of the dynamic
treatment (exogenous heterogeneity).

There is plenty of literature on the heterogeneity of endowments3 with
somewhat mixed results. One can distinguish between those experiments
that assign heterogeneous endowments with or without the influence of
the subjects. We will refer to the latter as exogenous heterogeneity. In
fact most experiments on heterogeneity can be regarded as falling into
that category. A few others introduce heterogeneity by different actions
before the public-good actually was conducted – we call this endogenous
heterogeneity. For the latter the aforementioned paper of Cherry et al.

3There can be of course also heterogeneity in the ability allowing some subjects to be
more ’productive’ than others.
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1. Dynamic Public Goods

(2005) would be an example. A special kind would be household money
experiments. In those the people bring in their own money at the beginning
of the experiment (Clark, 2002; Harrison, 2007, for example)).

Cherry et al. (2005) found lower contributions with exogenous as
well as endogenous heterogeneity in the sense of earned heterogeneous
endowments compared with homogeneous endowments in their one
shot public-good setting. Contrary to that, Chan et al. (1999) concluded
that (exogenous) heterogeneity increased the cooperation level in a non-
communication environment. Their public-good design was slightly un-
usual and the heterogeneity was differently distributed in comparison
to Cherry et al. (2005). Levati et al. (2007) observed mixed results in a
public-good in presence of a leader who was inducing higher contributions
with (endogenous) heterogeneity than compared with homogeneity in
the endowments. Anderson et al. (2008) reported a negative impact of
(endogenous) inequality of endowments.

In the context of step-level public-goods we also discovered mixed
results in the literature. While van Dijk and Wilke (1995) observed that
participants with different endowments contributed the same percentage
of the endowments – which was further support to van Dijk and Grodzka
(1992), Aquino et al. (1992) wrote that in their experiments the cooperation
was lower with higher resource inequality – independent of the framing.
Bagnoli and McKee (1991) and Rapoport and Suleiman (1993) reported
evidence for inequality reducing the contributions to the group account
while on the contrary Marwell and Ames (1979), Marwell and Ames (1980)
did not discover a difference.

Sutter and Weck-Hannemann (2003) introduced some asymmetry by
two different minimum contribution levels. Those levels were either ex-
ternally imposed or the subjects could vote if the asymmetric rule is
implemented. The externally set rule produced higher contributions.

Another article invoking a dynamic component is Sadrieh and Verbon
(2006). Although they did not use the classical linear public-good design
having a non-linear production function and only three choices (cooperate,
sabotage or Nash) their design has the character of a public-good. An
important additional difference is that the payoffs were determined by the
subjects’ share of the total production. They allowed the accumulation of
endowments over 5 periods and furthermore tested different degrees of
heterogeneity in endowments and different distributions of endowments
(i.e., number of lowly-endowed subjects). The authors observed that the
degree of heterogeneity had no effect on the contribution level and on the
growth in the dynamic game while a static variant experienced a positive
effect of a greater degree of heterogeneity.

Reuben and Riedl (2009) found no difference in their treatments with
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1.3. Experimental Design

heterogeneous endowments without punishment although with punish-
ment they seem to agree on certain social norms that are then enforced:
Subjects with higher endowment should thus contribute more.

Summing up, results on the impact of heterogeneity are mixed. It
seems to be very dependent on the context whether contributions are
higher, equal or lower. We will contribute to this literature by adding
insights on the dynamics of endogenous heterogeneity and compare them
with exogenous heterogeneity.

1.3 Experimental Design

At the center of our experiments is the dynamic linear public-good treat-
ment over 20 periods which we dub DYN. The subjects received in the
first period a start endowment of ei,t=1 = 20 experimental units. They
could contribute these to a public-good. The contributions were multiplied
by the factor a = 1.4 and equally distributed among the n = 4 group
members. The profit of the current round was then the endowment of the
subjects in the next period:

πi,t = πi,t−1︸ ︷︷ ︸
endowment

−ci,t +
a
n

n

∑
j=1

cj,t . (1.1)

This is similar to Gürerk et al. (2010b). Our experiment differs to theirs in
the regard that the wealth level that was relevant for the subjects’ payment
at the end of their experiment was Ωi = πi,T while ours was Ωi = ∑T

t=1 πi,t.
A second difference was that their a was larger (1.6).

Since we wanted to investigate the effect of the dynamics in the main
treatment we separated the different factors that could have an effect on
the contribution levels. Thus beside the DYN treatment we created the
HIST treatment in which the heterogeneous endowment is exogenously
introduced in as much as one subject was randomly assigned to a unique
endowment history path of a subject of the DYN treatment. The CONST
treatment is the control treatment and resembles the classical linear public-
good experiment with the difference that the endowment was the average
endowment of the DYN treatment over all periods. The INC treatment then
deals with the issue that we observed per period increasing endowments
in DYN. In consequence we created this treatment as control for the
increasing endowment effect and assigned the per period average of DYN
as the per period equal endowment for all subjects in this treatment.
Table 1.1 summarizes the treatments.

The experiments were conducted at the University of Erfurt using
z-tree (Fischbacher, 2007) for the experiment and ORSEE (Greiner, 2004)
for the recruitment. The total number of participants was 160.

5
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1. Dynamic Public Goods

Table 1.1: Overview of the treatments.

DYN HIST CONST INC

Endowment eDYN
i,t=1 = 20 eHIST

i,t=1 = 20 eCONST
i,t=1 = eDYN eINC

i,t=1 = 20
e in t = 1

Endowment eDYN
i,t = πDYN

i,t−1 eHIST
i,t = eDYN

i,t eCONST
i,t = eDYN eINC

i,t = eDYN
te in t > 1

Profit πi,t =

{
etreatment

i,t − ci,t +
a
n

n
∑

j=1
cj,t

Independent 12 12 8 8observations

1.4 Theoretical Considerations and Predictions

Standard Theory

Traditional game theory with rational money-maximizers as players pre-
dicts zero contribution for all players as the subgame perfect Nash-
equilibrium for all treatments. This follows from the fact that the marginal
per capita return (µ = mpcr) of a unit of contribution in period T, µ = a

n ,
is smaller than one with our parameters (0.35); by backward induction,
this holds for any other period. This results in the equilibrium with no
contribution at all and holds for any of our treatments.

Inequity Aversion

Using the model framework of Fehr and Schmidt (1999) with their inequity
aversion concept:

U(xi) = xi −
α

n− 1

n

∑
j 6=i

(xj − xi)
+ − β

n− 1

n

∑
j 6=i

(xi − xj)
+ (1.2)

there are cooperative equilibria possible if certain conditions are met.
Especially the analysis of CONST but also that of INC can be broken down
to Proposition 4 of Fehr and Schmidt (1999, p. 839). There exist equilibria
with conditional cooperative subjects if those do not suffer too much from
disadvantageous inequality. But if there are not enough subjects with
µ + βi < 1 then the cooperative players will also not contribute in absence
of a punishment possibility.

The HIST and DYN treatment are a little different. With DYN a contri-
bution early in the experiment affects the endowment of all subjects in all
later periods. For an extensive game theoretic analysis of the dynamics of
this approach see Gürerk et al. (2010b). Although the calculation of the
wealth is slightly different the analysis for the inequity is quite similar.
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The dynamic property of DYN has the implication that it can be
optimal for the money-maximizer (mm) to contribute because an early con-
tribution yields “compound interests” if others contribute in subsequent
periods. Suppose the money-maximizer (mm) contributes nothing in every
period and now increases his contribution in period t by ∆cmm,t = 1. In
t this creates a loss of 1− µ which is why in a non-dynamic context a
mm would contribute nothing. But given the dynamics and if there exist k
conditional cooperators (cc) that fully contribute their whole endowment
then the contribution of the mm will increase the endowment of the cc’s in
t + 1 by µ. If we assume they contribute that additional endowment, the
project payout in t+ 1 will increase by (kµ)µ = kµ2. In t+ 2 this additional
payout will be again contributed and yields a project payout of (kµ)2µ and
so on.

To generalize: the benefit of increasing cmm,t (only) in t by ∆cmm,t until
a period t′ leads to a change in the period ta, ta ∈ {0, 1, . . . , t′} profits of
∆πmm,t+ta = µ · (µ · k)ta which leads to a change in the mm’s wealth of

∆Ωmm,t′ =− ∆cmm,t + ∆cmm,tµ + ∆cmm,t(kµ)µ + ∆cmm,t(kµ)2µ+

· · ·+ ∆cmm,t(kµ)t′µ.

in order to let the wealth increase the condition

0 ≤− ∆cmm,t + ∆cmm,tµ + ∆cmm,t(kµ)µ + ∆cmm,t(kµ)2µ+

· · ·+ ∆cmm,t(kµ)t′µ

should be met. Dividing by ∆cmm,t this further simplifies to

1 ≤ µ + (kµ)µ + (kµ)2µ + . . . + (kµ)t′µ

and because this is a geometric progression we can reformulate this as

1 ≤ µ
(kµ)ta − 1
(kµ)− 1

.

This condition makes it easy to calculate the number of t′ periods that
are needed to make the contribution profitable:

t′ = logkµ

(
k− 1

µ
+ 1
)

.

With our parameters we get with k = 3 cooperators t′ = 2.73 ≈ 3 as the
number of necessary periods and for k = 2 a t′ ≈ 6. So even with “only”
two cooperators we might observe money maximizers that positively
contribute until T − t′.

Of course it is necessary that the cc stick to full contribution. They
will do so if their µ + β > 1 as specified by Fehr and Schmidt (2000) and
further if as in their Proposition 4:

k
n− 1

≤ µ + β− 1
α + β

. (1.3)
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1. Dynamic Public Goods

In this case full contribution is even more enforced due to the dy-
namics: Every unit additionally contributed in earlier periods increases
exponentially the income potential. Thus it perfectly makes sense to in-
crease the contribution up to the maximum – if the others do so as well.
If a subject deviates from full contribution this creates huge losses as we
already argued for the case of the mm. The interesting case is the end of
the experiment. In the last t′ periods the mm will not contribute. Condition
1.3 will make the cc not deviate from their previous contribution. The
dynamics makes it even harder to deviate.

It gets more difficult if the contribution levels are not at maximum and
not symmetric. If the subjects would for example not deviate from their
initial contribution ci,1 with cj=1,1 < cj=2,1 < . . . < cj=n,1 this means that
the subject n with the maximum contribution would run out of resources
if µ ∑ c > en − cn. In this special case she will not be able to proceed to
contribute with the highest absolute amount. This leads to the second most
contributor being highest contributor, losing resources and so on. This
would, unlike in a non-dynamic experiment, never be a stable equilibrium.

Gürerk et al. (2010b) mentioned an equilibrium that, given a certain
number of cc and mm could lead to equity: The cc contribute nothing
in the first period and from t = 2 mimic the contribution of mm in
the previous period (ccc,t = cmm,t−1). Although this works also in our
context, a very high α in the Fehr and Schmidt (1999) model framework
would be needed to make this strategy credible for the cc’s because the
conditional cooperators would destroy a lot of welfare for all participants
by withholding endowments from the beginning, making the equalization
very costly. The α must be very high to compensate for this.

To sum up: assuming inequity aversion in DYN we might observe
cooperative behavior as long as there are enough cooperators with a
sufficiently low α so that they care less enough about the deviator(s) but
also sufficiently high β so that they maintain their cooperation level. In
this case a money maximizer with µ + β < 1 chooses to contribute fully
until T − t′.

If we achieve a cooperative equilibrium in DYN this could mean for
HIST that a mm could follow the endowment history of a cc and the other
way round. The mm will not contribute in any case. The cooperative equi-
librium in DYN means that in HIST there is no inequity in endowments
until t′ and the Proposition 4 of Fehr and Schmidt (1999) holds. Thus we
might observe some mm not contributing and some cc contributing. If a
cc in HIST was assigned to the endowment path of a mm in DYN she
will have a relative high endowment after t′. Her likely contribution if
Condition 1.3 is met represents a redistribution, reducing inequity in HIST
compared to DYN.

8



1.4. Theoretical Considerations and Predictions

Predictions

Although with social preferences we could observe high contributions we
know that in a simple public-good game usually the contribution level
is starting at a certain level and deteriorating over time (see Ledyard,
1995; Gächter and Herrmann, 2009; Chaudhuri, 2011). The decrease in
the contributions can be largely attributed to imperfect conditional coop-
eration (Fischbacher and Gächter, 2010; Fischbacher et al., 2001; Keser,
2000). Since the characteristics (except the dynamics) are similar we would
expect different contribution levels in the beginning and falling average
contributions afterwards as well.

Hypothesis 1. Due to free-riding incentives and imperfect conditional
cooperation we expect decreasing contribution levels in all treatments.

There is theoretically a very high benefit of cooperation in the DYN
treatment. If all subjects would cooperate their period profit in t is: πi,t =

20 1−1.4t+1

1−1.4 − 20 so alone in the last period T the profit would be πT =

20 1−1.421

1−1.4 = 58, 497.78 per subject and the total wealth Ωi = ∑T
t=1 πi,t even

considerably larger, compared with a ΩNash = 20 · 20 = 400. On the other
hand, the presence of a single subject with c = 0 from t = 1 on would be
enough to destroy most of the potential gain. We argued in the previous
section that this behavior might not be rational but if it is present it will
cause serious damage to the cooperation levels. Additionally in case others
do contribute much less than maximum, a full cooperator might lose her
resources, not being able to contribute again. Thus there is a possibility
that subjects are more cautious in the DYN treatment and contribute less
from the very beginning. In any case we expect a stronger dynamic toward
zero contribution with the DYN treatment than with any other treatment
due to the conditional cooperation being triggered even by cooperators
running out of resources.

Hypothesis 2. (a) In presence of imperfect conditional cooperation the
DYN treatment will more quickly tend toward zero contribution than any
other treatment due to either more cautious cooperators or cooperators
running out of resources. (b) The cautiousness will lead to lower contri-
butions in DYN at the beginning of the experiment since the threat of
exploitation is anticipated.

DYN will create a certain degree of heterogeneity in the endowments
that is caused by different conditional-contribution behavior between the
subjects. As a consequence the subjects in HIST will experience the same
degree of endowment heterogeneity with the difference that they have
no influence on their endowment making the heterogeneity exogenous.
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1. Dynamic Public Goods

Although the literature is not consistent in this regard we support the
view of Chan et al. (1999) and assume that HIST should show lower
contribution levels compared with CONST. Additionally we would expect
a lower overall contribution level if the heterogeneity can be attributed
to the subjects’ contribution history at least because with exogenous
heterogeneity a cooperator has more resources to contribute in the course
of the experiment.

Hypothesis 3. We expect lower contribution levels in the HIST treatment
than in CONST due to the presence of exogenous heterogeneity but
higher contribution levels than in DYN because cooperators will not loose
resources in the HIST treatment.

1.5 Results

1.5.1 Dynamics

Figure 1.1 on page 12 reveals the usual picture of a standard linear public-
good experiment: Every single treatment shows a negative development in
the contribution as a percentage of the endowment. This is supported by
the linear mixed-effects regression explaining the per-period and per-group
aggregated group contribution level (Table 1.2) by the period number, the
squared period number, the optional number of free-riders in the pre-
vious period and an optional measure for heterogeneity. The coefficient
of the period is negative and with one exception significant for all treat-
ments. While the contribution generally deteriorates in the course of the
experiment it does so to a much higher extent in the DYN treatment: The
coefficient of period2 can be interpreted as a higher curvature in this treat-
ment compared with HIST and CONST. Furthermore we observe a weakly
significant difference in the contribution (in percent of the endowment)
averaged over all periods between DYN and HIST (p = 0.078) as well
as between DYN and CONST (p = 0.0387 respective p = 0.0831 exHC4)
with a two-sided exact Wilcoxon–Mann–Whitney test (see Table 1.3 for the
cross-comparison).

Result 1. We observe a negative trend in the contribution level over all treatments
but the dynamic treatment depicts a higher curvature than the other treatments:
The contribution levels deteriorate thus faster than in the other treatments. The
overall contribution level is weak significantly lower in DYN than in HIST and
CONST.

4Note that we have one exceptional group in the CONST treatment that maintained
nearly full cooperation. This is why we compare this treatment mostly separate once with
all groups together and on time with those high contributors excluded (CONST ex HC).
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Figure 1.1: Average contribution relative to the endowment per treatment.
The grey-shaded area represents the standard deviation of the group means
of the DYN treatment.

Table 1.3: P-values of two-sided exact Wilcoxon–Mann–Whitney tests be-
tween the treatments over the average relative contribution. Significances:
∗∗∗ 1%, ∗∗ 5%, ∗ 10%.

DYN HIST INC CONST
DYN -
HIST 0.0780∗ -
INC 0.1349 0.9699 - -
CONST 0.0387∗∗ 0.8506 0.7984 -
CONST exHC 0.0831∗ 0.4824 0.4634 -

Interestingly there is no significant difference for the first period’s
contribution in percent of the endowment with the exact Wilcoxon–Mann–
Whitney test in all treatments as depicted in Tables 1.6 and 1.7 (Appendix).
The distribution (Figure 1.2, Appendix) of the contribution levels in that
period reveals no apparent difference either, except the little spike on the
right tail of the distribution which is absent in CONST but is distinctive
especially in INC and DYN. However, the differences in the distribution
are not significant.5

Thus we must reject Hypothesis 2b. Eventually the potential benefits

5We conducted several proportion (χ2) tests, calculating the counts of contribution
percentages between the treatments. We got no significances for several proportion tables.
For example for (c < 45%, 45% ≤ c < 55%, c ≥ 55%) which yields the counts 17, 10 and
5 for CONST and 20, 18, 10 for DYN we cannot reject the equal proportion hypothesis
(p = 0.5954).
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1.5. Results

Table 1.4: Distribution of the number of above-average contribution in per-
cent of the endowment per subject in the first 10 periods to check for the
persistence of the cooperative behavior. Read example: in DYN 6.3% of the
subjects have contributed 8 times above the average in the first 10 periods.

Periods DYN in% HIST in % INC in % CONST in%

10 2.1 0.0 0.0 3.1
9 2.1 2.1 6.3 0.0
8 6.3 8.3 12.5 6.3
7 16.7 6.3 6.3 18.8
6 12.5 20.8 3.1 6.3
5 10.4 18.8 18.8 9.4
4 8.3 16.7 21.9 25.0
3 20.8 10.4 12.5 21.9
2 6.3 10.4 12.5 9.4
1 12.5 6.3 6.3 0.0
0 2.1 0.0 0.0 0.0

just balance with the fear of the exploitation. The “tail behavior” meaning
a slightly higher number of above average contributors in DYN is an
indication in that direction but there is no statistical evidence however.

Result 2. There is no significant difference in the contribution levels of the first
period between the treatments. We must reject Hypothesis 2b.

We believe that there could be at least two reasons for a faster contri-
bution deterioration in the DYN treatment. One could be that cooperative
subjects run out of resources; the other that high contributors adjust more
quickly to lower contribution levels than in the other treatments. We
choose two approaches to check for this: First, we compare the behavior of
the subjects in the first periods between the and second, conduct further
extensive econometric analysis of both group and individual behavior.

In the first five periods we did not observe a significant difference in the
contribution in percent of the endowment as we see in the per-period tests
of Tables 1.6 and 1.7 (Appendix). The significant differences in contribution
levels start from period 10 on. If we count the number of above-average
contributions in percent of the endowment per treatment and per subject
in the first 10 periods (Table 1.4) in order to check for the persistence
of the cooperators – we do not find a significant difference between the
treatments (Fisher-Exact test p = 0.3283 between DYN and HIST and
p = 0.3961 for DYN vs. CONST). So we can not say that the cooperators
stopped significantly earlier to cooperate in the sense of contribute a high
percentage of the endowment in DYN than in the other treatments.

The difference thus is more that by design. In the DYN treatment the
cooperators dry out of resources. If we take the average endowment rank
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1. Dynamic Public Goods

(1 lowest, 4 highest) in the beginning of the 11th period for those subjects
that contributed more than average for more than 6 times in the first 10
periods (27% of all subjects in DYN, 17% in HIST, 25% in INC and 28%
in CONST, cumulating the first rows of table 1.4) this becomes clear: The
cooperators i.e., the subjects that contributed more often above the average
indeed have a significantly (p = 0.01846, exact Wilcoxon-Mann-Whitney
test) worse endowment in DYN compared to HIST. With other words: The
cooperators significantly worsen their relative wealth level (as rank) in the
first periods and, as a consequence, are not able to contribute

The econometric analysis of the change in contributions relative to the
endowment (Table 1.9, Appendix) reveals another factor. The subjects of
DYN seem to decrease their contribution level slightly (not significantly)
less if they are contributing more than the average (relative to the endow-
ment), but if the subjects contribute below the average, their adjustment
is significantly lower than in HIST, CONST and INC. In all treatments
the subjects on average increase their contribution level if they are below
average. One could regard this as a mean-reversion tendency. In other
words: Below-average contributors in DYN are more likely to stay below
the average than the subjects in the other treatments.

Result 3. The stronger decrease of the contribution level in the DYN treatment
stems from two different effects. Firstly: More cooperative subjects run out of
resources – which they do not in the other treatments. Secondly: Below average
contributors are more likely to stay below the average than in the other treatments.

Although the number of free-riders in the regression of Table 1.9
(Appendix) shows no effect on the contribution level change in DYN, it
does have a weakly significant, small impact in other treatments. The
appearance of zero contributors seems to have an influence only on the
free-riding decision itself (Table 1.10, Appendix). Hence there is some
evidence for a two-step decision. In general, free-riding, although most
frequently observed in the DYN treatment (23, 24%), seems not to be
significantly different from other treatments except for INC which seems
to have weakly significant less frequent free-riding (Table 1.5).

1.5.2 Heterogeneity Effect

The Theil-Index of inequality (Theil, 1967): T1 = 1
N ∑N

i=1
( xi

x · ln
xi
x

)
, is a

dispersion measure comparable to the better known Gini-Coefficient but
with the advantage that it is decomposable. The econometric analysis
does not reveal a significance for this measure neither in the regression
of the contribution changes (Table 1.9, Appendix), nor in the estimate
of the per-group aggregated contribution level (Table 1.2). So we can at
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Table 1.5: Two-sided exact Wilcoxon-Mann-Whitney test between the treat-
ments over the count of zero contributions (free-riding), p-values and the
percentage of occurrences of zero contributions. Significances: ∗∗∗ 1%, ∗∗ 5%,
∗ 10%.

DYN HIST INC CONST Prevalence (%)
DYN - 23.24
HIST 0.1380 - 13.64
INC 0.0590∗ 0.6633 - - 12.03
CONST 0.8650 0.1618 0.0883∗ - 19.07
CONST exHC 0.9172 0.1038 0.0502∗ - 18.43

least reject that endogenous and exogenous heterogeneity do have a direct
(linear) influence on the size or level of contribution. We observe an effect
of the Theil-Index on the decision to free-ride (Table 1.10, Appendix) but
only for the DYN treatment. This could mean that if the heterogeneity in
endowments is endogenous the subjects more likely tend to free-ride but
consider the actual contribution choice to a lesser extent.

For the within-group heterogeneity another interesting effect might
be the behavior of the ‘rich’ subjects – subjects that have the highest en-
dowment in their group. But our econometric analysis does not show any
significance for ‘rich’ – they do not necessarily contribute differently nor
have a higher probability to free-ride (Table 1.9 and Table 1.10, Appendix).

Result 4. The heterogeneity in itself is has not enough explanatory power for
the differences between DYN and HIST. Regressions show that there is only
little influence of Theil’s inequality measure. Additionally there is no significant
difference in the behavior of the subjects with the highest endowment between the
treatments.

This is also further supported by the non-parametric analysis which
neglects any effects on aggregated contribution levels of the exogenous
heterogeneity – HIST treatment – except in direct comparison with the
DYN treatment: Neither the per-period exact Wilcoxon-Mann-Whitney
test (Table 1.6 and Table 1.7, Appendix) nor the same test for the per
treatment average relative contribution over all periods (Table 1.3) reveal
any significance. Only DYN shows weak differences in the contribution
levels which are as we argue more due to the running out of resources
than to the heterogeneity itself.

1.5.3 Endowment Effect

CONST has a higher endowment in the first period than all other treat-
ments. We did not find significant differences in the contribution in percent
of the endowment conducting the exact Wilcoxon-Mann-Whitney test (Ta-
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1. Dynamic Public Goods

ble 1.6 and Table 1.7, Appendix) of this period between CONST and the
other treatments. Thus we can clearly reject a general between-treatments
endowment effect. An increasing homogeneous endowment as with INC,
DYN and HIST seems to have the consequence that the subjects maintain
a more or less constant absolute contribution level: in those treatments the
subjects started to contribute between 8.5 (HIST) and 10.1 (INC) tokens in
the first period and ended between 7.5 (INC) and 11.3 (HIST) (compare
also Figure 1.3, Appendix).

1.6 Conclusion

In standard public-good experiments the subjects receive a fresh endow-
ment every period. But this is like fresh restart – sometimes we have to
live with the consequences of what we do. If the subjects have to budget
their resources they might act very differently because a wrong decision
could mean extinction or total failure.

We were interested what might happen if subjects do not receive a fresh
endowment in the repetition of the experiment. Thus we created a design
where in a repeated public-good experiment the subjects’ endowment
consisted of the profit in the previous period. This resembles a dynamic
public-good which was only introduced quite recently (Gürerk et al., 2010b;
Battaglini et al., 2010). Theoretically one might observe an equilibrium
where all, even the money-maximizers that will free-ride in a standard
public-good, contribute fully until a certain period. In such a case there is
the possibility of a huge gain if the group is able to cooperate but there is
the danger that a subject loses nearly all resources if she is exploited by
others.

We compare this dynamic (DYN) with several other treatments to get
to the bottom of the dynamics. In one treatment (HIST) the subjects were
randomly assigned to a specific endowment path of DYN to compare ex-
ogenous versus endogenous heterogeneity. To control for the heterogeneity
itself we had a standard public-good with symmetric and constant endow-
ments (CONST) and a treatment (INC) in which the endowments were
symmetric but increasing over time to check for the effect of increasing
endowments since we observed increasing average endowments in DYN.

We find that there is no significant difference in the contribution level
in the first period though there is a slight anomaly in the distribution of
the contributions in DYN. Though not significant it is probably a pointer
that some subjects fear to be exploited while others see the enormous
income potential by the dynamics.

A difference between the treatments emerges only over the course of
the experiment where the contributions deteriorate more quickly in the

16



1.6. Conclusion

DYN treatment compared with all other treatments. The heterogeneity
in itself does not have enough explanatory power in the regressions we
conducted. However, it is evident that the cooperators that stick with
above average contributions quickly lose their resources.

We add another aspect to the literature on heterogeneity. In a certain
way our results are representative for the state of the literature: there is
no clear evidence that heterogeneity is better or worse for the cooperation.
Our dynamic treatment does worse than the others but is that really
due to endogenous heterogeneity or just due to the fact that cooperative
subjects simply have lost their endowment? Comparing the exogenous
heterogeneity to the other treatments reveals no difference. So at the
end we would conclude that the heterogeneity does not really make a
difference.

It would be interesting to see how other experiments perform without
“fresh resource injections” every period. Probably there will be difference
as the subjects have to think more about the consequences of their doing,
although our results point in a different direction.

17



1. Dynamic Public Goods

1.7 Appendix

1.7.1 Statistics and Graphics

Table 1.6: Per period exact Mann-Whitney-U-test two-sided, high contribu-
tors group included. p-values.

DYN DYN DYN CONST CONST HIST
vs. vs. vs. vs. vs. vs.

period CONST HIST INC HIST INC INC

1 0.3431 0.4173 0.4379 0.6924 0.0985∗ 0.1196
2 0.6640 0.4428 0.4600 0.8355 0.3667 0.2145
3 0.5714 0.2913 0.1153 0.4727 0.1689 0.5714
4 0.5714 0.7987 0.4608 0.5714 0.3141 0.7200
5 0.4727 0.0597∗ 0.0661∗ 0.4269 0.2664 0.8949
6 0.3054 0.0887∗ 0.0938∗ 0.3431 0.1848 0.3732
7 0.0938∗ 0.2189 0.1753 0.5082 0.9400 0.5576
8 0.2014 0.2913 0.2703 0.8345 0.8542 0.6784
9 0.1153 0.1432 0.1153 0.9101 0.9591 0.4269

10 0.0073∗∗∗ 0.0684∗ 0.0691∗ 0.4269 0.2455 0.9101
11 0.0314∗∗ 0.0284∗∗ 0.2083 1.0000 0.9591 0.7921
12 0.0252∗∗ 0.0519∗ 0.1153 0.3054 0.3823 0.9101
13 0.0089∗∗∗ 0.0205∗∗ 0.1569 0.4603 0.3667 0.7345
14 0.0979∗ 0.0519∗ 0.5208 0.7345 0.3823 0.2380
15 0.2618 0.0145∗∗ 0.1349 0.2012 0.4875 0.5208
16 0.0201∗∗ 0.0145∗∗ 0.0552∗ 0.2703 0.1520 0.7770
17 0.0190∗∗ 0.0068∗∗∗ 0.0667∗ 0.8928 0.2665 0.7769
18 0.0691∗ 0.0387∗∗ 0.2784 0.9699 0.6454 0.8506
19 0.9547 0.0278∗∗ 0.2695 0.0551∗ 0.2908 0.3837
20 0.7772 0.0447∗∗ 0.3828 0.1805 0.6444 0.4386

Significances: ∗∗∗ 1%, ∗∗ 5%, ∗ 10%
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1.7. Appendix

Table 1.7: Per period exact Mann-Whitney-U-test two-sided, high contribu-
tors group excluded. p-values.

DYN DYN DYN CONST CONST HIST
vs. vs. vs. vs. vs. vs.

period CONST HIST INC HIST INC INC

1 0.3845 0.4173 0.4379 0.8854 0.1786 0.1196
2 0.4197 0.4428 0.4600 0.9507 0.1778 0.2145
3 0.7732 0.2913 0.1153 0.2268 0.0771∗ 0.5714
4 0.2614 0.7987 0.4608 0.2614 0.1128 0.7200
5 0.7732 0.0597∗ 0.0661∗ 0.1673 0.0876∗ 0.8949
6 0.5358 0.0887∗ 0.0938∗ 0.1198 0.0497∗∗ 0.3732
7 0.1883 0.2189 0.1753 0.8209 0.7579 0.5576
8 0.3730 0.2913 0.2703 0.8199 0.8401 0.6784
9 0.2268 0.1432 0.1153 0.7732 0.7789 0.4269

10 0.0171∗∗ 0.0684∗ 0.0691∗ 0.7108 0.4140 0.9101
11 0.0683∗ 0.0284∗∗ 0.2083 0.6504 0.6126 0.7921
12 0.0556∗ 0.0519∗ 0.1153 0.5358 0.6126 0.9101
13 0.0207∗∗ 0.0205∗∗ 0.1569 0.7566 0.5901 0.7345
14 0.1956 0.0519∗ 0.5208 0.3845 0.6126 0.2380
15 0.4696 0.0145∗∗ 0.1349 0.0529∗ 0.2197 0.5208
16 0.0449∗∗ 0.0145∗∗ 0.0552∗ 0.4824 0.2673 0.7770
17 0.0426∗∗ 0.0068∗∗∗ 0.0667∗ 0.7556 0.4460 0.7769
18 0.1422 0.0387∗∗ 0.2784 0.7732 0.9551 0.8506
19 0.9014 0.0278∗∗ 0.2695 0.1003 0.4145 0.3837
20 0.8844 0.0447∗∗ 0.3828 0.0446∗∗ 0.3340 0.4386

Significances: ∗∗∗ 1%, ∗∗ 5%, ∗ 10%

Table 1.8: Statistics of the contribution in percent of the endowment in the
first period.

Treatment mean in% st.dev. in % median % n

DYN 44.90 21.50 50.00 48
HIST 42.29 22.62 50.00 48
INC 50.63 19.04 50.00 32
CONST 40.45 20.73 40.74 32
CONST ex HC 40.87 20.86 37.96 28
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Density of First Period's Contribution

Contribution in percent of the endowment
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Figure 1.2: Distribution of the first period contribution in percent of the
endowment. The circles represent observations, they are slightly jittered
to make the distribution of the observations better viewable (reducing the
overlaps).
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Figure 1.3: Average absolute contribution per treatment. Average standard
deviation of the contribution relative to the endowment. Share of the free-
riders per treatment. Average absolute per-period payoff per Treatment.
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1. Dynamic Public Goods

1.7.2 Translation of the Instructions for the INC Treatment

Please read these instructions carefully. If you have any questions please
ask the instructor.

From now on you are not allowed to communicate with the other
participants!

The course of the experiment

• At the beginning of the experiment you will be randomly assigned
to a group of four members.

• You will remain in the same group for the whole experiment.

• Every group is independent of the actions of the other groups.

• The experiment consists of 20 rounds.

Common and private projects

• There exist two projects: a private and a common project fo all four
group members.

• In every round you have the opportunity to divide the endowment
between the common project and the private project:

– All four group members may invest in the group project. The
income from the group project will be equally shared by all
members of the same group.

– In the private group only you are allowed to invest. The income
of this project remains your own.

You may divide your endowment between both projects or every-
thing in one of the projects.

• The amount you will assign to the common project will be specified
in the field “Your contribution to the group project”. The difference of
your endowment and this contribution will by the investment in the
private project.

Round endowment

The endowment is different in every period:

Round 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Endowment 20 24 27 31 35 38 41 44 48 52 55 59 62 66 70 73 77 81 86 91
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1.7. Appendix

Calculation of the round profit

• Your round profit consists of two parts:

– Your contribution to the private project (= Endowment minus
contribution to the common project) and

– the with 0.35 multiplied sum of all contributions in your group.

So all group members receive payout from the common project
independent on the size of their individual investment.

Calculation of the round profit:

Endowment − Your Contribution to the common project
+ 0.35 · Sum of contribution of all group members

to the common project
= Your round profit

Information at the end of each round

After every round each participant will receive the following information:

• Your own contribution to the common project (absolute and in
percent of the endowment)

• Sum of all contributions to the common project

• Your own profit of the current round

• The endowment, the contribution (absolute and in percent of the en-
dowment) as well as the the period profit of the other three members
of the group.

Calculation of the overall profit

The overall profit is the sum of all 20 period profits. At the end of the
experiment the overall profit will be converted into real money with an
exchange rate of e 0.25 per experimental currency unit.

Please note that communication between the participants is not al-
lowed during the course of the experiment. If you have a question for the
instructor raise your hand out of the cabin.

All decisions made during the experiment as well as the size of the
cash you will receive at the end of the experiment are anonymous. No
other participant of the experiment will know the identity of her group
members. If you have any questions you might ask them now.

Good luck.
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2
Monitoring in Teams: Using Laboratory

Experiments to Study a Theory of the Firm1

Abstract

Alchian and Demsetz’s (1972) influential explanation of the classical
business firm argues that there is need for a concentrated residual
claim in the hands of a central agent, to motivate the monitoring
of workers. We model monitoring as a way to transform team pro-
duction from a collective action dilemma with strong free-riding
incentives to a productivity-enhancing opportunity with strong pri-
vate marginal incentives to contribute effort. In an experiment, we
let subjects experience team production without monitoring, team
production with a central monitor, and team production with peer
monitoring. Then subjects vote on whether to employ the central
monitor, who gets to keep a fixed share of the team output, or to
rely on peer monitoring, which entails a coordination or free-riding
problem. Our subjects usually prefer peer monitoring but they switch
to the specialist when unable to successfully self-monitor. We provide
evidence for situations in which team members resist the appointing
of a central monitor and succeed in overcoming coordination and
free-riding problems as well as for a situation in which an Alchian-
Demsetz-like firm “grows” in the laboratory.

2.1 Introduction

What accounts for the structure of the capitalist firm, in which equity
suppliers or their agents hire and supervise workers given few or no resid-
ual claims? In an influential paper about the theory of the firm, Alchian
and Demsetz (1972) characterized team production by the following four
properties: (i) there exist several input providers, (ii) the combined output

1Part of “Monitoring in Teams: Using Laboratory Experiments to Study a Theory of the
Firm” by Stefan Grosse, Louis Putterman and Bettina Rockenbach (2011) and published in
the Journal of the European Association, Vol.9(4), (Grosse et al., 2011). All authors contributed
equally.
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2. Monitoring in Teams

is larger than the sum of the outputs that the individual input providers
can achieve by working alone, (iii) there is an observable team output
but no observable output of the individual input provider, and (iv) it is
possible but costly to measure the amount of input contributed by each
individual provider. The central dilemma of team production, they argued,
is that the benefits of working as a team (e.g., benefits from economies of
scale or of specialization) may be undercut by the incentive to free-ride
that each team member has if compensated according to team output
rather than personal input. To mitigate this problem, team members’ re-
wards must be tied to their contributions, but that requires another costly
input – monitoring – and this in turn gives rise to another collective action
problem if monitoring is to be supplied by the team members themselves.
The classical capitalist firm solves this problem, they argue, by making
one specialized agent the monitor of the other team members who pays
them according to their observed inputs. The central agent is motivated to
monitor by the fact that he keeps all team revenue above his contractual
obligations to the input providers.

We understand Alchian and Demsetz’s depiction of team production
in the absence of monitoring to be an example of the familiar problem
of collective action or incentives in teams that has been studied by ex-
perimental economists in recent decades under the heading Voluntary
Contribution Mechanism (VCM) or Public Goods Game (PGG). In a VCM
or PGG, subjects are grouped with others and each decides how much
of a certain endowment to contribute to a group project and how much
to hold for herself. Contributions to the project are scaled up by the ex-
perimenter, such that there is a social optimum of contributing. However,
since the resulting revenues are divided equally among team members,
the individual optimum is to contribute nothing. We interpret Alchian
and Demsetz as saying that if a sufficient investment is made in monitor-
ing individuals’ contributions, then they can be paid according to their
contributions, rather than an equal per capita share, as a result of which
there will be an incentive to contribute and not to free-ride.

We present a simple theoretical model corresponding to this structure,
and we investigate how real decision-makers respond to the structure
by having subjects make potentially rewarding / costly decisions under
it in a laboratory experiment. In the model and experiment, monitoring
can either be done by a specialized agent, who is assigned a fraction of
the team’s joint output, or by the team members themselves, who are
then compensated for their contributions to production but not for their
monitoring itself. Suppose that agents care only about increasing their
own earnings, know one another to be of the same type, and are rational.
Then, if the only monitoring were to be that done by the team members
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2.1. Introduction

themselves, there would be a considerable possibility that monitoring
would not suffice and hence that the production stage of the model would
be a simple VCM, for which there is a straightforward prediction of zero
contributions. If, instead, a specialist were offered a sufficient fraction of
team output and permitted to monitor, it would be in the specialist’s inter-
est to monitor enough to make contributing to team production rational
for each team member. With appropriate specifications of returns to team
production and of the share claimed by the specialist, team members earn
more producing together with a specialist monitor than having no monitor
and producing individually. If allowed to vote at no cost – a proxy for
workers’ choice among organizational forms in a market economy – the
model predicts that team members will vote to hire the specialist unless
they manage to successfully monitor themselves.

We carry out experimental play of such a model. We vary the conditions
under which team members and specialists can learn about their tasks
by varying the order in which play occurs (i) with no monitoring, (ii)
with monitoring (if any) by team members, and (iii) with monitoring (if
any) by a specialist, before having several opportunities to vote on which
kind of monitoring to use, more periods of play, and opportunities to vote
again. We also vary the costliness of monitoring for team members versus
specialists.

Ours is the first experiment we are aware of in which a public goods
game with its well-known free-rider problem can be converted into a
payment for effort environment without free-rider problem by the free
choices of subjects. It extends the recent innovation of studying institu-
tional evolution in the laboratory, applying it to a key issue in the theory
of economic organization that has not previously been addressed by such
methods.

Our results are striking. In four of the six treatments with which
we experiment, almost all teams are successful at self-monitoring and
thus choose not to hire a specialist. But when we make monitoring by
team members more costly than that by the specialist peer monitoring
fails in many groups and a trend towards specialist monitoring emerges.
Our results thus accord with experimental findings that a large number
of subjects attempt cooperation in the lab, but also with the standard
experimental finding that in repeated dilemma games without devices
such as punishment opportunities or pre-play communication, cooperation
tends to flag over time.2 For this reason, the logic of Alchian and Demsetz’s
argument is supported in the lab in a particularly clear fashion.

2See for example Ledyard (1995) as well as Davis and Holt (1993) for an overview of
older public goods experiments, Fehr and Gächter (2000a) for the effect of punishment
and Brosig et al. (2003) for the effect of communication.
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The structure of the Chapter is as follows: Section 2.2 briefly discusses
the theory and literature on the organizational form of production in a
market economy. Section 2.3 presents our theoretical model, and Section
2.4 lays out its implementation in our experimental design. Section 2.5
presents the experiment’s results. Section 2.6 summarizes and provides
additional discussion.

2.2 Literature

Why most firms in market economies exhibit certain common features, and
in particular why control rights usually reside in a group of investor / re-
sidual claimants, with employees working under the supervision of their
employers, has long been a central question of the economics of organi-
zation and comparative institutional analysis. Knight (1921) argued that
the more confident and less risk-averse individuals become entrepreneurs
while others become workers who demand insurance against risk and who
accordingly must be supervised, since their fixed wages give rise to moral
hazard (see also Kihlstrom and Laffont, 1979). Alchian’s and Demsetz’s
explanation of why workers are supervised by a residual-claiming central
monitor was summarized in the introduction. Marglin (1974) argued that
capitalists carved out the role of imposing discipline on workers at the
expense of workers’ welfare, by developing technologies that undercut the
positions of independent workers. Holmström (1982) suggested that the
monitoring of inputs could be rendered unnecessary by a forcing contract,
but the contract envisioned is largely hypothetical and has been argued to
suffer from serious moral hazard problems (Eswaran and Kotwal, 1984;
MacLeod, 1988). Eswaran and Kotwal (1989) and Banerjee and Newman
(1993) explain the assignment of control rights to financiers by reference
to unequal wealth and imperfections in credit markets associated with
the limited liability of borrowers. Kremer (1997) argued that workers usu-
ally do not run firms because control by workers leads to a tendency to
redistribute earnings among members, which distorts incentives.

Dow and Putterman (2000) as well as Dow (2003) view Alchian–
Demsetz’s monitoring hypothesis as one of the leading candidates to
explain the conventional employment relationship,3 alongside theories

3See also the references to Alchian’s and Demsetz’s hypothesis in many of the papers
cited in the previous paragraph. One of our referees argued that Alchian and Demsetz’s
model has no applicability to modern corporations, since in such firms supervision is
done by hired personnel and since such personnel could as easily be hired by workers.
In fact, Alchian and Demsetz took care to state that their approach is most directly
applicable to the “classical capitalist firm” with an owner-manager engaging directly in
supervision. They argue, nonetheless, that the corporation system works well partly due
to the existence of a market for corporate control in which “control is facilitated by the
temporary congealing of share votes into voting blocs owned by one or a few contenders
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of worker liquidity constraints and risk aversion, additional financing
problems associated with missing membership markets, and potential
decision-making problems due to heterogeneity of worker preferences.
However, they point out that contrary to the theory’s implication that work
incentives would be weak without a residual-claiming central monitor,
most evidence on worker-owned and profit-sharing firms, as well as that
on self-managing teams, suggests that they achieve higher-than-average
effort levels with less-than-average numbers of supervisors (Estrin et al.,
1987; Weitzman and Kruse, 1990; Craig and Pencavel, 1995). Incentives
appear to be a strength rather than a weakness of profit-sharing, with a
frequently mentioned theme being its encouragement of mutual monitor-
ing.

In a recent experimental study of work organization and incentives
Potters et al. (2009) compare laboratory manager-less teams that play a
standard public goods game with teams having managers who can decide
how much to pay the other members. They find that managers are able to
elicit higher effort from team members than is forthcoming in the PGG, by
linking pay to effort somewhat in the manner suggested by Alchian and
Demsetz. While the performance of their “managerial” firms is remarkable,
their manager-less firms may be a poor representation of self-managing
teams, since linkage of pay to effort is ruled out in such teams under their
experimental design.

Another attempt to experimentally compare self-managed teams and
centrally managed teams has been undertaken by Frohlich et al. (1998).
They designed a real-effort experiment wherein they observed higher
productivity, greater perceived fairness in pay and lower need of supervi-
sory efforts for employee owned firms compared to the “conventionally
owned” firms. Another experimental study incorporating different group
incentive mechanisms is Nalbantian and Schotter (1997). They compared
revenue sharing, forcing contracts, competition between teams, profit shar-
ing and monitoring. Monitoring in their context was a probability of being
observed and getting fired when one’s effort is too low. This kind of mon-
itoring was successful but only if the probability is high enough; thus,
successful monitoring is expensive.4

. . . a transient resurgence of the classical firm” (p. 788). A full discussion of the applicability
of Alchian and Demsetz’s theory to real world firm organization would take us beyond
the scope of this Chapter.

4The numerous social dilemma experiments beginning with Fehr and Gächter (2000a)
or Carpenter et al. (2009), in which subjects can punish those who contribute too little
to a public good, can also be viewed as studying alternative incentive mechanisms for
group production. In these experiments, the public good always remains public, whereas
we allow its public character to be eliminated by monitoring.
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2.3 A Model of Team Production with Monitoring

We model a team consisting of N members who play a finitely repeated
game for T periods. In each period, a team member receives an endow-
ment e, which we assume to be identical for all members. Team member i
chooses an amount ci with 0 ≤ ci ≤ e to contribute to a team production
process, leaving e− ci for private production. The sum of the team mem-
bers’ contributions (denoted by C = ∑N

i=1 ci) generates a team profit of
R · C with 1 < R < N. The division of the team profit among the team
members depends upon the monitoring technology applied to identify the
individual team contributions, which is a result of a simultaneous invest-
ment process prior to the contribution decision. Each team member invests
mi ∈ [0, . . . , 1] into the monitoring technology at a linear cost κ ·mi (with
the marginal monitoring cost κ ≥ 1). The total investment in monitoring
M = ∑N

i=1 mi determines the “accuracy” of the monitoring technology and
thus the proportion of the team profit which is divided according to the
individual contribution. M = 0 allows no identification of the individual
contributions and hence the team profit is divided equally among the
team members. The higher M, the higher is the proportion of the team
profit which is allocated according to the individual contributions. M = N
allows a perfect identification of the team members’ contributions and
hence the team profit is allocated according to the individual contributions.
The general rule for team member i’s profit is:

πi = e− κ ·mi − ci +
N −M

N
· R

N
· C +

M
N
· R · ci . (2.1)

The monitoring technology changes the nature of the team problem.
Without any monitoring (M = 0) team production is a classical linear
public good provision problem with free-rider incentives due to πi = e−
ci + R/N ·C. However, if each team member fully invests in the monitoring
technology (M = N), team production is a private investment task with
πi = e− κ− ci + R · ci. The positive interest rate R− 1 provides incentives
for full contributions. Intermediate values of M lead to linear combinations
of the public and the private good provision. If, for example, half of all
team members fully invest in monitoring, i.e., M = N/2 , then half of
the team output is allocated according to the private contribution and the
other half is distributed equally among the team members, i.e.,

πi = e− κ ·mi − ci +
1
2
· R

N
· C +

1
2
· R · ci .

Thus, the model reflects Alchian and Demsetz’s idea that without
monitoring team members have incentives to free-ride on others’ effort
provision, however with a sufficient investment in monitoring individuals’
contributions, team members can be paid according to their contributions
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as a result of which there will be an incentive to contribute and not to
free-ride.5 In the model, the level of monitoring and hence the quality
of the pay-effort link is determined and made known before the team
members select their production effort, which is necessary if monitoring
is to influence effort as Alchian and Demsetz assume it to do.6 For sim-
plicity, our model compresses the choice of monitoring investment, the
observation of effort, and the translation of observations into payment
shares into a single step, much as Alchian and Demsetz (p. 778) cover
both measurement and apportionment by the term “metering”.7 Hence,
team members may choose their effort in response to the remuneration
scheme in place, including whether their pay will be linked to their effort,
something that might be possible only with monitoring.

For the analysis of the subgame perfect equilibria of the game it is
convenient to restructure (2.1) as:

πi = e− κ ·mi − ci + β · ci + γ · C−i (2.2)

where C−i = ∑N
j=1;j 6=i cj denotes the sum of the others’ contributions,

the weight β = R/N2 · (N − M + N · M) denotes the team member’s
individual return from her own investment and the weight γ = R/N2 ·
(N −M) denotes the team member’s return from the investment of the
others.

With no monitoring β = γ = R/N, meaning that all team members
profit equally from each unit of contribution, while with perfect monitoring
β = R and γ = 0, meaning that only the contributor profits from the own
contribution. Obviously, it is individually rational to contribute the entire

5Notice that the production function in our model is – in contrast to Alchian and
Demsetz – additively separable in individual inputs. We decided on this for two reasons:
firstly, to keep the model simple and understandable to the subjects and secondly that
with this kind of production function we can link up to the literature on public good
provision, which uses the same kind of modeling. Our set-up nevertheless captures the
key Alchian and Demsetz idea that it is socially efficient to contribute to team production,
but individual input is not costlessly distinguishable from the inputs of others, unless
costly monitoring is provided. Even with a separable production function like the one
that we use, individual reward may not be well linked to individual effort without costly
monitoring because the inputs of the individual team members might be costly to discern.

6The level of supervision or probability of detection of shirking is also assumed known
when effort choices are made in efficiency wage models like Shapiro and Stiglitz (1984)
and Bowles and Gintis (1990).

7In real organizations, there is first a commitment of resources to the monitoring
process, then the process itself is carried out as effort is being exerted, and finally the
information obtained is used to adjust rewards, including by making promotion and
firing decisions. We capture all of this in the simplest possible manner, as a decision on
monitoring resources that automatically determines observational accuracy and thereby
the degree to which payment follows an equal-sharing versus a proportionate-to-effort
formula. Whereas more complex models in which monitoring’s accuracy or its translation
into payments are stochastic or even subject to intra-organizational conflict (see, e.g.
Kremer, 1997) are possible, our model is kept simple so as to focus on the central idea that
the members of the team must have a sense of how much monitoring will be in place and
how the information obtained is to be used if it is to affect their effort choices.
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endowment when β ≥ 1, because each token invested has an individual
return of at least 1. β ≥ 1 is satisfied if and only if

M ≥ N
N − 1

·
(

N
R
− 1
)
=: M̃ .

Equilibrium investment in monitoring and contributions to the team
project

The game consists of two stages. In the first stage players simultaneously
invest in monitoring. After having learned the total investment M play-
ers simultaneously decide on their contribution to the team project. We
analyze the game by backward induction identifying the subgame per-
fect equilibria under the assumption that each team member is solely
motivated by the maximization of her monetary payoff. Consider the
subgames of the contribution to the team project (after the amount M
was made public). It suffices to distinguish three classes of subgames:
those with β < 1, those with β > 1, and those with β = 1. For β < 1 the
individual return from the individual contribution is lower than the cost
of contributing and hence in the equilibria of these subgames all team
members choose ci = 0. If, however, β > 1 each team member individually
gains from contributing and hence will choose ci = e in equilibrium. For
β = 1 players are indifferent between contributing and keeping the entire
endowment or parts of it and hence each contribution 0 ≤ ci ≤ e may
be part of a subgame perfect equilibrium. Now turn to the investment in
monitoring. The subgame has multiple equilibria. There is a symmetric
Nash equilibrium in pure strategies in which no player invests in mon-
itoring (mi = 0) and there is a multiplicity of equilibria in which the
critical investment level M̃ (which is necessary to make full contribution
to the public good individually rational) is exactly met. One of these is
a symmetric equilibrium in pure strategies in which each player invests
the N-th part of M̃ (i.e., mi = M̃/N). In addition, there is an infinite
number of asymmetric pure strategy equilibria of the subgame which are
all characterized by investments mi satisfying M = M̃ and additionally
there are symmetric and asymmetric mixed strategy equilibria.

Hence the “good news” that the public good dilemma of team produc-
tion may be “resolved” in the monitoring phase prior to it comes along
with the “bad news” that the investment in monitoring is vulnerable to
severe coordination failures due to a multiplicity of equilibria.8

8See also Marx and Matthews (2000).
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Specialists monitoring

To overcome the problem of multiple equilibria in the monitoring phase,
team members may hire a specialist to take the monitoring decision. The
substitution of peer monitoring by specialist monitoring has the advantage
that the specialist is a single decision maker who (in equilibrium) chooses
an incentive compatible level of monitoring without any coordination
problems. The drawback is that she has to be paid a share of the team
output in order to have the proper incentives.9

Let the specialist be entitled to a share S ≤ 1 of the team profit R · C.
Suppose that the specialist has an endowment eS which enables her to
invest at least M̃ units of monitoring. Thus, the payoff functions under
specialist monitoring are as follows:

πS = eS − κS ·mS + S · C · R for the specialist (2.3)

πS
i = e− ci + βS · ci + γS · C−i for team member i (2.4)

with the adjusted weight βS = (1− S) · β denoting the team member’s
individual return from the own investment after deduction of the special-
ist’s share and the adjusted weight γS = (1− S) · γ denoting the team
member’s return from the investment of the others after deduction of the
specialist’s share.

Full contribution of the team members is individually rational if and
only if

βS ≥ 1⇔ M ≥ N
N − 1

·
(

N
(1− S) · R − 1

)
=: M̃S. (2.5)

If the specialist invests less than M̃S, team members in equilibrium
contribute a total of zero units of effort to team production, so the spe-
cialist’s earnings from team production will be S · 0 = 0. If the specialist
invests at least M̃S in monitoring, each team member in equilibrium con-
tributes her full endowment of e to team production, so the specialist’s
earnings from team production will be S · N · e · R. Hence, for reasonable
costs κS the specialist will in equilibrium choose the lowest monitoring
level for which it is individually rational for the team members to fully
contribute their endowment – that is M̃S – and gain a total profit of
πS = eS − κS · M̃S + S · N · e · R > eS.

To recap, we presented a formal model of team production in the spirit
of Alchian and Demsetz. The elegance of the model is that it allows a

9Alchian and Demsetz never spell out where the residual earnings of the central
monitor come from, simply asserting that the monitor pays team members the estimated
value of their marginal products and keeps the residual. Our model assigns to the monitor
a fraction of the output because with average and marginal product equal, there is no
residual above the sum of marginal products. We implement the model with sufficiently
large R so that both monitor and team members can profit from centrally monitored team
production.
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continuous transformation of the team problem with free-riding incentives
into a profitable private investment problem through the actions of the
team members and/or the decision of the specialist monitor. Due to the
multiplicity of equilibria, it is difficult – though not impossible – that
team members manage the transformation on their own. In contrast, the
specialist is unambiguously predicted to carry out the transformation if
parameters are consistent with πS > eS when M = M̃S, since she can
accomplish this by a single individual decision. The drawback to the team
members of hiring is its cost, albeit they are – in equilibrium – more than
compensated compared with full free-riding.

A discrete version of the model

For the experimental implementation of the game we choose a discrete
version of the payoff function and a binary choice in the investment in
peer monitoring mi ∈ {0, 1} to facilitate comprehension by subjects. We
exogenously introduce two different thresholds of monitoring T1 and T2

with T1 < T2 ≤ N. If the total investment in monitoring M < T1 all team
members equally profit from all contributions, for T1 ≤ M < T2 half of the
team profit is allocated equally and the other half according to individual
contributions, and finally, for T2 ≤ M ≤ N each team member solely
profits from her own contribution. Notice, that players are informed both
on the achieved monitoring threshold (but not on the exact value of M)
and on the corresponding payoff function:

πi =


e− κ ·mi − ci +

1
N · R · C, 0 ≤ M < T1;

e− κ ·mi − ci +
1
2 ·

1
N · R · C + 1

2 · R · ci, T1 ≤ M < T2;
e− κ ·mi − ci + R · ci, T2 ≤ M ≤ N.

(2.6)

In terms of β and γ this means:


β = R/N, γ = R/N 0 ≤ M < T1;
β = R(N+1)

2N , γ = R
2N T1 ≤ M < T2;

β = R, γ = 0 T2 ≤ M < N.

Example

The following example illustrates the model and uses functional forms
and parameters that will also be used in our experiment. Let N = 5 be
the number of team members with an endowment e = 10, marginal mon-
itoring costs κ = κS = 1, a multiplier R = 3, the specialist’s endowment

36



2.3. A Model of Team Production with Monitoring

eS = 5 and the specialist’s share S = 0.25. Then
β = 0.6, γ = 0.6, βS = 0.45, γS = 0.45 0 ≤ M < T1;
β = 1.8, γ = 1.5, βS = 1.35, γS = 1.125 T1 ≤ M < T2;
β = 3.0, γ = 0, βS = 2.25, γS = 0 T2 ≤ M < N.

Hence for M ≥ T1 full contribution to the team project is individually
rational, because the individual return from investment β is greater than 1.
In the subgame perfect equilibrium without peer monitoring (m∗i = 0),
contributions to the team project are 0 (c∗i = 0), leading to team members’
payoffs of 10. However, there are also equilibria in which monitoring
takes place. The simplification of the model by choosing discrete values
of monitoring and thresholds restricts the number of those equilibria.
Nevertheless, there are still (N

T1
) subgame perfect pure strategy equilibria,

characterized by exactly T1 team members investing in monitoring in
addition to mixed strategy equilibria (see below).

In the experiment we used two treatments in which T1 = 2 and three in
which T1 = 4. Because team members are restricted to integer investments,
a symmetric equilibrium with monitoring is not achievable. This means
that the only symmetric pure strategy equilibrium prescribes no invest-
ment in peer monitoring. All the pure strategy equilibria with monitoring
are asymmetric and hence very vulnerable to coordination failure. In case
of N = 5 and T1 = 2, the game has 10 pure strategy equilibria in which
exactly 2 out of the 5 players have to invest in monitoring and in case
of N = 5 and T1 = 4, the game has 5 pure strategy equilibria in which
exactly 4 out of the 5 players have to invest in monitoring.

In a symmetric mixed strategy equilibrium each player has to be indif-
ferent between investing and not investing in monitoring, which means
that the expected excess gain from investing in monitoring has to equal
the cost of investing in monitoring. To achieve this, each team member
assesses the probability that he/she is pivotal, meaning that by her invest-
ment in monitoring the threshold to incentive compatible contributions
would be reached.10 Only in the case of being pivotal, a player may have
an incentive to invest in monitoring. Appendix 2.7.1 provides the exact
calculations for the symmetric mixed strategy equilibrium. In fact, it can
be shown that in our parameterization there are two symmetric mixed
strategy equilibria in each of the parameterizations, one with a low proba-
bility of investment in monitoring and another one with a high probability
of investment in monitoring, as listed in Table 2.1. For each of the three
parameterizations the table lists the probability of investing in monitoring
in each of both equilibria. In the first parameterization, for example, each
player independently chooses to invest in monitoring with probability of

10See also Gradstein and Nitzan (1990) and Offerman et al. (1996).
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Table 2.1: Symmetric mixed strategy equilibria.

Parameterization Probability of investment in monitoring in:
“low probability” “high probability”

equilibrium equilibrium

T1 = 2, T2 = 5, κ = 1 1.30% 74.39%
T1 = 4, T2 = 5, κ = 1 25.61% 98.70%
T1 = 4, T2 = 5, κ = 3 39.60% 95.72%

1.3% in the low probability equilibrium, whereas each player indepen-
dently chooses to invest in monitoring with roughly 75% probability in
the high probability equilibrium. These numbers allow us to calculate
the likelihood with which we can expect the different investment levels if
subjects are playing the respective equilibrium strategies. In Figure 2.3 we
will report these numbers and contrast them to the observed frequencies.

If team members are able to self-organize (i.e., achieve M ≥ T1) each
team member earns 30 minus the investment in monitoring (if individually
applicable).11 In the equilibrium of specialist monitoring the specialist
invests T1 in monitoring and the team members contribute their entire
endowment. Hence, the team members earn 0.75 · 30 = 22.5 and the
specialist earns her endowment (of 5) minus the monitoring investment
plus 0.25 · 150 = 37.5.

Obviously, it would be most profitable for the team members to play
one of the equilibria with positive peer-monitoring. Then each member
earns 29 or 30, dependent on whether he/she invested in monitoring or
not. However, failing to reach the sufficient level of monitoring leads to
drastically lower individual payoffs of 9 and 10, dependent on whether
the individual invested in monitoring or not.12 Facing this risk, team
members may decide to hire a specialist to make the monitoring decision
and achieve a payoff 7.5 lower than the highest equilibrium payoff, but
13.5 higher than the worst payoff in case of coordination failure without
sufficient monitoring.

2.4 Experimental Design

We conducted an experiment consisting of five treatments corresponding
closely to the model above. In each session of the experiment, subjects were
randomly and anonymously assigned to groups of six, with one subject

11Note, that the monitoring cost is paid out of end-of-round earnings; thus, contributing
to monitoring does not prevent a subject from still contributing a full 10 units to team
production.

12The other form of coordination failure in the form of over-provision of monitoring
is “less disastrous” because it just leads to more players earning 29 instead of 30, than in
equilibrium.
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Table 2.2: Step structures.

Division rule Step structure Step structure
2-5 4-5

equal division (“EQUAL”) 0 ≤ M < 2 0 ≤ M < 4

half divided equally, half according
2 ≤ M < 5 4 ≤ M < 5

to contributions (“HALF/HALF”)

Division according to individual M = 5 M = 5
contributions (“ATIC”)

randomly assigned the role dubbed “observer” (corresponding to the
theory section’s “specialist”) and the other five the role “team member”.
We implemented the discrete version of the game described above with
the parameters of the example above. Subjects were told at the outset
that they would engage in thirty rounds of decisions in the same roles
and with the same anonymous group members. The two step structures
2-5 (T1 = 2 and T2 = 5) and 4-5 (T1 = 4 and T2 = 5) specify two sets
of parameters for the thresholds T1 and T2, which in turn generate three
possible incentive regimes for team production henceforth referred to as
EQUAL, HALF/HALF, and ATIC (“according to individual contribution”)
(see Table 2.2).

In step structure 2-5 at least two units have to be invested in monitoring
to make contributions to the team project individually rational, while in
step structure 4-5 at least 4 units have to be invested. Each group of
subjects was assigned to either one structure or the other throughout their
session, with no knowledge of the other structure.

The 30 rounds of a session were divided into six phases, with 5 rounds
each. In every session, Phase I consisted of 5 rounds with no monitor-
ing – i.e., a standard 5 round VCM condition. Phases II and III consisted
of 5 rounds with monitoring (if any) by the observer and 5 rounds of
monitoring (if any) by peers, with the order in which observer and peer
monitoring occurred varying among sessions (see Table 2.3). In OP ses-
sions, the observer made the monitoring decisions in Phase II and the
team members made the monitoring decisions in Phase III; in PO sessions,
the order was reversed.

To avoid boredom and unnecessary inequalities and to motivate the
observer to learn about incentives in team production, we assigned the
observer a task to perform in those periods in which he or she was not
permitted to monitor and earn a 25% share of team project revenue. The
observer’s task was to estimate the period’s sum of contributions C in
her group. As an incentive for accuracy, the observer earned more the
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Figure 2.1: Schematic representation of the course of the interaction for PO.

closer was her guess to the actual C, which was revealed to him/her at the
end of the period.13 Note that the observer might learn something about
how team members’ contributions respond to monitoring by observing
peer monitoring phases, and accordingly sessions using the PO ordering
might be expected to be more conducive than those with ordering OP to
successful decision-making by the observer when in the monitoring role.

In each session, each of the last three phases could have either observer
or peer monitoring, depending on how the members of the team in ques-
tion voted. Before rounds 16, 21, and 26, each team member was asked
to vote for either observer or peer monitoring. The group was informed
of the majority vote (without a breakdown of the number of votes) and
began to play five rounds according to the chosen institution. A schematic
representation of the course of the interaction in the PO ordering is given
in Figure 2.1. Phases I to III form the first half of the experiment, and
phases IV to VI the second half.

The alternatives of the PO or OP ordering and of the 2-5 or 4-5 mon-
itoring structure give rise to a 2× 2 design with four treatments: PO25,
OP25, PO45, OP45. Due to the unexpected nature of the results of those
treatments, which are discussed in the next section, we conducted sessions
with an additional treatment that is otherwise like the PO45 treatment but
in which the marginal cost of monitoring was made three times higher
for a team member than in the other four treatments, while the cost of

13The formula for the observer’s profit during phases in which he did not play a
monitoring role, such as Phase I, was: π = 30/(1 + 0.05|C−Guess of C|)
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Table 2.3: Treatment description.

Treatment Phase Sequence Step Monitoring unit cost
Phase II Phase III strc. Peer κ Observer κS

PO25MC1 Peer Observer 2-5 1 1
OP25MC1 Observer Peer 2-5 1 1

PO45MC1 Peer Observer 4-5 1 1
OP45MC1 Observer Peer 4-5 1 1
PO45MC3 Peer Observer 4-5 3 1

monitoring for the observer was left unchanged (i.e., κ = 3 and κS = 1).
We distinguish the two treatments by referring to them as OP45MC1

and OP45MC3, with the other three treatments also sharing the MC1

designation. Table 2.3 provides an overview of the five treatments.

In each treatment we have 6 groups (from two sessions of three groups
each) each containing 6 subjects (5 team members and 1 observer). Hence
we had 180 subjects in the experiment who were randomly allocated to
the different treatments. Each subject sat in a separate compartment in the
experimental lab at the University of Erfurt and interacted anonymously
via the computer interface with the other subjects in her group. The
identities of the other group members were not revealed and could not
be deduced, because three groups were playing in parallel. There was
no possibility of verbal communication with others; the only information
transmitted was on the actual choices. Subjects were first read aloud and
followed on their screens instructions explaining the structure of the entire
session, worked through examples, and asked the experimenter questions,
if any. The instructions are provided in the Appendix.14 The subjects were
students who were recruited at the University of Erfurt using the Orsee
System (Greiner, 2004).15 The experiment was conducted with the z-tree
Software package (Fischbacher, 2007). Subjects were paid privately after
the end of the experimental session with an exchange rate of e 3 for each
100 experimental currency units. They earned on average e 21.

2.5 Results

Evaluation of the data shows that there are no significant effects associated
with whether the OP or the PO order is used in phases II and III, in
particular the investments in monitoring and the contribution levels are

14See also http://data.cereb.eu/monitoring.html for additional materials including the
tables used to show payoffs in the treatment discussed in Section 3.

15http://www.orsee.org/
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not significantly different.16 Therefore, we analyze the pooled treatments
PO25MC1 and OP25MC1 as 25MC1 and the pooled treatments PO45MC1

and OP45MC1 as 45MC1. In each of the pooled treatments we now have 12
independent observations. Discussion of treatment PO45MC3 is postponed
to Section 2.5.3.

2.5.1 Effects of monitoring in the first half

The results of the first phase of play, in which subjects interact in a classical
public goods environment, are well in line with the observations from
numerous previous experimental studies of VCMs. Average contributions
start off at about half of the endowment – on average 5.5 over all groups –
and decrease from there on. In all four treatments we observe a negative
trend in contributions over time17 with an average contribution of 3 in the
last period of Phase I. This deterioration of contributions is in line with
past experiments18 and illustrates Alchian’s and Demsetz’s intuition about
free-riding if monitoring is absent, yet departs (as is typical in VCMs) from
the strict theoretical prediction of zero contributions assuming payoff-
maximizing agents.

Which division rules were implemented? Peers managed to supply incenti-
ve-imparting division rules 95% of the pooled cases of the two treatments,
while the observers did so in 82.5% (see Figure 2.2a).19

Result 1. Failure to achieve a division rule providing incentives to contribute the
full endowment occurred less often in the peer than in the observer monitoring
phases of the first half.

At first glance, it comes as a surprise that despite their coordination
problem team members succeeded more often in achieving an incentive
compatible allocation rule than observers. But high “success rates” as
observed in our experiment are well in line with observations in binary
step-level/threshold public good experiments:20 van de Kragt et al. (1983)

16The difference in average contributions and monitoring between OP and PO are
not different at 10% level (exact Wilcoxon–Mann–Whitney test over the independent
observations, two-sided) with one exception: OP25MC1 vs. PO25MC1 is significantly
different in the monitoring investments of the observer in the observer monitoring phase
(p = 0.0065), but has no significant effect in contributions. The average monitoring was 2.2
in PO25MC1 and 3.4 in OP25MC1.

17A linear regression shows a negative time trend in contributions for Phase I. The
regression is performed with the average (per group) contributions of Phase I as the
dependent variable. The time coefficient is significantly negative with at least 5% for all
treatments (robust, Huber–White standard errors).

18See again Ledyard (1995) as well as Davis and Holt (1993) for a review of the literature
on VCM experiments.

19This difference is significant (p = 0.044, two-sided exact Wilcoxon signed rank test
over the independent observations).

20See Croson and Marks (2000) for a review.
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Figure 2.2: a) Frequency of implemented division rules; displayed are aver-
ages over the observations in the peer and observer monitoring phases of the
first half in the 25MC1 and 45MC1 treatments. b) Average contributions over
the observations in the peer and observer monitoring phases of the first half
in the 25MC1 and 45MC1 treatments. c) Average team member payoffs in
the peer and observer monitoring phases of the first half in the 25MC1 and
45MC1 treatments. The team member payoffs are net payoffs, meaning that
the individual team member’s monitoring costs are already deducted in the
peer monitoring phase and the observer’s share is deducted in the observer
monitoring phase.

for example noticed a 72% rate in the treatment with a step return21 like
our 45MC1 treatment. Offerman et al. (1996) observed lower success-rates
with step returns quite similar to 25MC1 and 45MC1. The observation
of Croson and Marks (2000) that subjects respond to the size of the step-
return may explain the difference in the success rates of 25MC1 and
45MC1.

How did the teams manage the high investments in monitoring? The only
symmetric equilibria with positive investments in monitoring are the two
mixed strategy equilibria (see Table 2.1). Figure 2.3 shows the distributions
of total monitoring investments M in each of both symmetric mixed
strategy equilibria and the actually observed distribution, for each of the
three parameterizations in the first as well as in the second half.

In each of the six cases, displayed in Figure 2.3, the generalized Fisher
exact test rejects the hypotheses that the observed distribution coincides
with the equilibrium distribution at p = 0.0001 for the low probability
equilibrium as well as for the high probability equilibrium. The low prob-
ability equilibrium rarely meets the threshold, while the high probability
equilibrium leads to frequent overprovision. The team members seem to
be better in “managing” the provision problem, because they meet the

21The step return is a concept analyzed in Croson and Marks (2000). The step return
is the fraction of the aggregated group payoff over the total contribution threshold (step
return = aggregated group payoff/total contribution threshold). Assuming the subjects
would fully contribute in HALF/HALF we would have a step-return of 10 in 25MC1 and
a step-return of 5 in 45MC1.
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Figure 2.3: Distributions of total peer monitoring investments M in each of
both symmetric mixed strategy equilibria and the actually observed distri-
bution, for each of the three parameterizations in the first as well as in the
second half.

threshold more frequently than in the low probability equilibrium, avoid-
ing overprovision more often than in the high probability equilibrium.22

Although team members do not seem to play one of the symmetric mixed
strategy equilibria (an observation that is shared with Offerman et al.
(1998)), we cannot definitely exclude that they play an asymmetric mixed
strategy equilibrium. The frequencies displayed in Figure 2.3 also show
that team members do not play any asymmetric pure strategy equilibrium,
because then they would meet the threshold (2 and 4, respectively) and
neither over- nor under-provide in monitoring.

A possible explanation of the observed behavior is that a certain frac-
tion of subjects is guided by “non-standard” or social preferences, for
example, that some subjects are conditional cooperators23 for whom the
(subjective) payoffs in a VCM may resemble those of an assurance or stag
hunt game more than those of a prisoners’ dilemma. Their presence could
help to explain the higher-than-predicted contributions in Phase I, and
likewise would account for propensities to contribute to monitoring even
if coordination is difficult or if no equilibrium strategies existed, for payoff-
maximizers.24 Evidence that subjects with preference-based inclinations

22The theoretically expected overprovision is 89.0% for 25MC1, 93.7% for 45MC1 and
80.4% for 45MC3 in the high probability equilibrium, whereas we observe levels of 86.7%
(25MC1), 61.7% (45MC1) and 26.7% (45MC3), respectively.

23In the sense of Fehr and Gächter (2000b) and Fischbacher et al. (2001)
24Duffy et al. (2007) find that subjects are not much more likely to complete a public

project of fixed size when a final payoff jump causes equilibrium strategies in positive con-
tributions to exist than when absence of such a jump makes a positive giving equilibrium
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to cooperate account both for some contributions and some monitoring
could be found in a significant correlation between contributions espe-
cially in the first period of Phase I, and average monitoring during a peer
monitoring phase. We checked the correlation at individual subject level
between monitoring investment during the exogenous peer monitoring
phase and first period contribution in Phase I. Pooling the data for the
two MC1 treatments, we found a significant positive correlation, meaning
that the subjects with high contributions also tend to invest in monitoring
(asymptotic Spearman correlation test, stratified by treatment, p = 0.016).

How did subjects’ contributions respond to the various division rules? With
peer monitoring (in Phase II) and observer monitoring (in Phase III),
subjects responded to HALF/HALF and ATIC division rules with a con-
siderable increase in average contributions compared with EQUAL divi-
sion as can be seen in Figure 2.2b).25 A comparison of HALF/HALF and
ATIC exhibits two mild surprises: First, subjects contributed moderately
but significantly26 more under ATIC than under HALF/HALF. This is
remarkable because a payoff-maximizing subject should contribute her
full endowment under both division rules (recall that in both cases one
unit of contribution is repaid by more than one, for all possible actions
of the other team members). Two explanations, both invoking bounded
rationality, come to mind. Firstly, although under both schemes each unit
of contribution is repaid by more than 1, the private marginal return
under HALF/HALF is just 1.8 while it is 3.0 under ATIC. The difference in
contributions may be explained by subjects’ concern for marginal returns27

and/or social preferences. Under ATIC only the contributing team mem-
ber profits from her contribution, whereas under HALF/HALF all other
team members also profit (at least partly). Although it maximizes the indi-
vidual payoff, a team member may (for example, due to fairness concerns)
withhold contribution in order to reduce a potential free-rider’s benefit
from her contributions. The second surprise in comparing HALF/HALF
and ATIC is that subjects tend to contribute somewhat less when the
observer monitored than when the team members do.28 Both explanations

theoretically non-existent, a result that might also be explained by the presence of some
conditional willingness to cooperate. Nevertheless, the presence of a payoff jump in this
chapter’s linear design but its absence in our later QUAD treatment (see Chapter 3) may
explain some of the difference between behaviors in these treatments.

25For observer monitoring contributions under EQUAL differ significantly from the
ones of HALF/HALF (p = 0.023 two-sided exact Wilcoxon signed-rank test, 25MC1 and
45MC1 pooled). For peer monitoring there are too few occurrences of the EQUAL rule for
a meaningful test.

26The difference is significant in both phases (Phase II: p = 0.006 and Phase III:
p = 0.006, both according to the two-sided exact Wilcoxon signed-rank test).

27See also Isaac and Walker (1988a).
28The difference is significant for HALF/HALF (p = 0.074) as well as for ATIC (p =

0.025), both according to the two-sided exact Wilcoxon signed-rank test.
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offered above – i.e., the sensitivity to differences in MPCRs, although
exceeding 1, and fairness considerations – may also be valid to explain
this phenomenon.

Result 2. Contributions in Phase I (EQUAL division) are consistent with those
in the experimental literature on the voluntary contribution mechanism. In Phases
II and III, contributions are higher under ATIC than under HALF/ HALF and
– ceteris paribus – contributions are higher under peer than under observer
monitoring.

In light of Result 2 and the higher costs under observer monitoring,
it comes as no surprise that team members’ earnings were significantly
lower under observer monitoring than under peer monitoring.29

Result 3. Team members earn less under observer monitoring than under peer
monitoring.

2.5.2 Voting results and consequences

One of our main research focuses is on the endogenous monitoring choice
after subjects gained experience with peer as well as with observer mon-
itoring. The voting results draw a very clear picture: the observer was
never chosen by majority vote in the 36 voting rounds of treatment 45MC1

and chosen only once in the same number of votes in treatment 25MC1

(see Table 2.4). The experience from the first half of successful peer mon-
itoring at higher payoffs may well explain why team members voted to
implement peer rather than observer monitoring in the second half of
their sessions. Of course, if teams had then failed to achieve sufficient
monitoring to sustain contributions in later phases, they might be expected
to have switched to voting for observer monitoring (see Section 2.6). But
no team experienced more than one period of incentive failure during
phases IV and V, so their ongoing preference for peer monitoring is not
surprising.30

Result 4. In the four MC1 treatments, the observer is almost never chosen by
the majority vote of the team members.

29 p < 0.01, two-tailed Wilcoxon–Mann–Whitney test over the independent observations.
30We can find no explanation for the one instance in which three of five team members

voted for observer monitoring after Phase IV, occurring in OP25MC1. Although the team
in question had achieved HALF/HALF monitoring in four of five periods of Phase II with
a bare two subjects monitoring (achieving ATIC one time), team members have no way to
know whether 2, 3 or 4 monitored, and their earnings were higher under peer (Phase II)
than observer (Phase III) monitoring in every period. Non-parametric tests for differences
between the antecedents of that vote and others in the MC1 treatments are impossible
since the case in question is singular.
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Table 2.4: Choice of Observer or Peer Monitoring in the second half.

Number of choices of
Observer monitoring Peer monitoring

25MC1 1 (3%) 35 (97%)
45MC1 0 (0%) 36 (100%)
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Figure 2.4: a) Frequency of implemented division rules; b) Contributions; c)
Payoffs (incl. monitoring costs); displayed are averages over the observations
in the second half.

How did the teams voting for peer monitoring perform? In the majority of
cases team members failed to reach the exact level of monitoring necessary
to provide incentives for full contributions. In 25MC1 an investment in
monitoring of exactly 2 was reached in 37.7% of the cases, while in 45MC1

the equilibrium level of exactly 4 units of monitoring was only reached in
18.3% of all cases. This demonstrates the high vulnerability of monitoring
to coordination failure. Nevertheless, as in the first half of the experiment
in the two MC1 treatments the peer monitored groups were very suc-
cessful in implementing a division rule in which full contribution to the
team project is individually rational (see Figure 2.4a). They implemented
HALF/HALF or ATIC in 93% of the cases, either by providing the exact
level of investment necessary to give incentives for full contribution or by
overinvestment (compared with the equilibrium prediction). Figures 2.4b
and 2.4c additionally show that contributions as well as payoffs under both
sharing rules are extremely high. However, we still observe the interesting
difference between HALF/HALF and ATIC: contributions under ATIC are
on average 9.9, whereas contributions under HALF/HALF are on average
8.7. The difference is significant.31

31 p < 0.001, two-tailed exact Wilcoxon test conducted over the independent observa-
tions.
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Result 5. In the MC1 treatments peer monitoring performs extremely well:
in 93% of the cases a rule capable of eliciting full contributions is reached;
contributions are near 100% of endowments and payoffs are high.

An interesting finding is that the average payoffs in 45MC1 are weakly
significantly higher than in 25MC1,32 although 4 instead of 2 units of
monitoring are required to make full contribution individually rational.
The reason is the extremely high number of implementations of ATIC in
45MC1 accompanied by high contributions in ATIC (see above). A likely
reason is that by “overinvestment” in monitoring the risk of coordination
failure is reduced at a low cost. Given the lack of verbal communication
it seems practically impossible to play an asymmetric equilibrium. Thus,
most team members seem to have decided to monitor every period. Not
only is the average cost of over-monitoring to each subject (statistically
speaking) only one unit every five periods, but in practice that cost is
not “wasted”, given that subjects respond to ATIC with more effort than
to HALF/HALF. The histograms of the total investment M in Figure 2.3
show systematic “overinvestment” in monitoring.

2.5.3 Raising the bar – a further test

As we have seen above, team members seem to reduce the risk of coordi-
nation failure by “overinvestment” in monitoring, which is a less costly
way of achieving an incentive compatible division rule than “hiring” the
observer. In the light of these results we extended our analysis by con-
ducting a new treatment PO45MC3 which is identical to PO45MC1, with
the only exception that for the peers the cost of one unit of monitoring is
raised to 3 (i.e., κ = 3). This raises the bar for peer monitoring: it increases
the cost of implementing the HALF/HALF rule from 4 to 12, triples the
cost of implementing ATIC from 5 to 15, and it also triples the cost to
the individual of adhering to an “overinvestment” strategy.33 Notice that
the observer’s cost remains at 1 per unit of monitoring (i.e., κS = 1). We
collected six independent observations in this treatment. Through this
change monitoring by the observer should become more attractive.

Indeed, we observe a sharp increase in voting results implementing
observer monitoring. The observer was voted for by a majority in 61%
of the 18 votes. Figure 2.5a) shows that the observer implements ATIC
in the majority of cases. In response to this, team members make high
contributions and receive payoffs which are diluted by the observer’s share
of 25%. Interestingly, in those groups and phases in which peer monitoring

32 p = 0.043 one-sided Wilcoxon–Mann–Whitney test conducted over the independent
observations.

33As before, the monitoring charge is still paid out of end-of-round earnings, so it is
possible to pay 3 to monitor, yet still contribute 10 to team production.

48



2.6. Conclusion

was the voting choice, team members manage to achieve HALF/HALF or
ATIC in almost 90% of periods. Hence, when peer monitoring is voted by
the majority of the team, the team is quite successful in providing enough
units of monitoring to provide incentives for making full contributions
individually rational, despite the higher costs and continued, perhaps even
exacerbated, coordination problem.

What is it that makes the observer model more appealing to subjects in
PO45MC3? Figure 2.5 shows the differences in the first half between those
groups voting for the observer later on (vote O) and those who did not
(vote P). It is clear from figure 2.5a that there were more failures to achieve
HALF/HALF or ATIC under exogenous peer (observer) monitoring, in
groups that eventually voted for observer (peer) monitoring. Those groups
that voted for peer monitoring experienced higher average contributions
under peer monitoring in the first phase, while those who voted for
observer monitoring experienced higher contributions under observer
monitoring in the first phase (see Figure 2.5b). The same tendency is
observed when looking at profits (see Figure 2.5c).

Result 6. If the unit cost of peer monitoring is raised to 3, the majority of teams
vote for observer monitoring. However, almost 40% still vote for peer monitoring
and perform well, out-earning those who hire the observer.

2.6 Conclusion

We modeled team production as a process that varies in incentive features
from a pure public goods game with free-riding incentives to a privately
profitable opportunity with payment in proportion to contribution. Thus,
the incentive to contribute was a function of costly investment in a process
denoted monitoring. We compared two institutions: in observer monitoring
the monitoring is provided by a specialist who is compensated with a
share of the team output. In peer monitoring the monitoring is provided
by the production team members, who benefit from providing monitoring
insofar as the better incentives it brings about lead to more contributions
to production and hence to higher earnings. We investigated the claim that
monitoring is usually provided by a residual-claiming specialist because
team members have insufficient incentives and/or ability to coordinate on
the provision of monitoring, and thus fail to provide adequate incentives
to contribute effort to team production.

In our main model and experiment, incentives for peer monitoring
are potentially adequate, but there exists a severe coordination problem.
These conditions make success in peer monitoring at least improbable.
Our experimental subjects were surprisingly successful in peer monitoring,
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Figure 2.5: a) Frequency of implemented division rules; displayed are aver-
ages over the observations in the first half of PO45MC3 comparing those
groups voting for the observer (vote O) with those who voted for peer moni-
toring (vote P), the overall share of the rules in the first half (1st H) and the
second half (2nd H). b) and c) Averages of the contributions resp. profits
over the first half of those groups voting later for the peer monitoring (vote
P) or observer monitoring (vote O) plus the averages of the first and second
half without the voting decision distinction.

eschewing the opportunity to use a specialist monitor almost every time
they choose between the two options in treatments in which monitoring
was equally costly to both peers and observer. Only when monitoring
costs of team members were raised dramatically were there a substantial
number of peer monitoring failures and thus votes for a specialist monitor.
Even in the treatment with higher monitoring costs for team members,
some groups succeeded in peer monitoring and earned substantially more
than those using a specialist, despite the higher cost. In the pure public
good case, subjects showed hesitation to resort to specialist monitoring,
but there were clear signs of evolution in that direction, rendering our
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monitors like those in Alchian’s and Demsetz’s theory.
Our experiment is the first to nest the VCM or public goods game

within a set of team incentive conditions, and to make the choice of or-
ganizational form or incentive regime an endogenous one. Our subjects
behaved rationally in that they usually voted for the institution that gave
them the highest earnings. However, their success at peer monitoring
seems unlikely to be explained by individually rational behavior of the
kind modeled in standard theory. Given the severe difficulty of coordi-
nating an efficient monitoring strategy, many subjects seemed to adopt
an “over-provision” strategy which should in theory invite free-riding
but may not have done so in practice to the extent expected because of
conditional willingness to cooperate. Conditional cooperation has been
found among many subjects in recent VCM experiments, and it may have
been enhanced in the present experiment by the desire to avoid ceding a
significant share of output to a specialist monitor.

While our results cannot explain why mutual monitoring and profit-
sharing is usually not relied upon as the main method of eliciting effort
from workers in most actual firms, they are consistent with the fact that
when profit-sharing is introduced, it is often successful at raising produc-
tivity (Weitzman and Kruse, 1990; Craig and Pencavel, 1995). A typical
claim of writers on the topic is that despite the free-riding incentives
that some associate with profit-sharing (Baker et al., 1988), workers in
many firms respond to it by mutually monitoring one another’s effort and
working harder (Kruse, 1993) either because of a psychological identifi-
cation with the firm’s “bottom line”, or to avoid the reproach of fellow
workers (Kandel and Lazear, 1992). Thus, although one of our treatments
succeeded in validating the logic of Alchian and Demsetz, the conditions
under which mutual monitoring fails may be somewhat special, and the
facts that most residual claims are not held by workers and that firms em-
ploy substantial amounts of top-down monitoring may be better explained
by factors other than an inclination of workers to free-ride in the provision
of monitoring.
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2. Monitoring in Teams

2.7 Appendix

2.7.1 Symmetric mixed strategy equilibrium in the
discrete version of the model

Let M∗ be the lowest threshold of monitoring with β > 1 (i.e., individual
rationality of full contributions) and p be the probability of investing in
monitoring. Thus for any player the probability that exactly k other players
invest is (N−1

k )pk(1− p)N−1−k.

Case 1: If M < M∗ − 1 even by the investment of one player the thresh-
old is not met. Then the payoff from investing in monitoring πinvest = e− κ

and the payoff from not investing in monitoring πnot invest = e just dif-
fer by the costs of monitoring, because in both cases all players con-
tribute c∗ = 0 in the equilibrium of the contribution subgame. Thus,
πinvest − πnot invest = −κ. The probability of M < M∗ − 1 is given by

Pr(M < M∗ − 1) =
M∗−2

∑
k=0

(
N − 1

k

)
pk(1− p)N−1−k.

Case 2: If M > M∗ − 1 the threshold is already reached. An extra
investment of another team member would decrease the team member’s
profit by the cost of investing in monitoring, because even without the
extra investment all players already contribute their entire endowment
in the contribution subgame. Thus πinvest = e− κ + (R− 1)e = R · e− κ,
πnot invest = e + (R− 1)e = R · e and πinvest − πnot invest = −κ. The probabil-
ity of M > M∗ − 1 is

Pr(M > M∗ − 1) =
N−1

∑
k=M∗

(
N − 1

k

)
pk(1− p)N−1−k.

Case 3: If M = M∗ − 1 then an investing player is pivotal, i.e., by her
investment the player enables the team to exactly meet the threshold.
Without the pivotal player’s investment, all team members contribute
zero in the equilibrium of the contribution subgame, while with the
pivotal player’s investment all team members contribute the complete
endowment in the equilibrium of the contribution subgame. Therefore,
πinvest = R · e− κ, πnot invest = e and πinvest − πnot invest = (R− 1)e− κ. The
probability of M = M∗ is

Pr(M = M∗ − 1) =
(

N − 1
M∗ − 1

)
pM∗−1(1− p)N−M∗ .
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from investing has to equal the expected payoff from not investing, i.e.:

M∗−2

∑
k=0

(
N − 1

k

)
pk(1− p)N−1−k · (−κ) + · · ·

+
N−1

∑
k=M∗

(
N − 1

k

)
pk(1− p)N−1−k · (−κ) + · · ·

+

(
N − 1

M∗ − 1

)
pM∗−1(1− p)N−M∗ · ((R− 1)e− κ) = 0 . (2.7)

This equivalently transforms into

N−1

∑
k=0

(
N − 1

k

)
pk(1− p)N−1−k · κ =

(
N − 1

M∗ − 1

)
pM∗−1(1− p)N−M∗ · (R− 1)e

which reduces further to

1 · κ
(R− 1)e

=

(
N − 1

M∗ − 1

)
pM∗−1(1− p)N−M∗ . (2.8)
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2.7.2 Translation of the Instructions for Treatment PO25MC1

Instructions to the Experiment

General Information
At the beginning of the experiment you will be randomly assigned to one
of 4 groups. During the whole experiment you will interact only within
your group. Each group contains 5 members and 1 observer. You will be
informed whether you are a member or an observer. You keep your role
during the whole experiment. The instructions explain the actions and
payoffs of both the members and the observer.

Course of Action
The experiment consists of 30 rounds which are divided into 6 phases of
5 rounds each.

Payoff
The total payoff from the experiment consists of the sum of round payoffs
of 30 rounds. At the end of the experiment your total payoff will be
converted at an exchange rate of e 3 per 100 tokens.

Please note
Communication is not allowed during the whole experiment. If you have
some question please raise your hand out of the cabin. All decisions
are made anonymously, i.e., no other participant learns the identity of
the other decision makers. The payment is anonymous and takes place
immediately after the experimental session.

Phase 1 Group Project

Member
In each round of Phase 1, every group member receives an endowment of
10 tokens. You have to decide how many of these 10 tokens you contribute
to the group project. The remaining tokens are assigned to your private
account. The tokens contributed to the group project are tripled and
equally distributed among all group members, while the tokens in the
private account solely benefit the member.

Calculation of a member’s round payoff in phase 1
A member’s round payoff consists of two parts:

• earnings from the group project = 3 x sum of the contributions of
all group members/ number of group members
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• tokens in the private account = endowment – member’s contribu-
tion to the project

Round payoff of a member in phase 1:
10 – member’s contribution to the project +

+ 3 x sum of the contributions of all group members / 5

Here is an example:

Member’s payoff = 10 –
contribution + 3 x sum

Member’s Sum of con- 3x sum of con- contributions of all groups
contributions tributions ributions/5 members/5 (equal shares)

0 25 15 25

3 25 15 22

5 25 15 20

7 25 15 18

10 25 15 15

Observer

In each round of phase 1 the observer is asked to guess the sum of the
contributions of “her” group.

Calculation of the Observer’s Round Payoff in Phase 1

The observer’s payoff depends on the correctness of her guess. The closer
the observer’s guess is to the actual sum of contributions the higher is the
observer’s payoff.

The following example illustrates this:

Sum of contributions 25 25 25 25 25 25 25 25

Observer’s guess 0 5 10 20 25 30 35 50

Observer’s guessing error 25 20 15 5 0 5 10 25

Observer’s profit 13.33 15.00 17.14 24.00 30.00 24.00 20.00 13.33

Notice that the maximum which the observer can earn is 30 token and
that the amount that the observer loses for guessing errors is the same for
guessing too high a number as for guessing too low a number.

Information at the End of the Round

At the end of the round each member as well as the observer is informed
about the sum of the group members’ contributions. The members are
additionally informed about their individual payoff. The observer is addi-
tionally informed about the error in her guess and the resulting payoff.
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Phase 2 Investment in Verification by Group Members

Member

In each round of phase 2 every group member receives an endowment
of 10 tokens. Prior to the contribution decision each member may invest
zero or one token in verification which will be deducted at the end of
the period. The total investment in verification of all group members
influences the way in which the earnings from the group (the tripled sum
of contributions) project will be divided. There are three possibilities:

Sharing rule 1 “Equal shares”: As in Phase 1 the earnings from the
group project will be divided equally among all members if 0 or 1

member invested in verification (like Phase 1)

Sharing rule 2 “Half/half”: Half of the earnings of the group project
will be divided equally among the group members and the other
half in proportion to the individual contributions of the group
members if 2, 3, or 4 members invested in verification

Sharing rule 3 “Proportionate”: The entire earnings from the group
project will be allocated in proportion to the individual contribu-
tions if all 5 members invested in verification

After each member has completed her investment in verification each
member as well as the observer is informed on the sharing rule to be
applied. Then group members decide how many of their endowment of
10 tokens to invest in the group project (as in Phase 1).

Calculation of a Member’s Round Payoff in Phase 2

A member’s payoff in Phase 2 is calculated according to:

10
− contribution
− verification investment +



Equal shares of the tripled sum of contribu-
tions if total investment in verification: 0 or 1
half in equal shares + half in proportionate
if total investment in verification: 2, 3 or 4
member’s contribution tripled (propotionate)
if total investment in verification: 5

Here is an example:

Observer

In each round of Phase 2 the observer has to decide how many tokens
he/she wants to invest in verification of “her” group. The calculation of
the observer’s payoff is as in Phase 1.
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3× sum of Payoff∗ according
Member’s contribu- Sharing rule 1 to Sharing rule Sharing rule 3

contribu- tions/5 “Equal- 2 “Proportio-
tions (Equal share) shares” “Half/half” nate”

0 15 25 17.5 10

3 15 22 19.0 16

5 15 20 20.0 20

7 15 18 21.0 24

10 15 15 22.5 30

∗ the payoff still has to be reduced by the members’ investment in verification

Information at the End of the Round

At the end of the round each member as well as the observer is informed
about the sum of the group members’ contributions. The members are
additionally informed about their individual payoff. The observer is in-
formed about the error in her guess and the resulting payoff.

Phase 3: Verification by the Observer

In Phase 3 the observer decides upon the level of verification. The ob-
server receives an endowment of 5 tokens and may invest from 0 up to 5
tokens in verification and keep the rest. Unlike the previous phases, the
observer is not asked to guess the sum of the members’ contributions.
Instead, the observer receives 25% of the tripled amount of the sum of
all members’ contributions. The remaining 75% of the tripled amount of
the sum of all members’ contributions are distributed among the group
members.

As in Phase 2 the investment in verification influences the way in
which the earnings from the group project (that is, 75% of the tripled
amount, or 2 1

4 times the sum of the contributions) will be divided among
the members. Again the three sharing rules described above are possible:

Sharing rule 1 “Equal shares” if the observer invests 0 or 1 tokens in
verification

Sharing rule 2 “Half/half” if the observer invests 2, 3, or 4 tokens
in verification

Sharing rule 3 “proportionate” if the observer invests 5 tokens in
verification

Member

The members are informed on the sharing rule to be applied according to
the observer’s investment in verification. The members decide how many
of their 10 tokens they invest into the group project.
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Calculation of a Member’s Round Payoff in Phase 3

10
− contribution +



3
4 of equal shares of the tripled sum of contribu-
tions if the observer invested 0 or 1 in verification
3
4 (half in equal shares + half in proportionate share)
if the observer invested 2, 3 or 4 in verification
3
4 of member’s contribution tripled (propotionate
share) if the observer invested 5 in verification

Here is an example:

3× sum of Payoff according to
Member’s contribu- Sharing rule 1 Sharing rule 2 Sharing rule 3

contribu- tions/5 “Equal- “Half/half” “Proportio-
tions (Equal share) shares” nate”

0 15 21.25 15.63 10.00

3 15 18.25 16.00 13.75

5 15 16.25 16.25 16.25

7 15 14.25 16.50 18.75

10 15 11.25 16.88 22.50

Observer

In each round of Phase 3 the observer has to decide how many tokens
he/she wants to invest in verification of “her” group.

Calculation of an Observer’s Round Payoff in Phase 3

The payoff of the observer in Phase 3 consists of the endowment of 5
minus her investment in verification plus 25% of the tripled amount of the
sum of all members’ contributions:

Round payoff of an observer in Phase 3:
= 5 – investment in verification +

1
4 × 3× sum of member’s contributions

Information at the End of the Round

At the end of the round each member as well as the observer is informed
about the sum of the group members’ contributions. The members are
additionally informed about their individual payoff. The observer is addi-
tionally informed about the sum of the profits and the resulting payoff.

Phase 4–6: Voting for the Verification System

At the beginning of Phases 4, 5, and 6 group members vote for one of
two possibilities: verification by the group members (as in Phase 2) or
verification by the observer (as in Phase 3). For the next 5 rounds the

58



2.7. Appendix

verification type that was preferred by the majority of the group members
is implemented. In other words, group members have the choice whether
they want to implement the mechanism of Phase 2 (that is, provide their
own verification, if any) or the mechanism of Phase 3 (that is, “hire the
observer”, who provides verification, if any) again for each of these sets of
5 rounds. The observer cannot vote.

We wish you success!
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3
The Zero Monitoring Equilibrium in Team

Production1

Abstract

We introduce a non-linear production function to a team-production
monitoring experiment similar to that of Chapter 2. The non-linearity
changes the monitoring problem into a second-order linear public-
good. This prevents the existence of positive peer monitoring equi-
libria and should favor central monitoring. In this new experimental
setting the peer monitoring, although preferred in the beginning,
quickly loses out against the residual-claiming agent.

3.1 Introduction

In Chapter 2 we presented a model for team production along the lines
of Alchian and Demsetz (1972). In team production there exists a free-
riding incentive if the team members are compensated according to the
team and not the individual output. The collective action problem in this
context should be mitigated by the employment of a residual claimant. This
central agent takes over the decision of the investment into a monitoring
mechanism that makes the individual output attributable and in turn
incentivizes cooperation. Of course, this investment could be made by the
team members themselves; however the monitoring investment in itself
is either a coordination problem like the one we modeled in the previous
chapter or as a public-good problem in itself. We refer to Section 2.2 for a
review of the relevant literature of the team production context.

If the monitoring is a step-level public-good and the team production
modeled through a linear production function, then there exist equilibria

1This chapter is part of “Monitoring in Teams: Using Laboratory Experiments to Study
a Theory of the Firm” by Stefan Grosse, Louis Putterman and Bettina Rockenbach (2011)
and published in the Journal of the European Association, Vol.9(4), (Grosse et al., 2011). All
authors contributed equally.
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with positive levels of monitoring as we did show in Section 2.3. The
intuition behind this is that there exist strategy combinations in which a
single (pivotal) player’s investment in monitoring causes an increase of
the marginal per capita return above 1, transferring the public-good into a
private-good and making the investment profitable and, as a consequence,
making positive investments in monitoring individually rational. Observ-
ing peer monitoring might thus be the result of equilibrium play or the
attempt to do so.

These equilibria seem to be one reason that make the peer monitoring
more attractive than the central agent monitoring in Chapter 2 since it
saves the peers the residual claim, and indeed the self monitoring was
very successful in that context. Most teams consequently did not choose
the central agent but managed the monitoring themselves. This somewhat
resembles the results of Frohlich et al. (1998), who observed that employee
owned firms can be more efficient than “conventional” firms in an real
effort experiment. Contrary to that Potters et al. (2009) found that managers
might induce a higher effort. Their manager-less experiment resembles
a pure public-good experiment, which gives the team members hardly a
chance to mitigate the free-riding problem.

We wondered whether the tendency of team members to pay by them-
selves for monitoring like they did in Chapter 2 – despite the temptation
to let others do the job – would survive a yet harder challenge: a situation
in which the only equilibrium in monitoring involves no monitoring at
all. To model peer monitoring as a pure public-good problem, we need a
specification in which the gains from monitoring lack the discrete jump
that can make the marginal unit of investment into monitoring privately
profitable. To achieve this we develop a model of team production in which
the investment in monitoring itself is linear public-good problem with free-
riding incentives and thus lacks any equilibria with positive monitoring
expenses. This cannot be done with linear costs of contributions, thus we
reformulated the team production problem of Chapter 2 into one with a
quadratic contribution cost model. Quadratic cost functions in the context
of public-good experiments were used for example in Isaac and Walker
(1988b), Irlenbusch and Ruchala (2008), Keser (1996), Sefton and Steinberg
(1996). As a second change, we eliminate the step-like relationship of the
previous Chapter between payoffs and monitoring in the sense that a
certain number of investors is needed to get the monitoring implemented,
now allowing the share of the privately attributable production increase
incrementally by the number of team members that decided to invest in
the monitoring mechanism.

Intuitively, the quadratic cost function causes the marginal return to
effort to decline as monitoring induces more effort, rendering monitoring
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individually unprofitable at the margin despite the fact that an outcome
with more monitoring and higher effort would be collectively preferable
– a classic social dilemma. Hence, our game consists of the sequence of
two social dilemmas: firstly the dilemma in monitoring and secondly
the dilemma in contributing. Overcoming the monitoring-dilemma might
change the contribution stage into an incentive compatible investment
problem. However, in an equilibrium of profit-maximizing agents the
players refrain from monitoring as well as from contributing.

3.2 A Model of Team Production with a Non-Linear
Production Function

We model team production with the following individual profit πi for
player i:

πi = e− κ ·mi −
c2

i
f
+ β · ci + γ · C−i . (3.1)

with e as the endowment, κ the cost of the binary (mi ∈ {0, 1}) monitoring
decision, ci the contribution of player i, f as a cost function parameter and
C−j = ∑N

j=1,j 6=i cj. As prior to introducing the discrete version of the model
of Section 2.3, γ and β are again γ = R/N2 · (N −M) and β = R/N2 ·
(N −M + N ·M) where M is the number of the N group members that
invested in monitoring and R represents the team production multiplicator.
During the observer monitoring regime the β and the γ in Equation (3.1)
are replaced by their by the residual claim S reduced counterparts βS and
γS.

The joint payoff level of all team members is:

Π =
N

∑
i=1

πi = N · e−
N

∑
i=1

c2
i
f
− κ ·M + R · C (3.2)

leading to player i’s socially optimal contribution of

cso
i =

f R
2

. (3.3)

What about the individual incentives for monitoring and contributing? For
given investments in monitoring mj we derive the individually optimal
contribution ci as:

c∗i (M) =
f
2
· N + M(N − 1)

N2 R =
f
2

β (3.4)

Hence, the individually optimal contribution only depends on the sum
of all monitoring expenses M. Obviously, for N = M the socially and the
individually rational contribution levels coincide ((3.3) equals (3.4)). Hence,
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full monitoring ensures that a payoff-maximizing subject contributes the
socially optimal amount.

But is it in the self-interest of individuals to invest in peer monitoring?
An individual invests in peer monitoring if – ceteris paribus – the pay-
off difference between the optimal contribution level with and without
monitoring investment is positive, i.e.:

∆πinvest = πi(c∗i (M0 + 1))− πi(c∗i (M0))

= −κ − f
4

R2

[(
N + (N − 1)(M0 + 1)

N2 − 1
)2

− 1

]
+ . . .

+
f
4

R2

[(
N + (N − 1)M0

N2 − 1
)2

− 1

]

= −κ − f
4

R2

[(
N + (N − 1)(M0 + 1)

N2 − 1
)2

− . . .

−
(

N + (N − 1)M0

N2 − 1
)2
]

= −κ − f R2 (N − 1)2(2M0 − 2N + 1)
4N4

= −κ +
f R2(N − 1)2(2N − 1)

4N4 − f R2(N − 1)2

2N4 M0. (3.5)

If ∆πinvest ≤ 0 no team member invests in monitoring and there will be
no monitoring in equilibrium. If the level of monitoring is zero, then the
equilibrium contribution is cN

i = ( f R)/(2N), lower than socially optimal.
What are the incentives of the observer in this model? The payoff of

the observer during the observer monitoring phase is

πo = eo − κo ·Mo + S · R · C.

The peers’ payoff under observer monitoring is

πo
i = e−

c2
i
f
+ (1− S)(β · ci + γ · C−i).

For a given monitoring level Mo the team members’ optimal contribution
level is

co∗
i (Mo) =

f
2

N + Mo(N − 1)
N2 (1− S)R =

f
2

βS.

This contribution level gives the observer the payoff

πo(co∗
i (Mo)) = eo − κo ·Mo + S · R · N · co∗

i (Mo).

Is it in the self-interest of the observer to invest in peer monitoring? The
observer will invest in monitoring if – ceteris paribus – the payoff difference
between the optimal contribution level with and without monitoring
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investment is positive. The one unit increase of the monitoring investment
causes a difference in the observer’s payoff of

∆πo(Mo) = πo(c∗i (Mo + 1))− πo(c∗i (Mo))

= −κo +
1
2

f R2(S− S2)

(
1− 1

N

)
. (3.6)

As we see, if κo < f R2/2(S− S2) (1− 1/N) the observer will choose full
monitoring (i.e., M = N), while with κo > f R2/2(S− S2) (1− 1/N) the
observer will not monitor at all (i.e., M = 0).

If the observer fully invests in monitoring, the individually rational
contribution levels of the team members are higher than in the equilibrium
of peer monitoring with ∆πinvest ≤ 0: co∗

i (Mo = N) = (1− S) f R
2 > cN

i =

( f R)/(2N) as long as (1− S) > 1/N (equivalently S < (1− 1/N)). For
∆πinvest ≤ 0 the efficiency under peer monitoring in the Nash equilibrium
is lower than the efficiency under observer monitoring as long as the same
condition S < (1− 1/N) holds. The efficiency under peer monitoring is

4e + f R2 (−1/N2 + 2/N
)

4e + f R2 ,

while the efficiency under observer monitoring (including the observer) is

4e + f R2(1− S2)

4e + f R2 .

The team member Nash equilibrium profit in peer monitoring would be

πN
i = e− f R2

4
·
(
− 1

N2 +
1
N

)
and for the observer monitoring

πo
i = e− f R2

4
· (1− S)2.

Thus the team members’ profit is higher with observer monitoring than
with peer monitoring as long as S < 1− (

√
2N − 1)/N.

To sum up, with the parameters of our experimental study of the
quadratic model the team members have no incentive to monitor and
thus team production remains a voluntary contribution problem. In the
subgame with observer monitoring, however, there will be full monitoring
in equilibrium. This results in team members’ payoffs which are – despite
the observers’ share – higher than under peer monitoring. Hence team
members have an incentive to enter the subgame, i.e., to hire the observer.

3.3 Experimental Setup and Prediction

The experimental design, which we dub QUAD for its quadratic cost
function, is quite similar to that of Chapter 2. In each session the subjects
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were randomly assigned to a group of six. One subject was randomly
determined as “observer” the other 5 as “members” for the whole ex-
periment. For the first five periods the subjects were experiencing the
public-good problem without a monitoring possibility. This was followed
by a peer monitoring and an observer monitoring phase with a length of
five periods as well. Since we did not find a significant effect of the order
of the phases in Chapter 2, we did not alternate the order again. In the last
15 periods the subjects could vote three times on the monitoring mode for
5 consecutive periods. Thus we followed the schematic representation of
Figure 2.1 on page 40.

The profit was calculated according to equation 3.1. A group consisted
again of five members. The cost κ of the investment was 3.5 for the peers
and the team production factor R = 3. In the observer monitoring phase
the observer had to bear the (lower) costs but received a share of S = 20%
of the team production. The cost function parameter f was specified with
6.377. The number had to be such a non-integer number in order to achieve
that full contribution is socially optimal and to prevent larger jumps in
the profit levels in dependence on the monitoring investments.

We collected eight independent observations with a total of 48 subjects.
The experiment was conducted at the elab-laboratory of the University of
Erfurt using the Orsee-system (Greiner, 2004) for the recruitment of the
subjects and z-tree software (Fischbacher, 2007) for the interaction.

As has been shown in Section 3.2 assuming that the subjects act as
money maximizing individuals they should never invest in monitoring
because with our parameters ∆πinvest ≤ 0. Further the observer is incen-
tivized to invest in the monitoring mechanism. With the observer receiving
20% of the group production during those phases in which she is exoge-
nously assigned or chosen by vote as the monitor, she is predicted to
maximize earnings by selecting M∗ = 5. These monitoring levels imply
that team members maximize their individual earnings by each selecting
effort levels c∗i = 2 under peer and c∗i = 8 under observer monitoring,
with earnings of 15.37 and 19.16 respectively. The observer, in turn, earns
a maximum of 12.5 when choosing M = 0 and 30 when choosing M∗ = 5,
assuming that team members respond in privately optimal fashion. Be-
cause the subjects earn more with the observer employed they will vote
for the observer monitoring mechanism.

Due to the results of Chapter 2 we expect that opposite to the theoretical
assumption the peers will at least start with certain monitoring levels but
we expect that as in common public-good experiments the monitoring
investments will deteriorate due to the free-riding incentives leading to
the employment of the observer.
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Figure 3.1: a) average contribution and b) profit by monitoring investment
level and overall; c) distribution of the monitoring investment levels.

3.4 Results

Even though the parameters and quadratic cost function make monitoring
more costly compared with the experiments we conducted in Chapter 2,
reduce the gains from team production, and generate a pure free-rider
problem, the peers still manage to achieve high monitoring levels during
the peer monitoring phase of the first half (periods 6 – 10). This can
be seen in Figure 3.1c. The peers’ investments in monitoring ensures
still a higher contribution level compared to those occurrences with no
monitoring at all (compare figure 3.1). Since the observers did invest
significantly more in the monitoring mechanism they achieved higher
contribution levels: The mean contribution is 5.19 under first half peer
monitoring, versus 6.51 under first half observer monitoring and 3.72 in
the no monitoring periods of Phase I. The differences in contributions
between the phases with peer (Phase II) or observer (Phase III) monitoring
and the phase without monitoring (Phase I) are statistically significant,
as are those between the two first-half monitoring phases (II and III):2

Although observer monitoring in the first half achieves significantly higher
contributions, the observers’ claim of 20% of the team production reduces
the profits. This explains why the team members’ profits are on average
not significantly higher with Phase II peer than with Phase III observer
monitoring as within group comparisons show (p = 0.641 exact Wilcoxon
signed-rank test conducted over the independent observations). Only
three of the eight groups have a higher payoff under observer monitoring.
Together with potentially some dislike of sharing with the observer this
might explain why only one out of eight groups vote for the observer
mechanism on the first vote round in QUAD.

2 p = 0.008 for public-good vs. first half peer phase, p = 0.008 public-good vs. first
half observer phase and p = 0.055 for the comparison between first half peer and first half
observer monitoring. (exact Wilcoxon signed-rank test (two-sided)).
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3. The Zero Monitoring Equilibrium in Team Production

However, after the first vote the monitoring level of the peers declines
considerably, as shown in Figure 3.1c.3 This causes considerably lower
contributions and profits4 and leads to a growing tendency to choose the
observer monitoring mechanism: four out of eight groups vote for the
observer in the fifth phase and five out of eight groups do so in the last
phase.

Result 1. Although the introduction of a quadratic cost function, which generates
a pure free-riding problem, makes cooperation more difficult, peer monitoring
is still substantial in Phase II and is favored by seven of eight groups in their
initial votes. The peers’ monitoring investment declines in the second half of the
experiment, leading to a more frequent choice of the observer as the monitoring
decision maker.

The break-down of peer monitoring with repetition resembles the
decline of contributions to a public-good found in ordinary voluntary
contribution experiments, which is not surprising since in the QUAD
treatment peer monitoring is precisely such a public-good. Thus, while
the prediction of free-riding from the outset is not supported either in the
QUAD treatment or in standard finitely-repeated VCM experiments, a
trend towards increased free-riding over time can be observed, which in
this case leads to an increased choice of the observer as a monitor, repre-
senting the specialized residual-earning agent. The tendency that appears
to emerge closely resembles that discussed by Alchian and Demsetz – i.e.,
insufficient incentives to engage in peer monitoring lead to the choice to
organize the firm around a residual-claiming specialist monitor.5

3.5 Summary

We created an experimental design that should validate the emergence
of the firm in a sense similar to Alchian and Demsetz (1972). This would
imply that the drawback of collective action, the incentive to free-ride,
could be overcome by the monitoring of a central agent who is an in-
sider. We offer the possibility that the team production members invest in
monitoring or alternatively “outsource” this decision to the central agent.

3Exact Wilcoxon signed-rank test: p = 0.016 (two-sided).
4Exact Wilcoxon signed-rank tests: for the differences between contributions under

peer in first half and those under peer in second half: p = 0.0555, between contributions
under peer versus contributions under observer in second half p = 0.016, and the two
parallel tests for profits: p = 0.383 and p = 0.031, respectively (all two-sided).

5It has been shown elsewhere that the decline in contributions to a public-good can
be prevented, delayed, or slowed by devices such as (a) permitting costly punishment of
free-riders (Fehr and Gächter, 2000a; Page et al., 2005; Gürerk et al., 2006) and (b) allowing
pre-play communication (e.g., Brosig et al., 2003). If such devices also slow or prevent the
decline in peer monitoring, they would perhaps prevent observer monitoring from coming
to be favored in the long run.
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In the previous chapter we observed that the employment of this
central agent, the “observer” can not be taken for granted. Her residual
claim makes the centralization of the monitoring decision expensive. If the
monitoring investment is cheap enough for the peers and the team is able
to solve the coordination problem they will prefer to monitor themselves.

In this chapter we have transformed the monitoring investment from a
step-level public-good – hence the coordination problem – into a standard
public-good problem. This renders the monitoring decision individually
unprofitable opposite to a linear production function as in Chapter 2. With
linear production costs the decision can be profitable for a pivotal subject
since her investment makes all subjects increase their contribution from
zero to full, hence the coordination problem.

Though the monitoring investment is a second-level public-good for the
peers they still have a preference for self-monitoring in the beginning. In
the second half of the experiment, as peer monitoring decreases, the central
agent proves to be more successful and in consequence gets employed
more frequently. Thus we finally found a design that makes the emergence
of the firm in the Alchian/Demsetz sense more likely.
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3. The Zero Monitoring Equilibrium in Team Production

3.6 Appendix

3.6.1 Translation of the Instructions

General Information

At the beginning of the experiment you will be randomly assigned to one
of 4 groups. During the whole experiment you will interact only within
your group. Each group has 5 members plus one observer, 6 in total. You
will be informed whether you are a member or an observer. You keep your
role during the whole experiment.

Course of Action

The experiment consists of 60 periods which are divided into 6 phases of
10 periods each.

Payoff

The total payoff from the experiment consists of the sum of all 60 period
payoffs. At the end of the experiment your total payoff will be converted
at an exchange rate of e 1 per 100 tokens.

Please note:

During the whole experiment communication is not allowed. Please switch
off your cell phone. If you have any question, please raise your hand out
of the cabin. All decisions are made anonymously, i.e., no other participant
gets to know the identity of the other decision makers. Payments are made
anonymously and take place immediately after the experimental session.

Phase 1: Group Project

Team Member

In each period of Phase 1 each group member receives an endowment of
10 tokens. A discretionary amount out of these tokens can be contributed
to the group project. Every contribution to the group project causes a cost
for the contributing team member which is calculated as follows:

Contributions 0 1 2 3 4 5 6 7 8 9 10
Total costs of
contributions: 0.0 0.16 0.63 1.41 2.51 3.92 5.65 7.68 10.04 12.7 15.68

If you contribute for example 2 this will cost 0.63 token and you will
keep 10− 0.63 = 9.37 token of the original endowment of 10. The costs can
be lower or higher than the contribution. The tokens that are contributed
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to the group project will be multiplied by 3 and divided equally among
the group members, notwithstanding whether they contributed or not.

Calculation of a Group Member’s Period Payoff in Phase 1

Endowment 10

minus Costs of contribution According to the table above

plus Earnings from the group project 3× sum of contributions of all group
members/number of group members

= Group member payoff

You can gather more detailed payoffs from the attached Table 1

(Phase 1).

Observer

In each period of Phase 1 the observer will be asked to guess the sum of
contributions of his group.

Calculation of the Observer’s Period Payoff of Phase 1

The observer’s payoff depends on the accuracy of his/her guess. The
closer the observer’s guess is to the actual sum of contributions the higher
is the observer’s payoff. The following examples illustrate this:

Sum of contributions 25 25 25 25 25 25 25 25
Observer’s guess 0 5 10 20 25 30 35 50
Error of the guess 25 20 15 5 0 5 10 25
Payoff 6.7 7.5 8.6 12.0 15.0 12.0 10.0 6.7

Notice that the maximum the observer can earn is 15 and that the
amount of the payoff is symmetric: it does not matter if the guessing was
too high or too low, only the size of the error matters.

Information at the End of the Period

At the end of each period, the group members and the observer will be
informed about the sum of contributions of all group members, as well as
their respective payoffs.

Quiz

1. a) What is your payoff if you contribute 2 and the other team mem-
bers contribute 2 tokens on average? b) What is your payoff if you
contribute 7 instead?
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3. The Zero Monitoring Equilibrium in Team Production

2. If the other group members contribute 10 tokens on average, a) what
is your payoff when contributing 10, and b) what is your payoff
when you contribute 2?

Phase 2: Investment in Verification by the Group Members

Team Members

In each period of Phase 2 each group member receives an endowment of
10 tokens. There are two consecutive decisions each member has to make:

1. Whether the group member invests in verification of the contribu-
tions of the other group members or not. The investment costs 3.5
tokens which will be deducted at the end of the period.

2. How many of the 10 tokens the group member will contribute to the
group project (analogous to Phase 1).

The total investment of all group members influences how the payment
from the group project will be distributed. There are two “pots”: the
“equal-distribution-pot” and the “according-to-contribution-pot”. The contents
of the equal-distribution-pot will be divided in equal shares among the
group members. The contents of the according-to-contribution-pot will be
distributed directly according to the individual contribution.

Importance of the Verification Mechanism The investment in the veri-
fication mechanism determines the division of the payoffs from the group
between the two pots:

• If no one invests in the verification mechanism all earnings from the
team project go to the equal-distribution-pot.

• If all group members invest in the verification mechanism all earn-
ings from the team project will go in the according-to-contribution-pot.

• In all other cases the earnings from the group project will be divided
between the pots according to the investments in the verification
mechanism (number invested/total number = share of the according-
to-contribution-pot). For example if 2 out of 5 group members invest
in the verification mechanism 2/5 = 40% of the payoff will go to the
according-to-contribution-pot and the remaining 60% to the equal-distri-
bution-pot (for all).

You can gather more detailed payoffs from the attached Table 2 (Phase 2).
NOTE that you have to deduct costs of 3.5 tokens for the investment in
verification in case you have invested in the verification mechanism. In
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other words, the table shows the earnings before deducting the cost of
your investment in verification; if you are one of those who make that
investment, your earnings are 3.5 tokens less than the number in the table.

Observer

In each period of Phase 2, the observer is asked – as in Phase 1 – to guess
the sum of the group contributions. Her payoff is calculated accordingly.

Information at the End of the Period

At the end of the period each member and the observer will be informed
about the number of investments in the verification mechanism, the sum
of contributions, the distribution to the pots and their period payoff. The
observer will be additionally informed about her guess and the resulting
payoff.

Quiz

1. Compare Table 2 with no investment in verification with Table 1 – is
there a difference?

2. If 3 group members invest in the verification mechanism, what per-
centage is divided equally and what percentage is divided according
to individual contributions?

3. Suppose all members invest in the verification mechanism. What is
your payoff as a team member a) if you contributed 5 and the others
contributed 5 on average? What is your payoff b) if you contributed
10 and the others contributed 5 on average?

4. Now, suppose the others contributed 7 on average, how do the
payoffs in Question 3 change?

Phase 3: Investment in the Verification Mechanism by the
Observer

In Phase 3 the observer will not be asked for her guess. Instead the
observer determines by her investment the degree of verification of the
contributions of the group members. For this purpose she will receive
an endowment of 5 token. Her investment thus specifies the division
between the two pots. The more the observer invests in the verification
mechanism, the greater is the share of the according-to-contribution-pot of
the earnings. The observer will receive 20% of the group projects’ earnings.
The remaining 80% will be distributed between the pots for the distribution
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3. The Zero Monitoring Equilibrium in Team Production

among the group members according to the observer’s investment in the
verification:

• If she does not invest in the verification mechanism, all earnings
from the team project go to the equal-distribution-pot.

• If she invests her complete endowment in the verification mecha-
nism, all earnings from the team project will go to the according-to-
contribution-pot.

• In all other cases, the earnings from the group project will be di-
vided between the pots according to the investments in the verification
mechanism. For example, if she invests 2 tokens in the verification
mechanism 2/5 = 40% of the payoff will go to the according-to-
contribution-pot and the remaining 60% to the equal-distribution-pot.

You can gather more detailed payoffs from the attached Table 3 (Phase 3).

Team Members

Team members will be informed about the investment of the observer. The
observers’ investment in verification determines the division of the payoffs
from the project. Each team member decides how much of his or her 10
tokens endowment to invest in the group project. Contributions lead to
the same costs as in Phase 1.

Observer

The observer decides in each period of Phase 3 how many of his tokens
she will invest in the verification mechanism of her group. The observer
receives an endowment of 5 tokens. She is allowed to spend any amount
between 0 and 5. The observer will keep tokens she does not invest. The
observer will receive a share of 20% of the group project payoff.

Information at the End of the Period

At the end of each period each member and the observer will be informed
about the sum of contributions. The members additionally will be in-
formed about the composition of their payoff. The observer additionally
will be informed about the resulting payoff.

Quiz

1. If the observer invests 3 tokens in the verification mechanism, a)
which percentage share will a group member receive from the
according-to-contribution-pot and b) which share from the equal-distri-
bution-pot?
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2. Suppose the observer invests 5 tokens in the verification mechanism.
What is the payoff of a group member if the others invest on average
5 tokens and she invests 10 tokens? What if a group member invests
5 tokens?

Phase 4–6: Vote on the Verification System

At the beginning of Phases 4, 5, and 6, group members vote for one of two
possibilities:

• Verification of the contributions by the group members (like Phase 2).

• Verification of the contributions by the observer (like Phase 3).

For the following 10 periods the verification system will be the one chosen
by the majority of group members.

With other words: The group members decide whether they want
either the system of Phase 2 (investment in verification by group members)
or the system of Phase 3 (investment in verification by observer) for 10
consecutive periods. This will be repeated twice. The observer cannot vote.
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Payoff tables

0 1 2 3 4 5 6 7 8 9 10

My Contribution

0 10.00 12.40 14.80 17.20 19.60 22.00 24.40 26.80 29.20 31.60 34.00

1 10.44 12.84 15.24 17.64 20.04 22.44 24.84 27.24 29.64 32.04 34.44

2 10.57 12.97 15.37 17.77 20.17 22.57 24.97 27.37 29.77 32.17 34.57

3 10.39 12.79 15.19 17.59 19.99 22.39 24.79 27.19 29.59 31.99 34.39

4 9.89 12.29 14.69 17.09 19.49 21.89 24.29 26.69 29.09 31.49 33.89

5 9.08 11.48 13.88 16.28 18.68 21.08 23.48 25.88 28.28 30.68 33.08

6 7.95 10.35 12.75 15.15 17.55 19.95 22.35 24.75 27.15 29.55 31.95

7 6.52 8.92 11.32 13.72 16.12 18.52 20.92 23.32 25.72 28.12 30.52

8 4.76 7.16 9.56 11.96 14.36 16.76 19.16 21.56 23.96 26.36 28.76

9 2.70 5.10 7.50 9.90 12.30 14.70 17.10 19.50 21.90 24.30 26.70

10 0.32 2.72 5.12 7.52 9.92 12.32 14.72 17.12 19.52 21.92 24.32

My payoff

Phase I: Group project

Average contribution of the others

General Explanation:

The entries in the cells show your payoff conditional on your contribution and the average 

contribution of the others. 

The rows represent your contribution choice while the column represents the average contribution 

of the others.

The color indicates the size of the payoff for each column: blue represents low payoff and red 

stands for a high payoff.

Numbers that appear in bold typeface are for cases in which your contribution is the same as the 

average contribution of the others in your group.

Figure 3.2: Payoff table for the public-good phase.
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Note!   If you invest in verification, costs of 3,5 tokens will additionally be deducted

0 1 2 3 4 5 6 7 8 9 10

My Contribution

0 0 10.00 12.40 14.80 17.20 19.60 22.00 24.40 26.80 29.20 31.60 34.00

1 10.44 12.84 15.24 17.64 20.04 22.44 24.84 27.24 29.64 32.04 34.44

2 10.57 12.97 15.37 17.77 20.17 22.57 24.97 27.37 29.77 32.17 34.57

3 10.39 12.79 15.19 17.59 19.99 22.39 24.79 27.19 29.59 31.99 34.39

4 9.89 12.29 14.69 17.09 19.49 21.89 24.29 26.69 29.09 31.49 33.89

5 9.08 11.48 13.88 16.28 18.68 21.08 23.48 25.88 28.28 30.68 33.08

6 7.95 10.35 12.75 15.15 17.55 19.95 22.35 24.75 27.15 29.55 31.95

7 6.52 8.92 11.32 13.72 16.12 18.52 20.92 23.32 25.72 28.12 30.52

8 4.76 7.16 9.56 11.96 14.36 16.76 19.16 21.56 23.96 26.36 28.76

9 2.70 5.10 7.50 9.90 12.30 14.70 17.10 19.50 21.90 24.30 26.70
10 0.32 2.72 5.12 7.52 9.92 12.32 14.72 17.12 19.52 21.92 24.32

1 0 10.00 11.92 13.84 15.76 17.68 19.60 21.52 23.44 25.36 27.28 29.20

1 10.92 12.84 14.76 16.68 18.60 20.52 22.44 24.36 26.28 28.20 30.12

2 11.53 13.45 15.37 17.29 19.21 21.13 23.05 24.97 26.89 28.81 30.73

3 11.83 13.75 15.67 17.59 19.51 21.43 23.35 25.27 27.19 29.11 31.03

4 11.81 13.73 15.65 17.57 19.49 21.41 23.33 25.25 27.17 29.09 31.01

5 11.48 13.40 15.32 17.24 19.16 21.08 23.00 24.92 26.84 28.76 30.68

6 10.83 12.75 14.67 16.59 18.51 20.43 22.35 24.27 26.19 28.11 30.03

7 9.88 11.80 13.72 15.64 17.56 19.48 21.40 23.32 25.24 27.16 29.08

8 8.60 10.52 12.44 14.36 16.28 18.20 20.12 22.04 23.96 25.88 27.80

9 7.02 8.94 10.86 12.78 14.70 16.62 18.54 20.46 22.38 24.30 26.22
10 5.12 7.04 8.96 10.88 12.80 14.72 16.64 18.56 20.48 22.40 24.32

2 0 10.00 11.44 12.88 14.32 15.76 17.20 18.64 20.08 21.52 22.96 24.40

1 11.40 12.84 14.28 15.72 17.16 18.60 20.04 21.48 22.92 24.36 25.80

2 12.49 13.93 15.37 16.81 18.25 19.69 21.13 22.57 24.01 25.45 26.89

3 13.27 14.71 16.15 17.59 19.03 20.47 21.91 23.35 24.79 26.23 27.67

4 13.73 15.17 16.61 18.05 19.49 20.93 22.37 23.81 25.25 26.69 28.13

5 13.88 15.32 16.76 18.20 19.64 21.08 22.52 23.96 25.40 26.84 28.28

6 13.71 15.15 16.59 18.03 19.47 20.91 22.35 23.79 25.23 26.67 28.11

7 13.24 14.68 16.12 17.56 19.00 20.44 21.88 23.32 24.76 26.20 27.64

8 12.44 13.88 15.32 16.76 18.20 19.64 21.08 22.52 23.96 25.40 26.84

9 11.34 12.78 14.22 15.66 17.10 18.54 19.98 21.42 22.86 24.30 25.74
10 9.92 11.36 12.80 14.24 15.68 17.12 18.56 20.00 21.44 22.88 24.32

3 0 10.00 10.96 11.92 12.88 13.84 14.80 15.76 16.72 17.68 18.64 19.60

1 11.88 12.84 13.80 14.76 15.72 16.68 17.64 18.60 19.56 20.52 21.48

2 13.45 14.41 15.37 16.33 17.29 18.25 19.21 20.17 21.13 22.09 23.05

3 14.71 15.67 16.63 17.59 18.55 19.51 20.47 21.43 22.39 23.35 24.31

4 15.65 16.61 17.57 18.53 19.49 20.45 21.41 22.37 23.33 24.29 25.25

5 16.28 17.24 18.20 19.16 20.12 21.08 22.04 23.00 23.96 24.92 25.88

6 16.59 17.55 18.51 19.47 20.43 21.39 22.35 23.31 24.27 25.23 26.19

7 16.60 17.56 18.52 19.48 20.44 21.40 22.36 23.32 24.28 25.24 26.20

8 16.28 17.24 18.20 19.16 20.12 21.08 22.04 23.00 23.96 24.92 25.88

9 15.66 16.62 17.58 18.54 19.50 20.46 21.42 22.38 23.34 24.30 25.26
10 14.72 15.68 16.64 17.60 18.56 19.52 20.48 21.44 22.40 23.36 24.32

4 0 10.00 10.48 10.96 11.44 11.92 12.40 12.88 13.36 13.84 14.32 14.80

1 12.36 12.84 13.32 13.80 14.28 14.76 15.24 15.72 16.20 16.68 17.16

2 14.41 14.89 15.37 15.85 16.33 16.81 17.29 17.77 18.25 18.73 19.21

3 16.15 16.63 17.11 17.59 18.07 18.55 19.03 19.51 19.99 20.47 20.95

4 17.57 18.05 18.53 19.01 19.49 19.97 20.45 20.93 21.41 21.89 22.37

5 18.68 19.16 19.64 20.12 20.60 21.08 21.56 22.04 22.52 23.00 23.48

6 19.47 19.95 20.43 20.91 21.39 21.87 22.35 22.83 23.31 23.79 24.27

7 19.96 20.44 20.92 21.40 21.88 22.36 22.84 23.32 23.80 24.28 24.76

8 20.12 20.60 21.08 21.56 22.04 22.52 23.00 23.48 23.96 24.44 24.92

9 19.98 20.46 20.94 21.42 21.90 22.38 22.86 23.34 23.82 24.30 24.78
10 19.52 20.00 20.48 20.96 21.44 21.92 22.40 22.88 23.36 23.84 24.32

5 0 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00

1 12.84 12.84 12.84 12.84 12.84 12.84 12.84 12.84 12.84 12.84 12.84

2 15.37 15.37 15.37 15.37 15.37 15.37 15.37 15.37 15.37 15.37 15.37

3 17.59 17.59 17.59 17.59 17.59 17.59 17.59 17.59 17.59 17.59 17.59

4 19.49 19.49 19.49 19.49 19.49 19.49 19.49 19.49 19.49 19.49 19.49

5 21.08 21.08 21.08 21.08 21.08 21.08 21.08 21.08 21.08 21.08 21.08

6 22.35 22.35 22.35 22.35 22.35 22.35 22.35 22.35 22.35 22.35 22.35

7 23.32 23.32 23.32 23.32 23.32 23.32 23.32 23.32 23.32 23.32 23.32

8 23.96 23.96 23.96 23.96 23.96 23.96 23.96 23.96 23.96 23.96 23.96

9 24.30 24.30 24.30 24.30 24.30 24.30 24.30 24.30 24.30 24.30 24.30
10 24.32 24.32 24.32 24.32 24.32 24.32 24.32 24.32 24.32 24.32 24.32
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Phase II: Investment in verification by group members
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Figure 3.3: Payoff table for the peer monitoring phase.
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3. The Zero Monitoring Equilibrium in Team Production

0 1 2 3 4 5 6 7 8 9 10

My Contribution

0 0 10.00 11.92 13.84 15.76 17.68 19.60 21.52 23.44 25.36 27.28 29.20

1 10.32 12.24 14.16 16.08 18.00 19.92 21.84 23.76 25.68 27.60 29.52

2 10.33 12.25 14.17 16.09 18.01 19.93 21.85 23.77 25.69 27.61 29.53

3 10.03 11.95 13.87 15.79 17.71 19.63 21.55 23.47 25.39 27.31 29.23

4 9.41 11.33 13.25 15.17 17.09 19.01 20.93 22.85 24.77 26.69 28.61

5 8.48 10.40 12.32 14.24 16.16 18.08 20.00 21.92 23.84 25.76 27.68

6 7.23 9.15 11.07 12.99 14.91 16.83 18.75 20.67 22.59 24.51 26.43

7 5.68 7.60 9.52 11.44 13.36 15.28 17.20 19.12 21.04 22.96 24.88

8 3.80 5.72 7.64 9.56 11.48 13.40 15.32 17.24 19.16 21.08 23.00

9 1.62 3.54 5.46 7.38 9.30 11.22 13.14 15.06 16.98 18.90 20.82
10 -0.88 1.04 2.96 4.88 6.80 8.72 10.64 12.56 14.48 16.40 18.32

1 0 10.00 11.54 13.07 14.61 16.14 17.68 19.22 20.75 22.29 23.82 25.36

1 10.71 12.24 13.78 15.32 16.85 18.39 19.92 21.46 23.00 24.53 26.07

2 11.10 12.64 14.17 15.71 17.24 18.78 20.32 21.85 23.39 24.92 26.46

3 11.18 12.72 14.25 15.79 17.32 18.86 20.40 21.93 23.47 25.00 26.54

4 10.95 12.48 14.02 15.55 17.09 18.63 20.16 21.70 23.23 24.77 26.31

5 10.40 11.94 13.47 15.01 16.54 18.08 19.62 21.15 22.69 24.22 25.76

6 9.54 11.07 12.61 14.15 15.68 17.22 18.75 20.29 21.83 23.36 24.90

7 8.36 9.90 11.44 12.97 14.51 16.04 17.58 19.12 20.65 22.19 23.72

8 6.88 8.41 9.95 11.48 13.02 14.56 16.09 17.63 19.16 20.70 22.24

9 5.07 6.61 8.15 9.68 11.22 12.75 14.29 15.83 17.36 18.90 20.43
10 2.96 4.49 6.03 7.57 9.10 10.64 12.17 13.71 15.25 16.78 18.32

2 0 10.00 11.15 12.30 13.46 14.61 15.76 16.91 18.06 19.22 20.37 21.52

1 11.09 12.24 13.40 14.55 15.70 16.85 18.00 19.16 20.31 21.46 22.61

2 11.87 13.02 14.17 15.32 16.48 17.63 18.78 19.93 21.08 22.24 23.39

3 12.33 13.48 14.64 15.79 16.94 18.09 19.24 20.40 21.55 22.70 23.85

4 12.48 13.63 14.79 15.94 17.09 18.24 19.39 20.55 21.70 22.85 24.00

5 12.32 13.47 14.62 15.78 16.93 18.08 19.23 20.38 21.54 22.69 23.84

6 11.84 12.99 14.15 15.30 16.45 17.60 18.75 19.91 21.06 22.21 23.36

7 11.05 12.20 13.36 14.51 15.66 16.81 17.96 19.12 20.27 21.42 22.57

8 9.95 11.10 12.25 13.40 14.56 15.71 16.86 18.01 19.16 20.32 21.47

9 8.53 9.68 10.83 11.99 13.14 14.29 15.44 16.59 17.75 18.90 20.05
10 6.80 7.95 9.10 10.25 11.41 12.56 13.71 14.86 16.01 17.17 18.32

3 0 10.00 10.77 11.54 12.30 13.07 13.84 14.61 15.38 16.14 16.91 17.68

1 11.48 12.24 13.01 13.78 14.55 15.32 16.08 16.85 17.62 18.39 19.16

2 12.64 13.40 14.17 14.94 15.71 16.48 17.24 18.01 18.78 19.55 20.32

3 13.48 14.25 15.02 15.79 16.56 17.32 18.09 18.86 19.63 20.40 21.16

4 14.02 14.79 15.55 16.32 17.09 17.86 18.63 19.39 20.16 20.93 21.70

5 14.24 15.01 15.78 16.54 17.31 18.08 18.85 19.62 20.38 21.15 21.92

6 14.15 14.91 15.68 16.45 17.22 17.99 18.75 19.52 20.29 21.06 21.83

7 13.74 14.51 15.28 16.04 16.81 17.58 18.35 19.12 19.88 20.65 21.42

8 13.02 13.79 14.56 15.32 16.09 16.86 17.63 18.40 19.16 19.93 20.70

9 11.99 12.75 13.52 14.29 15.06 15.83 16.59 17.36 18.13 18.90 19.67
10 10.64 11.41 12.17 12.94 13.71 14.48 15.25 16.01 16.78 17.55 18.32

4 0 10.00 10.38 10.77 11.15 11.54 11.92 12.30 12.69 13.07 13.46 13.84

1 11.86 12.24 12.63 13.01 13.40 13.78 14.16 14.55 14.93 15.32 15.70

2 13.40 13.79 14.17 14.56 14.94 15.32 15.71 16.09 16.48 16.86 17.24

3 14.64 15.02 15.40 15.79 16.17 16.56 16.94 17.32 17.71 18.09 18.48

4 15.55 15.94 16.32 16.71 17.09 17.47 17.86 18.24 18.63 19.01 19.39

5 16.16 16.54 16.93 17.31 17.70 18.08 18.46 18.85 19.23 19.62 20.00

6 16.45 16.83 17.22 17.60 17.99 18.37 18.75 19.14 19.52 19.91 20.29

7 16.43 16.81 17.20 17.58 17.96 18.35 18.73 19.12 19.50 19.88 20.27

8 16.09 16.48 16.86 17.24 17.63 18.01 18.40 18.78 19.16 19.55 19.93

9 15.44 15.83 16.21 16.59 16.98 17.36 17.75 18.13 18.51 18.90 19.28
10 14.48 14.86 15.25 15.63 16.01 16.40 16.78 17.17 17.55 17.93 18.32

5 0 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00 10.00

1 12.24 12.24 12.24 12.24 12.24 12.24 12.24 12.24 12.24 12.24 12.24

2 14.17 14.17 14.17 14.17 14.17 14.17 14.17 14.17 14.17 14.17 14.17

3 15.79 15.79 15.79 15.79 15.79 15.79 15.79 15.79 15.79 15.79 15.79

4 17.09 17.09 17.09 17.09 17.09 17.09 17.09 17.09 17.09 17.09 17.09

5 18.08 18.08 18.08 18.08 18.08 18.08 18.08 18.08 18.08 18.08 18.08

6 18.75 18.75 18.75 18.75 18.75 18.75 18.75 18.75 18.75 18.75 18.75

7 19.12 19.12 19.12 19.12 19.12 19.12 19.12 19.12 19.12 19.12 19.12

8 19.16 19.16 19.16 19.16 19.16 19.16 19.16 19.16 19.16 19.16 19.16

9 18.90 18.90 18.90 18.90 18.90 18.90 18.90 18.90 18.90 18.90 18.90
10 18.32 18.32 18.32 18.32 18.32 18.32 18.32 18.32 18.32 18.32 18.32

Note! The share for the observer is already deducted.
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Phase III: Investment in verification by observer

Average contribution of the others

My payoff
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Figure 3.4: Payoff table for the observer monitoring phase.
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4
Limited Punishment1

Abstract

In public-good experiments with a punishment option, “anti-social”
sanctioning is common: high contributors can get punished. We
measure the effect of this type of punishment by introducing a pun-
ishment constraint in an endogenous public-good experiment and by
comparing the results with the data of Gürerk et al. (2010a) without
the constraint. The results show that “anti-social” punishment has
social costs that go beyond the direct costs caused for the punishing
as well as the punished players. The sum of the distributed punish-
ment token is even lower than expected. Uncontrolled sanctioning
thus leads to a substantial efficiency loss.

4.1 Introduction

Public-good games are one of the main tools in the cooperation research of
experimental economics because they model in a mathematically simple
way the conflict of own versus joined payoff maximization. This conflict
leads to the break down of cooperation in the repeated experimental play
if no counter-measures are taken such as revealing the identity of the
players or allowing sanctions.

However, the public-good experiments with punishment option have
an efficiency issue. Experiments with decentralized2 sanction possibilities
are prone to “anti-social” punishments. Like Herrmann et al. (2008) we
consider sanctions of pro-social cooperators as “anti-social”. We chose the
micro-perspective for the definition of “anti-social”. With that we mean
that no one should punish someone who is behaving better than oneself.

The “anti-social” sanctions are costly for the society because firstly,
especially if aimed at maximum contributors – they directly burn welfare

1This part is not published yet.
2With decentralized we mean that every group member is allowed to sanction any

other group member.
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4. Limited Punishment

and do not help in increasing the overall cooperation level; secondly, they
cause more costs if the penalized contributors increase their punishment
level when they got sanctioned; thirdly, if the punished contributors would
react with lowering contributions they could reduce the welfare even
further. And in fact most “anti-social” contributions are aimed at the
maximum contributors, as can be seen in the plot of the punishment acts
of the data of Gürerk et al. (2010a) Figure 4.5 (Appendix, page 101). In their
data we found 33.2% “anti-social” sanction occurrences in the punishment
institution, 29.4% punishments of more and equal contributing subjects in
the data of the punvcm3 treatment of Nikiforakis (2008) and even 37.9% in
punvcm of Fehr and Gächter (2000a).

One cause of those “anti-social” punishments that the subjects of Fehr
and Gächter (2000a) stated in a questionnaire is vengeance. Vengeance
can be defined as “[...] an act designed to harm someone else, or a so-
cial group, in response to feeling that oneself has been harmed by that
person or group” (Frijda, 1994 as cited in Gollwitzer, 2004). Some low
contributing subjects did not like being sanctioned by others since they
presumed correctly they were sanctioned by the highest contributors,
they punished those to retaliate. Another reason could be “do-gooders
derogation” (Monin, 2007): the dislike of people that behave better in
moral aspects. Hopfensitz and Reuben (2009) point at the large emotional
component in the sanctioning behavior of the subjects.

In order to improve the efficiency of the punishment design it has been
proven successful to give people the choice whether they want to join a
group with punishment option or remain in a group without that option
(Gürerk et al., 2006, 2010a). But although this endogenous-institution-
choice design proves successful in the course of the experiment and leads
to almost full cooperation with high efficiency, the punishment group is
highly unpopular in the beginning of the experiment with less than a
third of the subjects choosing that option. One cause for this could have
been that the subjects fear “anti-social” sanctions, another could have been
that they anticipated the very low efficiency that was observed during the
initialization phase.

In this paper we want to explore two things: First, whether the low
popularity of the punishment institution in Gürerk et al. (2010a) could be
attributed to the “anti-social” punishment and second, the effects on the
efficiency of the punishment institution by mitigating them in this “voting-
by-feet” experiment. We prevent “anti-social” sanctions mechanically by
definition in so far as we simply do not allow punishments of higher and

3punvcm means that the subjects first experienced a design where sanctions where
allowed and afterwards a sanction-less public-good game was played while with vcmpun
for example it was the other way around.
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4.2. Related Literature

equal contributors. We compare the data with the punishment constraint
with the data of Gürerk et al. (2010a).4

The results of our experiment show that there is no difference in the
subjects’ choice of the institution, the punishment institution still is unpop-
ular. The second result of the experiment is that we observe that the limit
on the punishment indeed makes the sanctioning institution much more
efficient. The sanction point revenue (the sum of all sanction points) is far
below that of Gürerk et al. (2010a) even if all “anti-social” sanctions from
their study are calculatory not taken into account. Hence, we could reduce
revenge activities. As a consequence, the higher efficiency leads to a faster
migration in the course of the experiment into the punishment institution.
The higher efficiency of such an institution is an argument when thinking
about the evolutionary competitiveness of a society. Speculatively this
could have been a reason of the evolvement of some religious rules like
“[. . . ], avenge not yourselves, [. . . ]” (Romans 12:19).

In the next section we will give an overview on the experimental
literature that deals with cooperation in general and with punishment
in particular. Thereafter we will describe the design of the experiment,
provide the research hypothesis before we explain the results.

4.2 Related Literature

Public-good experiments are the work horse of experimental research on
cooperation. The first public-good experiments have been conducted more
than 30 years ago, early examples are Smith (1979) and Isaac et al. (1984).
A survey of the older experiments can be found in Ledyard (1995). Gächter
and Herrmann (2009) provide an excellent and very recent overview of
public-good and related experiments and the determinants of cooperation,
as does Chaudhuri (2011). We will give a shorter and more selective
overview here.

In standard public-good experiments with anonymity of the subjects
the cooperation breaks down due to several reasons. One explanation is
that people are conditionally cooperative in the sense that they cooperate
only if others cooperate as well (Fischbacher et al., 2001; Gächter, 2007;
Fischbacher and Gächter, 2010). People often are imperfect conditional
cooperators meaning that they cooperate slightly less than others. As Fis-
chbacher and Gächter (2010) show this consequently leads to the decrease
of cooperation. This behavior is common even in cross-cultural comparison
(Herrmann et al., 2008).

4We thank the authors hereby for the permission to use their data.
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4. Limited Punishment

One successful way of improving the cooperation is lifting the usual
anonymity constraint or allowing communication between the participants
(Isaac and Walker, 1988b; Brosig et al., 2003; Bochet et al., 2005). This could
be related to reputation building (Milinski et al., 2006; Rockenbach and
Milinski, 2006), which has also been proven to be effective.

The provision of sanctioning possibilities has been shown to be another
successful measure to alleviate the free-riding problem and to enhance
the cooperation (Ostrom et al., 1992; Fehr and Gächter, 2000a, 2002). This
has been confirmed in many further experiments and modifications and
even across cultures.5 Although it seems harsh to say that human beings
appear to need a certain threat and disciplinary sanctions, one has to
keep in mind that this would not necessarily mean that people need
punishment in the sense of causing a damage. Instead, it could mean
some non-monetary costs are imposed so that the sanction could have
a signaling-only character. Even symbolic punishment with no cost at
all seems to improve the cooperation level to a certain extent (Masclet
et al., 2003; Noussair and Tucker, 2005). The reason probably is that the
sanctions induce negative feelings like guilt (Hopfensitz and Reuben, 2009).
Interestingly, rewards for cooperators seem to be much less efficient than
punishment of non-cooperators (Gürerk et al., 2006; Sefton et al., 2007;
Sutter et al., 2008).

Since some subjects in experiments are willing to pay for disciplinary
purposes with no direct (monetary) benefit, it has been dubbed “altruistic”
punishment (Fehr and Gächter, 2000a). One explanation for the altruistic
sanctions is offered by inequity-aversion models like those of Fehr and
Schmidt (1999) and Bolton and Ockenfels (2000) that assume that people
have a certain dislike of inequality. In that case they might use sanctions to
equalize payoffs. Furthermore, it seems that humans experience some sort
of a positive emotion if they punish unfair behavior (de Quervain et al.,
2004; Hopfensitz and Reuben, 2009). People respond to unfair behavior
even if it costs payoff as well as when there is no opportunity to build
up a reputation as for example in experiments with just a single period
(Gächter and Herrmann, 2009).

The punishment should not be too expensive. The higher the leverage
of the punishment (the lower the costs thereof), the better usually is the
enhancing effect on the contribution (Anderson and Putterman, 2006;
Carpenter, 2007; Nikiforakis and Normann, 2008; Egas and Riedl, 2008;
Masclet and Villeval, 2008).

As we already mentioned in the introduction, one shortcoming of
punishment in general is that it can be costly for society. A potential con-

5For example: Masclet et al. (2003); Carpenter et al. (2004); Page et al. (2005); Masclet
and Villeval (2008); Herrmann et al. (2008).
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sequence is that efficiency is not higher than in a comparable public-good
experiment without punishment (Fehr and Gächter, 2000a; Herrmann
et al., 2008; Masclet and Villeval, 2008). In Herrmann et al. (2008), for
example, the efficiency of the non-punishment treatment yielded a higher
average payoff in most subject pools. Of course, the effect can depend on
the length of the interaction. Gächter et al. (2008) showed that extending
the length of the experiment from the usual 10 up to 50 periods yielded
much better comparative efficiency of the punishment option.

It also has been proven highly successful to give people the choice
whether to join (Gürerk et al., 2006) or to vote for (Sutter et al., 2008; Ertan
et al., 2009) either a specific punishment institution or a non-punishment
institution. Though the punishment institution in Gürerk et al. (2006)
is chosen only by a minority of subjects in the beginning and there is
high punishment leading to low payoffs, the endogenous punishment
institution quickly proves highly efficient and almost all subjects join and
cooperate in the end.

One widespread phenomenon throughout these public-good exper-
iments with punishment option has been the punishment of high-con-
tributors. This was noted in early experiments like Fehr and Gächter
(2000a) and has become subject to more recent research (Cinyabuguma
et al., 2006; Denant-Boemont et al., 2007; Nikiforakis, 2008; Herrmann
et al., 2008; Ertan et al., 2009). The behavior has been dubbed “anti-social”
(Nikiforakis, 2008; Herrmann et al., 2008) or “perverse” (Cinyabuguma
et al., 2006). There is some difference in the exact definition namely the
reference point of “anti-social” acts – whether the benchmark is the av-
erage contribution level (Nikiforakis, 2008; Cinyabuguma et al., 2006) or
the individual contribution level (Herrmann et al., 2008). For us the indi-
vidual perspective is the reference point. No one will be able to punish
someone who is behaving better, i.e., contributes more than oneself. The
actual difference between the approaches is minimal since the majority of
“anti-social” punishments is directed towards the maximum contributors.

How are these “anti-social” punishments motivated? Fehr and Gächter
(2000a) categorize the responses of their questionnaire as follows: spiteful
revenge which are those punishments that are in the very same period exer-
cised against high contributors. This spiteful revenge is possibly related to
a dislike of “do-gooders”(Monin, 2007), but also partially the punishment
of non-conformist behavior (Carpenter and Matthews, 2005), especially
if there are only few high contributors. Furthermore Blind revenge occurs
according to Fehr and Gächter (2000a) if someone was punished a period
before and takes revenge now. The subjects also stated relative strategic
advantage as a reason – if they want to earn more relative to the others they
can lower the income of others by sanctions. Furthermore there is also the
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4. Limited Punishment

possibility of errors. In cross-cultural comparison the extent of “anti-social”
punishments can be related to sociological measures like norms of civic
cooperation which appear to be negatively correlated with the “anti-social”
punishments (Herrmann et al., 2008).

The so-called counter-punishment might be seen as one solution
against “anti-social” punishment. Furthermore since punishment in itself
represents a second-level public-good – everyone benefits if the punished
subject increases the contribution but there is the incentive to shirk on the
punishments as it is costly – another punishment stage is also a mechanism
that possibly prevents this second-level free-riding. This could be set up in
such a way as the subjects enter a second (or more) punishment stage(s) in
order to be able to punish those high contributors that refrained from pun-
ishing (who free-ride on the sanctions of others) or the low contributors
with their “anti-social” punishments (Nikiforakis, 2008; Denant-Boemont
et al., 2007; Nikiforakis and Engelmann, 2010; Nicklisch and Wolff, 2011).
However with the counter-punishment possibility the cooperation could
break down (Nikiforakis, 2008) since the enforcing cooperators are threat-
ened by revenge sanctions and refrain from sanctioning. On the other
hand Nicklisch and Wolff (2011) report no apparent “anti-social” punish-
ment in their first stage of their basic treatment. However, opening several
punishment stages offers the possibility of retaliation and raises efficiency
issues.

Another way to reduce the “anti-social” sanctions is letting people
choose the punishment rule, as did Ertan et al. (2009). Their experiment is
closely related to ours. They let the subjects vote on whether they want to
implement a rule that does not allow to punish high contributors. Contrary
to their approach we implemented a rule that does only allow to punish
someone contributing less. Further, our voting is “by feet” meaning that
the subjects are free to join an institution with punishment or an institution
without. But if subjects opt for the sanctioning institution they have to live
with the limit on punishment.

Decker et al. (2003) also evaluated different punishment rules. They
compared different collective rules like choosing the punishment by major-
ity with an individual rule. In their experiments the costs for punishment
were divided equally while in most other papers the sanction costs are
individually imposed. A voting experiment approach on different central
sanction schemes was conducted by Putterman et al. (2010).

4.3 Experimental Design

The experiment has 30 periods each consisting of 3 stages: the institution-
choice stage (S0), the voluntary-contribution stage (S1) and the punish-
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In the institution-choice stage S0 the subjects individually can choose
between the two mechanisms to join, either pun – a public-good game
where punishment is allowed, or free which resembles a classical public-
good game. So the number of subjects in an institution can differ from
period to period.

In the voluntary-contribution stage S1, the participants receive an endow-
ment of 20 tokens and have to decide on their “contribution to the team
project”, ci. The payoff of the “team project” – the sum of contributions
multiplied by the factor 1.6 – is divided equally among the members in
the same mechanism.

In the third and last stage, the punishment stage S2, the subjects choos-
ing the punishment institution receive an extra endowment of 20 tokens
as punishment budget. A list with the individual contributions without
revealing the identity6 of the other group members in pun is given. The
tokens not spent on sanctioning are kept and thus add to the periods’
profit. A distributed punishment token causes the receiver a loss of 3
tokens. If the subject chooses the free mechanism they receive an additional
profit of 20.

To sum up, the profit πi of a subject i is:

πi = 20− ci +
1.6
n

n

∑
j=1

cj︸ ︷︷ ︸
S1

+

{
20, n = 1 or free
20− 3T−i − Ti, n > 1 and pun︸ ︷︷ ︸

S2

(4.1)

with n as the number of members in the same mechanism, Ti denoting
the sum of allocated punishment tokens and T−i representing sum of the
received punishment tokens. Both are of course 0 when the subject chooses
free.

Our “constraint” or “limit” means that in our punishment institution
(pun) subject i was only allowed to punish subject j if ci > cj in contrast
to our comparison data of Gürerk et al. (2010a) where it was allowed
to sanction any other pun institution member. Our limit should prevent
“anti-social” punishments.

Our experiment had 8 groups with 12 members each, making a total
of 96 subjects. The experiment took place at the Erfurt Laboratory for
Experimental Economics (elab) using the z-tree software (Fischbacher,
2007). The subjects, students of the University of Erfurt, were recruited
using the Orsee system (Greiner, 2004).

6The subjects are not identifiable by a tracking number. Only a list of the contributions
is shown. The order of the list of contributions is randomized each period. The sanctions
can only be assigned to the specific contribution. This is common knowledge for all
subjects.
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4.4 Theoretical Considerations and Research
Hypotheses

4.4.1 Standard Nash Equilibrium

Traditional economic theory assumes all actors conform to the so-called
homo oeconomicus model – a strict money-maximizer – and predicts only
zero contributions in both institutions and treatments without any punish-
ment: Since ∂πi

∂ci
< 0 – the return of a unit of contribution is smaller than

one – no one will contribute. Punishment is costly and thus resembles a
public-good problem itself. Thus, no one will punish. By using backward
induction for the repeated game this represents the subgame-perfect Nash
equilibrium: no punishment and no contribution. Because of the identical
outcome in both institutions the homo oeconomicus would be indifferent in
the choice of the institution. Furthermore there is no difference whether
there is a limit or not.

4.4.2 Inequity Aversion

There exist several approaches to improve the traditional economic theory
since people generally do not behave like a homo oeconomicus (see for
example Henrich et al. (2006)). One alternative are inequity aversion
models, like those of Bolton and Ockenfels (2000) and Fehr and Schmidt
(1999). We will focus on the latter to discuss the predictions.

It has been shown by Fehr and Schmidt (1999) that there exist coopera-
tive equilibria in a public-good with punishment possibility under certain
circumstances. A similar analysis in the context of endogenous institu-
tional choice has been conducted by Gürerk et al. (2010a). It is possible
to predict the success of the sanctioning institution using that kind of
analysis.

While this model can explain why cooperation might emerge in public-
good experiments with punishment it fails to explain “anti-social” pun-
ishment. A low contributor punishing a high contributor would even
make the difference in profits larger but α, β > 0 by definition in Fehr
and Schmidt (1999) (p. 822). In other words both parameters represent a
dislike of inequality but a low contributor that punishes a high contributor
increases the inequality even further. By definition there can only be a
disutility by the sanction and by the increased inequality. It would be
different if β were allowed to be negative, in this case there would be a
positive utility of higher inequity. But since this is not the case, the limit
on the sanctions as in our design should not make a difference.

Relaxing the assumption of perfect information could probably explain
some of the “anti-social” sanctions imposed on the people who contribute
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equally high: If there is no knowledge about who punishes at what level
then we have a coordination problem among the enforcers that likely leads
to low contributors being “over-punished”. Those might be inclined after
the contribution adjustment to reduce the resulting inequality. However
this should be very unlikely since they would not free-ride if they cared
much for inequality.

4.4.3 Alternatives

In order to predict the effect of the constraint on the “anti-social” punish-
ment we need an approach that forecasts the occurrence of this punishment.
Spite – subjects that feel good doing the bad – would be one model that
does so (Saijo and Nakamura, 1995; Fehr et al., 2008). Another could be
intention based theories like that of Dufwenberg and Kirchsteiger (2000)
that assume a reciprocal motivation – people being kind if they are treated
kindly and hostile if treated unfriendly. An interesting extension is the
model of Falk and Fischbacher (2006). They combine inequity aversion
with intentions: The subjects do not only evaluate the distribution but
also the intention behind the action of the others. If the intention is taken
into account it is possible that money-maximizers perceive their received
sanctions as an unfriendly act and reciprocate accordingly. Even with
the intention based models it is not easy to explain the sanctions of low
contributors towards high contributors in the same and especially in the
first period. Possibly it is necessary to extend the inequity models towards
different behavior at least for some of the subjects.

As already mentioned in the introduction, there is also the work of
Hopfensitz and Reuben (2009). Although it does not offer a technical model
it reminds us that there is an emotional component that has to be taken into
account. The emotions lead to even harder actions and possibly revenge.
The “anti-social” sanctions could be attributed to negative emotions toward
others, acting more morally than oneself. This was called “do-gooders
derogation” by Monin (2007).

4.4.4 Hypotheses

As we know from Gächter and Herrmann (2009) punishment can be an
effective measure to enhance cooperation and Gürerk et al. (2010a) did
show that the endogenous institutional choice induces a higher efficiency
mitigating the efficiency issue on punishment. We expect a similar success
of the pun institution in our treatment with limit as well since our design
is comparable. This is in line with the theoretical analysis assuming the
Fehr and Schmidt (1999) model.
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Hypothesis 1. We expect that the pun institution maintains a higher coop-
eration level as the free institution.

As we know from Herrmann et al. (2008) and as the sunflower plot of
Figure 4.5 demonstrates for Gürerk et al. (2010a), “anti-social” sanctions
are very present. Since we prevent those sanctions in our design by not
allowing the distribution of punishment tokens toward higher or equal
contributors, we expect that this should bring the number of sanctions
down to at least the amount of Gürerk et al. (2010a) with a calculatory
sanction cap (i.e., not counting the “anti-social” sanctions). Assuming that
the subjects act reciprocal as with the theory of Falk and Fischbacher (2006)
the number should be lower. The same holds if we assume that there is an
emotional component in the motivation of the subject.

Hypothesis 2. If the distribution of sanction points is limited to subjects
who contribute less than the punishing subject, the punishment level will
not be higher than the hypothetical level of Gürerk et al. (2010a) with the
“anti-social” punishments deducted.

High contributors that receive “anti-social” punishment could possi-
bly react in two ways: either to lower their contributions to not expose
themselves and/or to increase their punishment as well. In both cases the
limit should introduce a higher efficiency of the punishment institution.
Furthermore free-riders could be less likely to increase their contribution
when they must fear being punished as high contributors as well.

Hypothesis 3. The punishment constraint leads compared to the data of
Gürerk et al. (2010a) to a significantly higher efficiency in the sanctioning
institution due to a) higher contributions and b) a lower punishment. This
should lead to a higher attractiveness for the subjects and thus a faster
migration towards the pun institution with the limit imposed.

In Gürerk et al. (2010a) only a third of the subjects joined the sanction-
ing institution in the first period. One possible explanation for this could
be that the subjects fear being punished regardless of their contribution
level. Furthermore they might expect counter-punishment: high contribu-
tors might be punished by free-riders either in the very same period or
in the period after they had received sanctions. Since the identity of the
subjects was not common knowledge they would use the contributions
as an orientation and thus direct their own punishment towards higher
contributors: a behavior that was observed in Gürerk et al. (2010a).

If the Hypotheses 2 and 3 are valid, the attractiveness of the punish-
ment institution with the punishment constraint should be higher from
the beginning: cooperative subjects that might have feared being punished
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even when they are contributing are now protected by the limit. Further-
more as we expect less punishment as well as higher contributions this
could lead to more cooperative subjects willing to join the sanctioning
institution.

Hypothesis 4. We expect that a greater share of subjects chooses the
sanctioning institution in the treatment with the limited punishment from
the first period on.

4.5 Results

4.5.1 Contributions

As in the endogenous punishment institution experiments of Gürerk
et al. (2006) and Gürerk et al. (2010a) we observe that the contribution
level in the institution without punishment (free) converges towards the
Nash equilibrium. Furthermore we confirm an increasing level in the
punishment institution (pun) to almost full contribution as can be seen in
Figure 4.1. Thus we can validate Hypothesis 1:

Result 1. The contribution level in the endogenously chosen punishment in-
stitution quickly emerges to almost 100% while it is deteriorating in the non-
punishment institution.

In contrast to our assumption and to the impression that could arise
from Figure 4.1 there is no significant difference in the contributions
between the treatment with the limit on punishment and the data of
Gürerk et al. (2010a) without the limit: A per-period exact Wilcoxon–
Mann–Whitney test (Appendix, Table 4.6) shows that there is not a single
period with a significant difference. The same holds for the contribution
level aggregated over all 30 periods (p = 0.8).

Result 2. We must reject Hypothesis 3a: contributions are not significantly
higher when there is a limit on the punishment.

To give a first idea how the punishment activity affected the contribu-
tions we tabulated the specific reactions, i.e., the change in contribution
after a punishment was received in Table 4.1. As we clearly see most
subjects increased their contribution if they were punished. Interestingly,
without the limit (Gürerk et al., 2010a) the number of above average
contributors that decreased their contribution compared to those who
increased their contribution is significantly larger than in the treatment
with the limit on punishment (13 vs. 33 respective 1 vs. 18; p = 0.04,
test for equality of proportions). Of those 13 occurrences of contribution
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Figure 4.1: Average contributions. The data of Gürerk et al. (2010a) are
denoted as “Without limit”.

Table 4.1: Subjects’ contribution reactions if punished in t− 1. We separated
the counts by below and above average contributors and since in the second
half of the experiment most subjects in the punishment institution fully
cooperated we excluded the cases where the punished subjects were the
maximum contributors in t− 1 in the lower half of the Table for comparative
reasons. The data of Gürerk et al. (2010a) are denoted as “no limit”.

ci,t−1 < ct−1 ci,t−1 ≥ ct−1 together
contribution no limit limit no limit limit no limit limit

reduced 8 7 13 1 21 8
unchanged 9 22 217 7 226 29
increased 77 112 33 18 110 130

excluding if ci,t−1 = max(ct−1):

reduced 8 7 1 1 9 8
unchanged 9 22 8 7 17 29
increased 77 112 30 18 107 130
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decreases without the limit, 12 were maximum contributors as the compar-
ison with the lower part of the table shows. This supports the Hypothesis
3a that “anti-social” punishment could cause high contributors to lower
their contributions. But the impact of this is too small to have an effect on
the overall contribution level as we know from Result 2.

Below-average contributors increased their contribution in 82% of the
cases without the limit and in 79% with the limit employed. The gener-
alized Cochran–Mantel–Haenszel test could not indicate any significant
difference between the treatments (p = 0.26 for below, p = 0.78 for above
average and p = 0.45 jointly, all maximum contributors excluded).

The Tobit estimates of Table 4.2 explain the contribution changes of the
subjects in the punishment institution in t− 1 compared to t. We estimated
positive and negative changes separately. The changes are explained by
the period number (t and t2), the positive or negative contribution differ-
ence to the average group contribution and those in the previous period
received sanction points. The estimates support the assumption that the
sanctions mainly increased the contributions. The coefficients for recpunt−1

are both positive and significant. Interestingly, the punishment in the
limited treatment had a greater effect: the coefficient is 0.4304 for each
punishment point received while without limit the coefficient was only
0.1852 – in other words: one sanction point was more efficient with the
limit causing a faster contribution adjustment of the punished subject.
Beside this we find evidence for conditional cooperation since the subjects
appear to adjust to the mean cooperation.

Result 3. The sanctions with the limit imposed show a higher efficiency: One
sanction point causes a faster contribution adjustment.

Remarkable in this regard is that the subjects seem to clearly under-
stand that punishment is a tool against free-riding. This is more than
evident from the fact that the number of total free-riders with ci = 0 in the
punishment institution in the first period is either 0 without limit and 1
with the limit while there is a remarkable number in the other institution
as can be seen in Table 4.3 which depicts the number of total free-riders
versus non total free-riders and the counts of the above and below average
contributors per treatment and institution in the first period.

4.5.2 Institution Choice

In the first period there is no significant difference in the institution choice
(p = 0.77, exact Wilcoxon–Mann–Whitney test). The majority – about 70%
in both treatments – of subjects chose the pun institution. Thus we must
reject Hypothesis 4 at least partially which means that the subjects do not
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Table 4.2: Robust Tobit estimates of contribution changes in the punishment
world. We conducted a separate regression for each treatment and further
ones for negative respective positive contribution changes. The data of Gürerk
et al. (2010a) are denoted as “no pun limit”.

increased contribution no pun limit with pun limit

(ci,t ≥ ci,t−1) Coef. rob. s.e. Coef. rob. s.e.

const −2.7920∗∗ 1.0247 2.8958∗∗∗ 0.9735
t −0.2094 0.1450 −0.8114∗∗∗ 0.1529
t2 −0.0019 0.0038 0.0120∗∗∗ 0.0044

cpun
t−1 − ci,t−1 if positive 1.2790∗∗∗ 0.1889 0.3550∗ 0.0291

ci,t−1 − cpun
t−1 if positive 0.0295 0.0268 −1.0108∗∗∗ 0.3082

recpunt−1 0.1852∗∗ 0.0927 0.4304∗∗∗ 0.1451

Wald χ2 279.63 p < 0.001 128.04 p < 0.0001

decreased contribution no pun limit with pun limit

(ci,t ≤ ci,t−1) Coef. rob. s.e. Coef. rob . s.e.

const 19.7648∗∗∗ 4.2374 12.4437∗∗∗ 2.9029
t −0.4494 0.3865 0.4102 0.3477
t2 0.0177∗ 0.0107 −0.0078 0.0007

cpun
t−1 − ci,t−1 if positive −1.0294 0.8050 3.2624 3.2557

ci,t−1 − cpun
t−1 if positive −2.1790∗∗∗ 0.4271 −2.8556∗∗∗ 0.4621

recpunt−1 −0.4057 0.2534 −2.0870 1.5842

Wald χ2 62.02 p < 0.0001 54.91 p < 0.0001

Signif. codes: ∗∗∗ 1%, ∗∗ 5%, ∗ 10%

Table 4.3: First period contribution behavior (counts): number of total free-
riders with zero contribution vs. non free-riders and number of below average
contributors vs. above average contributors. The data of Gürerk et al. (2010a)
are denoted as “no limit”. (total: 96 subjects per treatment)

Treatment Institution ci = 0 ci 6= 0 ci < ci ci ≥ ci

no limit free 54 12 37 29
no limit pun 30 0 14 16

limit free 61 5 40 26
limit pun 29 1 16 14
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Figure 4.2: Average number of members in the punishment institution. With-
out limit is the data of Gürerk et al. (2010a).

anticipate a difference resulting from the design. People might thus have
a general dislike of punishment and care less about the possible threat to
receive unjustified punishment.

Nevertheless, there is a difference in the course of the experiment
as Figure 4.2 shows. The dynamic from period 5 on turns remarkably
towards the punishment institution our treatment with the punishment
constraint compared to Gürerk et al. (2010a). Between period 5 and 15 we
observe that in 6 of the 10 periods there are significantly more people on
average in the punishment institution with the limit than without (Gürerk
et al., 2010a) (see Table 4.6, Appendix, p. 100, for the tests). In the second
half of the experiment the subjects’ institution choice converges in both
treatments as by then most subjects joint the punishment institution.

Result 4. The punishment limit itself does not make the punishment institution
more attractive in the first period: 70% of the subjects chose the free institution
which is the same number as in Gürerk et al. (2010a). But with the limit they
change the institution more likely in the course of the experiment.

So what exactly makes then the punishment institution so much more
appealing with the limit? One reason is very obvious: subjects earn more
when there is the punishment limit imposed as Figure 4.3 reveals. Without
the limit the profits of the first period were not only lower than in free but
much lower than the Nash equilibrium. Opposite to that first-period profits
in pun were much higher in presence of the limit. The profit differences
between our data and Gürerk et al. (2010a) are significant at the 5%-level
in 6 of the first 10 periods as the two-sided exact Wilcoxon–Mann–Whitney
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Figure 4.3: Average group profits. Without limit is the data of Gürerk et al.
(2010a).
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Figure 4.4: Efficiency and punishment revenue (sum of all punishment
tokens) comparison of our data (“limit”) with those of Gürerk et al. (2010a)
(“no limit”).

tests of Table 4.6 on page 100 (Appendix) show. Since contributions were
not significantly different it is obvious that the difference is due to the
punishment as Figure 4.4, right panel, confirms. It is also clear from the
same figure that the sanction points distributed without limit are even
lower compared to Gürerk et al. (2010a) if one deducts there the “anti-
social” punishments. The dotted line in Figure 4.3 represents the profits
if we simply subtract all “anti-social” punishment tokens. The difference
between the treatments is still significant (p = 0.0008 for the first half of
the experiment and p = 0.0028 for all periods, two-sided exact Wilcoxon–
Mann–Whitney test).
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Table 4.4: Random-effects logit estimates of the change in institution. The
data of Gürerk et al. (2010a) are depicted as “no pun limit”.

no pun limit with pun limit

Coef. bootstr.s.e. Coef. bootstr.s.e.

const. −1.0948∗∗ 0.5061 0.1587 0.5045
t 0.0334∗ 0.0472 −0.0030 0.0584
t2 −0.0018 0.0015 −0.0008 0.0020

max(πi − πother; 0) −0.0814∗∗∗ 0.0254 −0.1946∗∗∗ 0.0406
max(πother − πi; 0) 0.0388∗ 0.0228 0.0478 0.0308
max(πi − πown; 0) 0.0376 0.0238 −0.1425∗∗∗ 0.0711
max(πown − πi; 0) 0.0074 0.0264 0.0412 0.0610
max(ci − cother; 0) −0.0924∗∗∗ 0.0267 −0.0622∗∗∗ 0.0263
max(cother − ci; 0) 0.0279 0.0254 0.0349 0.0360
max(ci − cown; 0) 0.0089 0.0477 −0.0387 0.0933
max(cown − ci; 0) −0.0836 0.0641 0.0453 0.0912

recpunt−1 0.0239 0.0736 0.1073 0.1722
nt−1 −0.0011 0.0499 −0.0712∗ 0.0387

Wald χ2 169.20 p < 0.0001 188.83 p < 0.0001

Signif. codes: ∗∗∗ 1%, ∗∗ 5%, ∗ 10%

Result 5. Subjects in the experiment with the punishment limit had higher
average profits in the punishment institution in the first periods compared to
Gürerk et al. (2010a). This is due to a much lower sanction points revenue.

To analyze in more detail what made the subjects change the institution
we estimate random-effects logit models (Table 4.4) and use spine plots
as an indication as well (Appendix, Figures 4.6, 4.7, 4.8). The regression
and the spine plots support the hypothesis that the individuals look at
the average profits but also at the other institution average contribution in
relation to the own contribution.7 If the individual’s profit is higher than
the average profit of the other group the subject is less likely to change the
institution while it was more likely to change if the own profit was lower
than the average. The same holds true for the contribution: Subjects who
contribute more than the average of the other group have a significantly
lower probability to move to the other institution. This is probably caused
by the high contributors in pun. We furthermore observed that a punished
subject is not more likely to go back to the free institution, they stay in pun
and adjust their behavior.

4.5.3 Punishment Behavior

To analyze the punishment behavior more in detail we used a so-called
hurdle regression model because we believe that a punishment decision
can be split into two separate decisions: first whether the subject wants to

7They could see the summary statistics in advance of the institution decision.
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punish at all and second at what size the sanction will be exercised. The
first part of the regression is estimated with a logit model and the second
with the negative binomial model. The latter is a so-called count model
which can be used because the sanction points are discrete data and are
approximately distributed like a count variable. We choose the negative
binomial over the Poisson distribution by model selection criteria (Vuong
test). Each treatment was estimated separately.

As explanatory variables we have taken into account: the received pun-
ishment points of the last period (recpunt−1), the difference in the subjects’
own and the other subjects’ contribution (separated into a positive and
negative distance), the period, whether the potentially punishing subject
was a maximum- or minimum-contributor in the last period, a minimum
contributor in the current period, whether the potentially punished “other”
subject itself was a minimum and/or maximum contributor and finally
the number of the group members n.

The estimates in Table 4.5 show that the punishment decision first
of all appears to be a question about whether or not to punish and not
so much at what extent. With the punishment limit introduced there is
hardly anything that explains the size except for the weakly significant
dummy variable of whether or not the punished subject was a minimum
contributor. This is different without the punishment restriction (the data
of Gürerk et al. (2010a)). Without the limit the sanction size is attributable
mostly to the difference in contribution of the punished and the punishing
subject (max(ci,t − cj,t; 0)) as well as the dummy variable whether the
punished subject was the subject that had the lowest contribution or not
(other min contrt).

There is evidence for revenge as a source of “anti-social” punishment
since we observe in the data without limit (Gürerk et al., 2010a) that the
probability that someone punishes is higher if someone became punished
himself in the last period, as the positive and significant logit coefficient for
recpunt−1 shows. The same coefficient is not significant for the data with
the punishment constraint. However, the received punishment with the
limit imposed seems to have another effect as the minimum contributor of
the last period (i: min contrt−1), has a high probability to sanction herself,
though there is only one direction she can sanction only subjects that
contribute less. We already have stated with Result 3 that the punishment
is more efficient with the constraint as it causes a faster adjustment.

One remarkable fact is that the size of the punishment is highly signif-
icant if the other subject is a maximum contributor. Interestingly, in the
data of Gürerk et al. (2010a) only a few subjects were responsible for most
of the “anti-social” punishments: The top 5 anti-social punishers where
responsible for 65.2% of the anti-social punishment tokens and 62.7% of
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Table 4.5: Hurdle estimate coefficients for punishment behavior.
(Newey/West heteroscedasticy and autocorrelation consistent covariance
matrix estimators) The estimates on the data of Gürerk et al. (2010a) are
depicted as “no pun limit”.

logit part no pun limit with pun limit

(punish yes or no) Coef. Robust s.e. Coef. Robust s.e.

const −0.2884 0.4053 −0.4864 0.3236
recpunt−1 0.0543∗∗ 0.0258 −0.0563 0.0414

max(cj,t − ci,t; 0) 0.1553∗∗∗ 0.0254
max(ci,t − cj,t; 0) 0.2557∗∗∗ 0.0285 0.3227∗∗∗ 0.0155

t −0.1720∗∗∗ 0.0491 −0.2419∗∗∗ 0.0553
t2 0.0046∗∗∗ 0.0014 0.0028∗ 0.0016

i: max contrt−1 −0.3854 0.2785 −0.2332 0.2002
i: min contrt−1 −0.0248 0.2144 0.9222∗∗∗ 0.3136
i: min contrt −0.3201 0.3023

other min contrt 0.4939∗ 0.2783 1.0645∗∗∗ 0.2231
other max contrt −1.8875∗∗∗ 0.2555

n −0.0664 0.0450 −0.1859∗∗∗ 0.0468

negative binomial part
(if punish: size of punishment)

const 0.5604∗∗ 0.2646 −12.0008 5.36e + 05
recpunt−1 −0.0020 0.0157 −0.0385 0.0620

max(cj,t − ci,t; 0) 0.0240 0.0261
max(ci,t − cj,t; 0) 0.0915∗∗∗ 0.0137 0.1022 0.0981

t −0.0354 0.0355 −0.1683 0.1737
t2 0.0013 0.0011 0.0058 0.0066

i: max contrt−1 −0.0209 0.1172 −0.4706 0.9888
i: min contrt−1 −0.1540 0.1319 −0.6704 0.4840

i: min contrt −0.0428 0.2674
other min contrt 0.3119∗ 0.1498 0.6761∗ 0.4090
other max contrt 0.2972∗∗∗ 0.2590

n −0.1104∗∗∗ 0.0387 −0.0332 0.1115
Signif. codes: ∗∗∗ 1%, ∗∗ 5%, ∗ 10%

Result 6. The limit on the sanctions prevents that punishment induces more
punishment. It is also more focused on minimum contributors.

The significant coefficients in the treatment without limit for sanc-
tions towards higher contributing individuals and the size of punishment
towards maximum contributors can be explained if one assumes the exis-
tence of the “do-gooders” derogation. There is some weak evidence for
revenge in the treatment with the limit as well: a minimum contributor
of the last period had a higher likelihood to punish others. However
in that treatment neither the coefficient for the received punishment in
the last period is significant nor is there a possibility to punish a higher
contributor.

In the data with the punishment constraint the logit coefficient of the
size of negative deviation – the punished subject contributing less than
the punishing subject (max(ci,t − cj,t; 0)), the logit and negative binomial
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coefficient for the minimum contributor dummy in t (other min contrt)
are larger compared to the estimates on the data of Gürerk et al. (2010a).
Although the standard deviations indicate that the difference is not sig-
nificant it gives an indication that someone contributing a unit less than
others had with the limit a higher probability of being punished by others
than without the limit.

4.6 Conclusion

Sanctions are a successful measure in order to achieve a high cooperation
level in public-good experiments. But this comes at a cost since sanctions
are expensive as they effectively burn welfare. In some cases the payoffs
would be even higher with no cooperation at all due to excessive pun-
ishment. One phenomenon that makes sanctions more costly is that of
“anti-social” punishments: low contributing subjects punishing high or
maximal contributing subjects. We partially attribute those punishments
to revenge and “do-gooders” derogation both being potentially triggered
by emotions. The inequity aversion model of Fehr and Schmidt (1999) is
not sufficient to explain this behavior.

As Gürerk et al. (2010a, 2006) have shown, one measure to improve the
efficiency is to give the subjects the individual per-period choice whether
they want to join a group with punishment option or another group
without punishment option. Although this endogenous-institution-choice
design leads to a success of the punishment institution at a much higher
efficiency than comparable designs without institution-choice there still is
an efficiency issue in the first periods with average payoffs far below the
Nash equilibrium which represents the minimum payoff level when no one
contributes. Thinking in evolutionary terms – a society could extinguish
due to too heavy punishment before that punishment actually proves
successful in establishing cooperation. Furthermore the punishment group
was highly unpopular as less than a third of the subjects chose that group.

With our experiment we introduced a limit on punishment: it was only
allowed to punish those subjects in the punishment group that contributed
less than the sanctioning subject, to the endogenous-institution-choice
design of Gürerk et al. (2010a). We had two aims: firstly, to check whether
the low popularity of the sanctioning in related to the “anti-social” pun-
ishments, in other words that high contributors must fear to get punished,
and secondly, to see whether such a rule improves the efficiency of the
sanctioning institution. We compare our data with the imposed limit to
the data of Gürerk et al. (2010a).

We found that the limit indeed induces higher efficiency: Average
profits in the sanctioning institution never fall below the Nash equilibrium
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in contrast to Gürerk et al. (2010a). Although it does not increase the
overall contribution level significantly it reduces the sum of the distributed
punishment point to a great extent beyond the share of “anti-social” pun-
ishment that we observed in the data of Gürerk et al. (2010a). Thus a
society with such a rule on punishment has to bear much lower costs to es-
tablish cooperation which in turn could mean a higher survival probability
in evolutionary terms.

However, the punishment institution still remains highly unpopular.
Exactly the same number of subjects joint the punishment institution
as with Gürerk et al. (2010a). Thus it is certainly not the fear of the
“anti-social” punishment that lets the subject abstain from joining the
punishment institution. It could be the dislike of sanctions in general
but also could be some optimizing behavior as in the first two periods
the payoffs were significantly larger in the group without sanctions. But
as soon the cooperation was established the “optimizers” could join the
sanctioning institution which was earlier profitable compared with Gürerk
et al. (2010a).
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4.7 Appendix

4.7.1 Statistics

Table 4.6: Per-period exact Wilcoxon–Mann–Whitney tests, p-values.

People in
Period Contribution Profit PunWorld

1 0.69 0.02∗∗ 0.77
2 0.49 0.00∗∗∗ 0.73
3 0.82 0.49 0.95
4 0.49 0.01∗∗∗ 0.75
5 0.70 0.31 0.32
6 0.96 1.00 0.56
7 0.44 0.00∗∗∗ 0.18
8 0.24 0.05∗∗ 0.05∗∗

9 0.91 0.57 0.01∗∗∗

10 0.14 0.01∗∗∗ 0.16
11 0.59 0.37 0.01∗∗∗

12 0.80 1.00 0.04∗∗

13 0.18 0.09∗ 0.09∗

14 0.77 0.14 0.01∗∗∗

15 0.79 0.22 0.14
16 0.57 0.45 0.57
17 1.00 0.86 0.22
18 0.71 0.48 0.46
19 1.00 0.77 0.27
20 1.00 0.58 0.63
21 0.86 0.41 0.35
23 0.48 0.08∗ 0.16
24 0.47 0.86 0.01∗∗∗

25 0.43 1.00 0.30
26 0.78 0.43 0.50
27 1.00 0.61 0.71
28 1.00 0.31 1.00
29 0.93 0.41 0.77
30 0.08 0.18 0.84

Sign.levels: *** 1%, ** 5%, * 10%
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Figure 4.5: Sunflower plot of all punishment actions in Gürerk et al. (2010a),
including a histogram for each axis. The x-axis is the perspective of the
punishing (i.e., my contribution) and the y-axis the perspective of the pun-
ished subject (i.e., others contribution). The line represents the theoretical
punishment rule. All sunflowers above that line represent “anti-social” pun-
ishments.
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Table 4.7: Mixed-effects estimates of contribution changes.

increased contribution no pun limit with pun limit
(ci,t ≥ ci,t−1) Coef. s.e. Coef. s.e.

const 1.5155∗∗∗ 0.1726 2.6935∗∗∗ 0.1673
t −0.1320∗∗∗ 0.0183 −0.2543∗∗∗ 0.0187
t2 0.0028∗∗∗ 0.0005 0.0057∗∗∗ 0.0005

cpun
t−1 − ci,t−1 if positive 0.8143∗∗∗ 0.0355 0.4236∗∗∗ 0.0291

ci,t−1 − ct−1 if positive −0.1012∗∗∗ 0.0268 −0.1976∗∗∗ 0.0412
recpunt−1 0.0570∗∗∗ 0.0170 0.0526∗∗ 0.0218

decreased contribution no pun limit with pun limit
(ci,t ≤ ci,t−1) Coef. s.e. Coef. s.e.

const −0.3305 0.2078 −0.9301∗∗∗ 0.2253
t 0.0265 0.0211 0.0990∗∗∗ 0.0253
t2 −0.0006 0.0006 −0.0026∗∗∗ 0.0007

cpun
t−1 − ci,t−1 if positive 0.1161∗ 0.0665 0.1491∗∗∗ 0.0514

ci,t−1 − cpun
t−1 if positive −0.1898∗∗∗ 0.0271 −0.1832∗∗∗ 0.0446

recpunt−1 −0.1370∗∗∗ 0.0229 −0.1104∗∗∗ 0.0402

Signif. codes: ∗∗∗ 1%, ∗∗ 5%, ∗ 10%
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Figure 4.6: Spine-plots of the general institution change behavior. On the
x-axis the dependent variable is depicted. The width of the bars represent
the number of cases and the height of the dark shaded are the number
of institution changes as percentage. The data of Gürerk et al. (2010a) are
marked as “no limit”.
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Figure 4.7: Spine-plots of the institution change behavior towards pun. On
the x-axis the dependent variable is depicted. The width of the bars represent
the number of cases and the height of the dark shaded are the number
of institution changes as percentage. The data of Gürerk et al. (2010a) are
marked as “no limit”.
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Figure 4.8: Spine-plots of the institution change towards free behavior. On
the x-axis the dependent variable is depicted. The width of the bars represent
the number of cases and the height of the dark shaded are the number
of institution changes as percentage. The data of Gürerk et al. (2010a) are
marked as “no limit”.
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punished at least once x-times (on the x-axis). The data of Gürerk et al. (2010a)
are marked as “no limit”.
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4.7.2 Translation of the Instructions

Common Information

At the beginning of the experiment you will be randomly assigned to
two populations of 12 members each. During the whole experiment you
will interact only with the members of your population. At the beginning
of the experiment you will receive a start capital of 1000 tokens on your
account.

Course

The experiment consists of 30 periods. Every period has two phases.
In Phase 1 you choose your group and your contribution to the group
project. In Phase 2 you can potentially influence the income of other group
members.

Phase 1

(i) Choice of Group In Phase 1 every member decides which group to
choose. There are two groups:

Influence on the others income possible?

Group
A No
B Yes, by distribution of negative points

(ii) The Contribution to the Group Project Every group member will
receive in every period an endowment of 20 tokens. You must decide how
many of the 20 tokens you will contribute to the group project. You will
keep the remaining tokens.

Calculation of Your Income in Phase 1 Your income in Phase 1 consists
of two parts:

• The tokens that you kept = Endowment - contribution to the group
project

• The income out of the group project = 1.6× sum of the contributions
of all group members to the project / number of group members

Thus your income in Phase 1 calculates as follows:
20− your contribution to the group project +1.6× sum of the contribu-
tions of all group members to the project / number of group members.

This formula is the same for all group members. Please note that every
team member receives the same payout of the group project. Thus every
group member benefits from all contributions towards the group project.
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Phase 2

Distribution of Tokens In Phase 2 it will be revealed how much every
group member contributed to the group project. Note that in every period
the order of the list is reshuffled. Thus it is not possible to identify a group
member just by the position in the list.

By your token distribution you can reduce the income of each other
group members or leave it unchanged. You are only allowed to reduce
the income of those group members that contribute less than you.

In every period of Phase 2 each member of both groups receives 20
additional tokens. In group B you may decide how to distribute the
tokens among the other team members. The remaining tokens will be
added to your payoff. You can validate the costs of your token distribution
with the button Token calculation. This button is not available if you are not
able to distribute any tokens. In this case all the 20 additional tokens will
be added to the period’s payout. This is the case for all group A members.

• Every token that you distribute to a group member reduces her
income by 3 tokens.

• If you do not distribute any token to another group member her
income will not change.

Calculation of the Period Income in Phase 2 Your income in Phase 2

consists of 2 parts:

• The additional tokens that you keep = 20− sum of tokens that you
distributed towards other group members.

• Three times the tokens that you received by other group members.

Thus your income in Phase 2 calculates as follows:
20− sum of tokens that you distributed towards other group members
− 3× received tokens.

Calculation of the Period Income

To sum up the overall income for each period calculates as follows:

Your income = 20 - your contribution to the group
from Phase 1 + 1.6× (sum of all contributions) / number

of group members
Your income = 20 - sum of tokens you distributed
from Phase 2 - 3× tokens you received by other group members

your overall income
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Exception: Only one Group Member

If you are the only group member in your group you keep your 20 tokens
endowment from Phase 1 as well as the additional tokens from Phase
2. Thus the period income in this case is 40. You have no possibility to
interact.

Information at the End of the Period

At the end of the period you receive a detailed overview over the results:
each member’s contribution, income from Phase 1, distributed, received
tokens as well as the income from Phase 2 and the overall income. The
order again is randomized to prevent identification.

History

From period 2 on you will see an overview over the average results (as
above) of the previous periods during the group choice.

Your Payout at the End of the Experiment

Your payout at the end is the starting capital of 1, 000 tokens plus the sum
of the period incomes of all 30 periods. The tokens will be converted into
real money with an exchange rate of e 1 per 100 tokens.

Note

During the whole experiment communication between the participants
is not allowed. If you have a question you may raise the hand out of the
cabin. All decisions are made anonymously. This means no participant will
know who the other group members are and who made what decision.
Furthermore the payment will be anonymous thus no one will know how
much money the others received.

Good luck!
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