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Abstract 

The quality and application of nanostructured materials are strongly related to par-
ticle and powder characteristics. Powders of small particle size, narrow size distri-
bution, low degree of agglomeration and high purity are typically required for the 
fabrication of solid nanocrystalline materials and the exploitation of size effects in 
applications. Chemical vapor synthesis (CVS) is a method for the generation of 
nanoparticles in the gas phase. Process parameters (temperature, pressure, resi-
dence time, precursor concentration, etc.) play an important role.  

In this work it is shown for TiO2 that the way in which energy is supplied to the 
reactor and the time-temperature history which the particles experience have sub-
stantial influence on the particle generation and powder characteristics. The de-
gree of agglomeration can be decreased by using high process temperatures and 
high quenching rates. A novel method, pulsed precursor delivery using a laser 
flash evaporator, was developed to feed precursors into a CVS reactor. The degree 
of particle agglomeration can be significantly reduced by pulsed precursor deli-
very. The volatility of precursors used in CVS can limit the number of possible 
material systems which can be produced as well as their production rate. It is 
shown that these limitations can be overcome by the use of a laser flash evapora-
tor, which enables the production of complex oxides such are Co-doped and Co, 
Li-doped ZnO. A high solubility of Co in ZnO, where Co is substituting Zn in the 
wurtzite lattice is achieved. This is the key requirement for the development of di-
lute magnetic semiconductors based on Co-doped ZnO. 



 



1 Introduction and Motivation 

Materials can be considered as ‘substances with properties that turn them into 
products, parts, devices or machines developed by mankind to fulfill physical, so-
cial, aesthetic and safety needs’ [Silva 1994]. Among the various classes of mate-
rials, metal oxides are the most common and most diverse material systems in 
terms of physical, chemical, and structural properties with applications as optical, 
magnetic, electronic, thermal, electrochemical, mechanical, and catalytic mate-
rials. Origin of this diversity is related to the variety of oxidation states, coordina-
tion number, symmetry, ligand-field stabilization of the metal ions, density, and 
stoichiometry of the oxide compounds [Vayssieres 2007]. Metal oxides exhibit in-
sulating, semiconducting, conducting, or magnetic behavior.  

Nanocrystalline oxide materials have significant technological advantages over 
traditional materials in terms of their properties due to size and interfacial effect. 
The control of a nanoparticle size, shape, composition and structure is necessary to 
ensure that the nanoparticles will meet the requirements specified by commercial 
applications. Consequently, existing synthesis and processing techniques are being 
continuously refined while at the same time novel methods are being developed. 
Many efforts are being made to synthesize nanocrystalline materials using a large 
number of methods based on solid, liquid or gas phase processes [Rodriguez and 
Fernandez-Garcia 2007]. Each technique has its own advantages and disadvantag-
es. Gas phase processes allow the particle generation with unique combination of 
properties that in many cases cannot be obtained by other processes. In compari-
son to liquid phase methods, gas phase synthesis has the advantage that the par-
ticles are formed at high temperatures, which allows the formation of highly crys-
talline materials [Kodas and Hampden-Smith 1999] and particle contamination by 
byproducts is much lower. For the production of nanocrystalline materials from 
nanopowders produced by gas phase methods it is not only important to control 
the grain size but also, i.e. the particle morphology or agglomeration [Flagan and 
Lunden 1995]. The quality and application of nanostructured materials are strong-
ly related to the particle and powder characteristics. Powders of small grain size, 
narrow size distribution, low degree of agglomeration and high purity are required 
for the fabrication of solid nanocrystalline materials and the exploitation of size 
effects in commercial applications. 

The objective of this thesis is to optimize chemical vapor synthesis (CVS) for 
the production of high quality oxide particles (TiO2 and ZnO) with controlled 
properties. 

The first part of this thesis is focused on modeling of the CVS process to ac-
quire insight into the particle formation and influence of time-temperature history 
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 on particle characteristics, and to optimize the CVS process in order to obtain par-
ticles with low degree of agglomeration and high crystallinity. Additionally, it was 
studied how the particle number concentration has influence on the particle cha-
racteristics (size, degree of agglomeration and consequently width of particle size 
distribution). Titanium dioxide (TiO2) was selected as a model material because it 
is widely experimentally and theoretically studied as an important material used in 
photocatalysis and dye-sensitized solar cells [O’Regan and Grätzel 1991] and de-
tailed model description of the CVS process is feasible.  

The second part of the thesis is focused on study of the nanoparticle structure 
(crystal and local) as one of the important factors that defines material property. 
Zinc oxide (ZnO) was used as a study system because it is very interesting non-
magnetic semiconductor material which, according to the theoretical prediction, 
shows interesting magnetic properties upon zinc (Zn) substitution by cobalt (Co). 
The ability to precisely control the arrangements of dopant elements (here Co) and 
phase composition, is of great importance.  

1.1 Review of Relevant Literature 

1.1.1 Titanium Dioxide (TiO2) and Control of Particle Characteristics 

Titanium dioxide (TiO2) is a semiconducting material used in a wide variety of 
technological applications as a photocatalyst, electrolyte in solar cells, gas sensor, 
white pigment, corrosion protective coating, optical coating, in memory devices, 
and in Li-based batteries [Chen and Mao 2007]. Because much experimental and 
theoretical information is available and the product of the CVS process is typically 
crystalline, consisting mostly of anatase, TiO2 was chosen as a model material. 
This enables not only a detailed model description of the CVS process but also an 
extensive characterization of the as-synthesized particles. 

Practical application of nanoparticles often involves the preparation of a col-
loidal suspension in order to deposit films. The microstructure of the resulting na-
nomaterial as well as its properties can be affected by the particle agglomeration 
[Maira et al. 2000]. Therefore, it is important to search for new ways or to im-
prove already existing methods to obtain particles with a minimum degree of 
(hard) agglomeration. 

The production of nanoparticles using flame synthesis is the gas phase method 
well theoretically and experimentally studied. In flame reactors the powder cha-
racteristics are mostly determined by the flame temperature and the particle resi-
dence time [Kammler et al. 2001]. The particle size, as well as the width of the 
particle size distribution, increases as the particles move up the flame. Coagulation 
becomes more pronounced at longer residence times [Tsantilis et al. 2002]. As a 
result, a distribution of time-temperature histories may be stored in the samples. 
Grass et al. [Grass et al. 2006] studied the evolution of hard- and soft-
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agglomerates of TiO2 particles made by gas phase and surface oxidation of tita-
nium isopropoxide. They have found that particles with low degree of agglomera-
tion or even non-agglomerated particles could be produced at low precursor feed, 
high maximum process temperature and at high cooling rates.  

It has been shown that the width of particle size distribution has a strong influ-
ence on the sintering process of compacts. Studies by [Chappell et al. 1986, Ting 
and Lin 1995, e.g.] showed that the sintering ability (densification rate) of com-
pacts decreases as the width of particle size distribution of the starting powder in-
creases. For the liquid phase it has been shown that the droplet size distribution 
can be narrowed using an oscillating reactor [Pereira and Ni 2001] or segmented 
liquid flows [Jongen et al. 2003]. So far there are no reports on the influence of 
pulsed precursor flow in the gas phase on the particle size distribution. 
 

1.1.2 Zinc Oxide (ZnO) and Control of Particle Composition 

 
Zinc oxide (ZnO) is a semiconducting material with interesting optical, electrical 
(piezoelectric) and chemical (sensing) properties and is used in numerous applica-
tions [Schmidt-Mende and MacManus-Driscoll 2007] such as gas sensors, light 
emitting diodes, cantilievers, solar cells. Inspired by optimistic predictions, at first 
by Dietl [Dietl et al. 2000] later by Sato [Sato and Katayama-Yoshida 2001], ex-
tensive research effort have been performed by many groups on searching for 
room temperature ferromagnetism in transition metal (TM) doped ZnO. At first, 
the focus was only on films [Ueda et al. 2001], then the effort was directed toward 
the synthesis of nanocrystalline powders [Sharma et al. 2003, Lakshmi et al. 2009] 
with potential use in ferrofluids, opto-magneto-electronics, and biomedical appli-
cations. In many studies on ZnO doped with cobalt [Kim et al. 2007, Bouloude-
nine et al. 2005, Chambers et al. 2006] or other TM elements [Jin et al. 2007, Ko-
lesnik et al. 2004, Cong et al. 2006] contradictory results on magnetic properties 
have been reported. In the case of Co-doped ZnO paramagnetism [Martinez et al. 
2005, Ney et al. 2008] or ferromagnetism at low [Yang et al. 2009], room 
[Lakshmi et al. 2009] or even high temperatures [Deka et al. 2004] was found. 
The ferromagnetism observed in several studies [Park et al. 2004, Norton et al. 
2003, Blasco et al. 2006, Deka et al. 2006] had the origin in the second phases, but 
often the existence of second phases was not investigated [Behan et al. 2008]. The 
origin of the magnetic properties of TM-doped ZnO complex is still not well un-
derstood. 

There are several concepts proposed to stabilize the ferromagnetism in ZnO. 
Table 1.1 gives an overview of these concepts. One proposal is based on bound 
magnetic polaron (BMP) [Coey et al. 2005] according to which ferromagnetism 
can be established only when the concentration of magnetic cations is lower than 
the percolation threshold in wurtzite structure (xp = 0.18) and the concentration of 
polarons is higher than percolation threshold (�p = 0.0015). Opposite to the BMP 
approach, several authors [Lee and Chang 2004, Sandratskii and Bruno 2006, 
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 Nayak et al. 2008] reported that due to the short range nature of the ferromagnetic 
coupling, a heavy incorporation of dopant atoms is required to stabilize the ferro-
magnetic states. Codoping (simultaneous presence of two dopant elements) with 
acceptor and/or donor elements has also been proposed as a potential means to es-
tablish the ferromagnetic coupling of TM ions (“carrier mediated ferromagnet-
ism”) [Sluiter et al. 2005, Gopal and Spaldin 2006]. Most recently, study on Mn-
doped ZnO system, suggest that ferromagnetic ordering can be stabilized by pres-
ence of grain-boundaries and vacancies (“grain-boundary foam”) [Straumal et al. 
2009A]. Experimentally, the most challenging approach is the substitutional in-
corporation of higher quantities of dopant atoms into the ZnO wurtzite lattice due 
to their thermodynamic solubility limit [Straumal et al. 2008]. Not only is a high 
quantity of dopant atoms required, but also their homogeneous distribution on Zn 
(substitutional) sites inside of the lattice. 

 

Table. 1.1. Reported concepts for the stabilization of ferromagnetic ordering in ZnO 

Mechanism Reference 
Bound magnetic polaron (xp < 0.18) Coey et al. 2005 

Heavy incorporation of dopant atoms  
(xp > 0.18) 

Lee et al. 2004, Sandratskii et al. 
2006, Nayak et al. 2008 

Additional free carriers (codoping e.g. Co,Li)  Sluiter et al. 2005, Gopal and Spaldin 
2006 

Grain-boundary foam (defects) Straumal et al. 2009A 
 

 



2 Theoretical Background 

2.1 Chemical Vapor Synthesis (CVS) 

Chemical vapor synthesis (CVS) is one of the techniques where nanoparticles are 
synthesized in gas phase by a chemical reaction. CVS is essentially a modification 
of chemical vapor deposition (CVD) where process parameters (temperature, su-
persaturation, residence time) are adjusted to form particles instead of films [Win-
terer 2002]. The advantages of reaction in the gas phase are very short residence 
times and nanoscaled powders of high purity, crystallinity and a narrow particle 
size distribution can be obtained. The biggest disadvantage of the gas-phase me-
thods is that particles are in most cases highly agglomerated once particles are col-
lected as powder. 

For nucleation of particles from the gas phase it is necessary to create a super-
saturated vapor of a gaseous species. The supersaturated vapor is formed either as 
a result of chemical reactions (e.g. pyrolysis) or as a result of physical processes 
(e.g. rapid cooling that reduces the vapor pressure of condensable species),       
Fig. 2.1. The supersaturated vapor consists of atoms or molecules of species that 
are present at a partial pressure higher than the vapor pressure of that species [Ko-
das and Hampden-Smith 1999]. At sufficiently high supersaturation, particles 
form by homogeneous nucleation. After nucleation, particle growth can proceed in 
two different ways: via condensation or coagulation [Hinds 1999]. Growth via 
condensation occurs at low particle concentrations where few possible particle 
collisions occur and monomers condense onto already existing particles [Kodas 
and Hampden-Smith 1999]. At high particle concentrations, particles grow via 
coagulation as they collide and coalesce.  Parallel to coagulation, sintering can oc-  

 
Fig. 2.1. Particle formation from supersaturated vapors [reproduced from Kodas and 
Hampden-Smith 1999] 
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cur to form a  single particle. This usually happens at high temperatures. In most 
of cases, the formation of isolated single particles is rare and the final powder is 
composed of groups of particles which can be loosely linked by Wan der Waals 
forces (soft agglomerates) or strongly bond by sinter necks by (hard agglomerates) 
[Friedlander 2000]. 

2.2 Particle Formation and Growth (CVSSIN Model) 

Particle generation in the gas phase involves a variety of physicochemical 
processes [Kodas and Hamden-Smith 1999]. The formation and growth of par-
ticles during chemical vapor synthesis can be modeled using reaction-coagulation-
sintering model (CVSSIN) written by Winterer [Winterer 2002]. The model as-
sumes a stationary, ideal, one-dimensional plug flow, without axial dispersion. 
Several processes, which influence the formation of particles from molecular pre-
cursors and the particle and powder characteristics such as particle microstructure, 
morphology, size distribution, and crystallinity are included in the model. These 
processes are: 

1. Conversion of the precursor into monomers (growth species) 
2. Formation of clusters (primary particles or grains) from monomers  
3. Coagulation of primary particles and formation of agglomerates 
4. Sintering of the primary particles within the agglomerates 
5. Heat exchange (with the hot wall) and heat production by the processes 1-4. 

Processes 1-4 are described by a system of differential equations and numerically 
solved using a fifth order Runge Kutta solver. Figure 2.2 schematically shows the 
particle formation (processes 1-4) in the CVS system. 

 
Fig. 2.2. Particle formation in the CVS process [after Winterer 2002] 

Precursor decomposition and particle formation (processes 1-2) 

In the CVS process the TiO2 particle are formed through the oxidation of titanium 
tetra-isopropoxide (TTIP) as precursor (reactant): 

OHCOTiOOHCOTi i
2222473 141218)( ����  (2.1) 
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Due to the lack of kinetic data for the oxidation, kinetic data for the thermal de-
compositions were used. The precursor decomposition is described by a first order 
irreversible reaction: 

OHHCTiOHCOTi i
2732473 4)( ���  (2.2) 

which can be described by: 

p
p Nk

dt
dN

���  (2.3) 

where Np is the number density of the precursor molecules, and k is the reaction 
constant [Okuyama et al. 1990]: 

��
�

�
��
�

�
�

���
Tk

E
kk

B

aexp0  (2.4) 

where k0 is the pre-exponential factor, Ea is the activation enthalpy, kB is the 
Boltzman constant, and T is the process temperature.  

Particle coagulation and sintering (processes 3-4)  

After the first particles are formed, they collide and form agglomerate particles 
through coagulation. For particles smaller than 0.1 �m, the Brownian motion 
(random motion due to collisions with gas molecules) is the main collision me-
chanism [Hinds 1999]. Particle collision and coagulation lead to a reduction in the 
total number of particles and an increase in the average size. The rate of change of 
the number density of the agglomerates (Na) due to coagulation is: 

2

2
1

a
a N

dt
dN

��� �  (2.5) 

where � is the frequency function for collision between agglomerates calculated 
according to the Fuchs interpolation formula for coagulation of monodisperse par-
ticles: 

1
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D

gd
d

dD��  (2.6) 

where Dp is the particle diffusion coefficient, dc is the collision diameter of the ag-
glomerate, c is the (molecular) particle velocity, g is the transition parameter 
which describes transition from the free molecular (Kn1 >> 1) to the continuum 
regime (Kn << 1). If the particle diameter, dp is much smaller than the mean free 
path of the gas (dp << gas) the transition parameter, g will be large compared to 

                                                           
1 Knudsen number, Kn = /dp [-]. 



8     2 Theoretical Background 

the collision diameter and collision frequency function can be described by the 
form for free molecular regime: 

2/1
6

4 �
�
�

�
�
�
�

� ��
��

p

cB dTk
�

�  (2.7) 

where �p is the particle density (here taken for anatase 3.895·103 kg/m3), kB is the 
Boltzman constant, and T is the process temperature (K). The collision diameter of 
an agglomerate, dc, is given by: 

fD

pc v
add

/1

2

3

36 �
�
�

�
�
�
�

�

�
��

�
 (2.8) 

where dp is the primary particle diameter, v is the volume of a single agglomerate, 
a is the surface area, and Df is the mass fractal dimension of the agglomerate. For 
Df = 3 the collision diameter and the agglomerate diameter are identical. For SiO2 
particles collision Df = 2.9 was used [Winterer 2002]. 

The collision time, τc, or the time needed for the average volume of an agglo-
merate to double can be calculated from [Winterer 2002]: 

�
�

�
�

a
c N

1  (2.9) 

The primary particle diameter, dp, can be calculated from the volume, v, and the 
surface area, a, of a single agglomerate particle: 

a
vd p

6
�  (2.10) 

The degree of agglomeration (number of primary particles in an agglomerate), 
np, is expressed by:  

p
p v

vn �  (2.11) 

where vp is the volume of a primary particle. 
Parallel to the coagulation process, sintering takes place. The driving force for 

sintering is the minimization of the particle surface area caused by decreasing the 
vapor-solid interface. The completion of the sintering depends on the solid state 
diffusion in the material and time-temperature profile of the process. The rate of 
decrease of the surface area of an agglomerate particle, a is 

� �s
s

aa
dt
da

����
�
1  (2.12) 
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where as is the surface area of a completely sintered particle (sphere), and 1/�s is 
the sintering rate (or inverse coalescence time) which in case of grain boundary 
diffusion, as rate limiting mechanism, can be described by 

4

161

pB

gb

s dTk

Dw

��

�����
�

��
�

 (2.13) 

where � is the sintering constant, w is the grain boundary (interface) width, � is 
the volume of diffusing species, � is the interfacial enthalpy, dp is the primary par-
ticle size, and Dgb is the grain boundary diffusion coefficient: 

��
�

�
��
�

�
�

���
Tk

EDD
B

D
gb exp0  (2.14) 

with D0 as the pre-exponential constant, ED as the activation enthalpy of diffusion, 
and T as the process temperature. As discussed later, sintering rate plays an impor-
tant role in the final particle morphology.  

Table 2.1 summarizes the reaction parameters used in CVSSIN to model for-
mation and growth of TiO2 particles. 

Table 2.1. Reaction parameters used in the CVSSIN model 

 Parameter  Reference 
Decomposition  pre-exponential constant, k0 [1/s] 3.96·105 Okuyama  
kinetics activation enthalpy, Ea/kB [K] 8479 et al. 1990 
Sintering sintering constant, � [-] 32 Kruis et al. 1993 
 grain boundary width, w [m] 0.5·10-9 Tsureka 1992 
 diffusion volume, � [m3] 1.56·10-29  Liao et al. 1997 
 mass fractal dimension, Df [-] 2.9 this work 
 interfacial enthalpy, � [J/m2] 0.35 Liao et al. 1997 
 pre-exponential constant, D0 [m2/s] 1.5·10-7  § 
 activation enthalpy, ED/kB [K] 29909 § 

§ pre-exponential constant of diffusion and the activation enthalpy were obtained by Arrhe-
nius fit of the data reported by Chiang et al. [Chiang et al. 1997] 

Heat balance (process 5) 

The heat balance for a stationary, one-dimensional plug flow can be crudely ap-
proximated by two terms: (i) the heat exchange between flowing gas and hot wall 
and (ii) the heat production of the chemical formation reaction (Eq. 2.1): 

� � � �
gp

R
gw

gp c
tkkcH

TT
Lcdt

dT
��

!
�

������
���

��
�

exp4 0  (2.15) 

where ! is the convective heat exchange coefficient estimated from the heat con-
ductivity of the gas, κ and the Nusselt number, Nu (! = " · Nu/L), L is the diame-
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ter of the reactor, �g  is the gas density, cp is the specific heat capacity of the gas 
(mixture) at constant pressure, Tw is the wall temperature, T is the gas temperature, 
�HR is the reaction enthalpy, c0 is the initial precursor concentration, and k is the 
reaction constant (Eq. 2.4). 

2.3 Materials 

2.3.1 Titanium Dioxide, TiO2 

Titanium dioxide, TiO2 exists in three common modifications: rutile (tetragonal), 
anatase (tetragonal), and brookite (orthorhombic) (Fig. 2.4). Under ambient condi-
tions, macrocrystalline rutile is thermodynamically stable relative to macrocrystal-
line anatase and brookite. However, at particle diameters below ~14 nm, anatase is 
more stable than rutile [Gribb and Banfield 1997, Zhang and Banfield 1998] due 
to the lower surface enthalpy [Ranade et al. 2002]. This explains why the anatase 
phase is mostly observed in the nanoparticles. There is still debate in the literature 
over the exact mechanism of the corresponding phase transformation(s).  

 
Fig. 2.3. Polymorphs of TiO2: anatase (a), rutile (b) and brookite (c) (Ti – black, O – gray) 

2.3.2 Zinc Oxide, ZnO 

Zinc oxide, ZnO crystallizes in three crystal phases (Fig. 2.5): wurtzite (hexagon-
al), zinc blende (cubic) and rock salt (cubic). The wurtzite structure is most stable 
at ambient conditions and thus most commonly observed. The zinc blende form 
can be stabilized by growing ZnO on substrates with cubic lattice structure [Özgür 
et al. 2005]. The rocksalt structure is only observed at relatively high pressures    
(9 GPa [Kim et al. 2008]).  
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Fig. 2.4. Polymorphs of ZnO: wurtzite (a), zinc blende (b) and rock salt (c) (Zn black, O – 
gray) 

2.4 Particle Characteristics 

The properties of nanoparticles (physical, mechanical, electronic, optical, magnet-
ic) can be tuned by adjusting the particle size, particle size distribution, shape or 
extent of agglomeration [Cao 2004]. Process variables such as process tempera-
ture, residence time, precursor gas concentration and cooling rate are some of the 
variables that can be used to control coagulation and sintering, and consequently, 
the characteristics of the final powders. 

2.4.1 Particle Agglomeration and Size Distribution 

Typically powders made in the gas phase have relatively narrow particle size dis-
tribution and consist of nonporous primary particles, but often they are agglome-
rated [Pratsinis and Vemury 1996]. Agglomeration arises from the competition be-
tween coagulation and sintering processes (Fig. 2.5). When the characteristic sintering 
(coalescence) time is much shorter than collision time (�s « �c), particles rapidly coa-
lesce on collision and form spherical particles (collision limited process). On the other 
hand, when sintering time is much longer than collision time (�s » �c), colliding par-
ticles stop to coalesce and agglomerates are formed (sintering limited process). The 
nature and strength of the bonds between the primary particles inside of the ag-
glomerate can be qualitatively estimated from the relation of sintering and coagu-
lation rates [Friedlander 2000]. As the sintering and collision times approach each 
other (�s ≈ �c), two types of necks between primary particles can form. When the 
sintering rate is much faster than the coagulation rate (d�s/dt » d�c/dt) soft agglo-
merates are formed (Fig. 2.6a). However, if the sintering rate is just slightly faster  
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Fig. 2.5. The effect of the characteristic coagulation (�c) and sintering (�s) times on the type 
of particles produced by the collision-sintering process [reproduced from Friedlander 2000] 

 
Fig. 2.6. Influence of collision and sintering rates on formation of soft (a) and hard (b) ag-
glomerates [reproduced from Friedlander 2000] 

than coagulation rate (d�s/dt > d�c/dt), particles have time to sinter only partially. 
As a result hard agglomerates are formed (Fig. 2.6b). Therefore, the control of 
coagulation and coalescence is crucial for obtaining non-agglomerated particles. 

In the gas phase, particles undergo Brownian coagulation, and the shape of the 
particle size distribution changes with time. After some time initially monodis-
persed particles can reach the so-called ‘self-preserving’ size distribution [Fried-
lander 2000]. After this point the polydispersity (width of the distribution) of par-
ticles can hardly be reduced. According to Friedlander [Friedlander 2000] the self-
preserving distribution can be approximated by a log-normal distribution function 
with �g = 1.44 for the continuum regime and with �g = 1.46 for the free molecule 
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regime. For the CVS process standard geometric deviation below 1.4 is typically 
observed. 

In case of CVS a pulsed flow of reactants – depending on pulse length and fre-
quency – can lead to a reduction in reactant and particle concentration by axial 
dispersion and thereby suppress dynamically the particle growth by chemical reac-
tion and coagulation during their residence time. In this way the microstructure of 
the particles (degree and type of agglomeration and consequently particle size dis-
tribution) can be influenced.  

A pulsed flow of reactants can be implemented experimentally using a laser 
flash evaporator [Winterer et al. 2007] by pulsing the CO2 laser power. It is of 
great advantage for a systematic investigation that all other process parameters 
remain unchanged. In this way, it should be possible to reduce the particle number 
density and to achieve narrow particle size distribution in CVS. Figure 2.7 sche-
matically illustrates this idea. When the pulse of precursor is delivered into the 
reactor (time: t0) due to the molecular diffusion it starts to spread (times: t1 and t2) 
along the reactor. This can be described using the axial dispersion coefficient, Da 
[Levenspiel 1999]: 
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where (Da/uL) is the parameter that measures the extent of axial dispersion called 
“dispersion number” (dimensionless), u is the velocity, L is the reactor length, c is 
the concentration, and z = (ut + x). Solution of Eq. 2.16 is the symmetrical curve 
which is similar to Gaussian curve described by mean value and variance           
(�2 = 2Da/uL). The main challenge is to keep pulses far enough from each other in 
order to avoid their mixing and to retain pulsed flow. As discussed later, this will 
be achieved by varying the laser pulse repetition frequency and duty cycle.  

 
Fig. 2.7. The spreading of precursor pulse according to dispersion model [after Levenspiel 
1999] 
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2.4.2 Magnetic Properties 

There are two contributions to the magnetic moment � of an electron: the orbital 
moment, �l resulting from the motion of the electron in its orbit, and the spin mo-
ment, �s resulting from a spinning motion of the electron about its own axis. The 
orbital and spin contributions associated with all the electrons in a full electron 
shell tend to balance one another so that the resulting magnetic moment is zero. 
Cooperative magnetism is observed only for partially filled electron shells [Givord 
2006]. In the solid state, the mixing of orbitals often leads to the disappearance 
(quenching) of the orbital magnetic moment. The nature of the coupling between 
magnetic moments depends strongly on the elements that are present, and on the 
crystallographic arrangement of the atoms [Givord 2006].  

Materials are classified as diamagnetic, paramagnetic, ferromagnetic, antiffe-
romagnetic and ferrimagnetic, according to their response to an external magnetic 
field (Fig. 2.8). The magnetic susceptibility (	) (Fig. 2.9) is used as a measure 
how responsive material is to an applied magnetic field [Culity 2009].  

Diamagnetic materials are composed of atoms which have no net magnetic 
moment due to the absence of unpaired electrons. These materials have a small 
and negative susceptibility [Hornyak 2009].  

 
Fig. 2.8. Schematic illustration of different types of magnetic moment interactions: para-
magnetic (a), ferromagnetic (b), antiferromagnetic (c), and ferrimagnetic (d) [after Shriver 
and Atkins 1999] 

 
Fig. 2.9. Temperature dependence of the magnetic susceptibility for paramagnetic (a), fer-
romagnetic (b) and antiferromagnetic (c) materials [reproduced from Shriver and Atkins 
1999] 
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Paramagnetic materials possess unpaired electrons and in the absence of a 
magnetic field, the magnetic moments are randomly oriented (Fig. 2.8a). In the 
presence of an external magnetic field, the magnetic moments tend to aligned pa-
rallel to the applied magnetic field, but thermal agitation obstructs this tendency 
[Hornyak 2009], and the magnetic moments are only partially align resulting in a 
small but positive magnetic susceptibility (Fig. 2.9a) (	) which varies with tem-
perature (T) according to the Curie law [Culity 2009]: 

T
C

�	  (2.17) 

where C is the Curie constant. 
Ferromagnetic materials are materials whose magnetic moments are parallel 

orientated (Fig. 2.8b) to an applied magnetic field. After an applied field is re-
moved, a magnetization (remanence) remains up to certain extent. The magnetic 
field required to reduce the remanence to zero is called coercive field (coercivity). 
A property of material to remember its magnetic history is called hysteresis,     
Fig. 2.10. Ferromagnetic materials have large and positive magnetic susceptibility, 
Fig. 2.9b [Hornyak 2009, Culity 2009]. Above the Curie temperature (TC) ferro-
magnet loses the remanence and becomes paramagnetic with magnetic susceptibil-
ity that can be described by Curie-Weiss law: 

cTT
C
�

�	  (2.18) 

Ferromagnetism is usually observed in materials containing unpaired electrons in 
d or f orbitals [Shriver and Atkins 1999]. 

Antiferromagnetic materials are materials in which magnetic moments are or-
dered in an antiparallel arrangement (Fig. 2.8c) with zero net magnetic moment at 
temperatures below the ordering called Néel temperature (TN = $) [Kittel 1976]. 
These materials have a small and positive susceptibility at all temperatures      

 

 
Fig. 2.10. Hysteresis of ferromagnetic material 
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ic susceptibility that can be described by [Kittel 1976]: 

NTT
C

�
�

2	  (2.19) 

Antiferromagnetism is often observed in molecular complexes containing two 
metal atoms which are linked by ligands [Shriver and Atkins 1999].  

Ferrimagnetic materials are materials whose magnetic moments are oriented 
antiparallel, as in antiferromagnets, but they are not equal (Fig. 2.8d), therefore the 
net magnetic moment is not zero. Ferrimagnetic materials consist of two different 
metal ions or of the same metal ions with different valences. The susceptibility of 
these materials is large and positive and they retain the magnetization in the ab-
sence of a field and bellow Curie temperature, similarly to the ferromagnetic ma-
terials [Hornyak 2009, Vollath 2008]. 

 
 
 
 

(Fig. 29c). Above Néel temperature, material becomes paramagnetic with magnet- 



3 Experimental Methodologies 

3.1 Operational Units of CVS Setup 

A typical CVS setup consists of following sequences of unit operations (Fig. 3.1): 
gas supply, precursor delivery, hot-wall reactor (heat source), particle collector, 
temperature and pressure control system (vacuum pump, absolute pressure gauge, 
and butterfly valve). The basic principle of the gas phase particle synthesis is that 
after a precursor (liquid or solid) is evaporated, the vapors are transferred into the 
hot-wall reactor using a carrier gas (helium) where they react with oxygen to form 
oxide nanoparticles at controlled temperature and pressure. 

3.1.1 Precursor Delivery 

There are different ways to deliver precursor vapors into the reactor depending on 
precursor state. In this work two types of precursors were used – liquid and solid. 
For the evaporation of liquid precursors a bubbler was used, while for the evapo-
ration of solid precursors the flash evaporator was used. 

A bubbler is a stainless steel vessel (Fig. 3.2a) which is partially filled with a 
liquid precursor. The precursor is indirectly heated using a thermal (oil) bath in 
order to be evaporated. The precursor vapor is delivered to the reactor by a carrier 
gas (here helium) that is fed through the bubbler. The temperature at which pre-
cursor evaporates is selected according to the required precursor molar flow, ṅprec, 
which can be calculated knowing the precursor vapor pressure, pprec, at that tem- 

 

 
Fig. 3.1. Sequences of unit operations in a CVS setup 
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Fig. 3.2. Precursor delivery units: bubbler (a) and flash evaporator (b) 

perature, pressure in the system, p and the molar flow of the carrier gas (helium), 
ṅHe: 
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A flash evaporator (Fig. 3.2b) consist of stainless steel chamber where a solid 
precursor is filled continuously into a ring-shaped groove located in the rotating 
stainless steel plate. The precursor is evaporated (sublimated) at a position close to 
the entrance to the reactor by a CO2 laser and transported via a very short distance 
to the reactor by a preheated inert gas (helium) flow [Winterer 2007]. The wave-
length of the CO2 laser (10.6 �m) is advantageous as almost all metal organic 
compounds have a nearby absorption maximum. Therefore, a large number of sol-
id precursors can be evaporated and a wide range of powders, from simple oxides, 
doped and complex oxides, to non-oxides can be produced using the flash evapo-
ration method. An additional advantage of flash evaporation is the possibility to 
vary the laser pulse repetition frequency and duty cycle, allowing dynamic control 
over the amount of precursor that can be delivered into the reactor (more details 
are given in the section 3.3.1.2). 

3.1.2 Hot-Wall Reactors as Heat Sources 

The precursor vapor(s) react(s) at desired temperature and pressure with oxygen 
inside the hot-wall reactor consisting of alumina tube (18 mm inner diameter) and 
energy source. Two types of heating were used in this work: (i) resistance heating 
using a commercial resistance furnace (Fig. 3.3) operating up to 1473 K and (ii) 
induction heating using an induction furnace (Fig. 3.4) designed and built in this 
work operating at temperature well above 1473 K. 
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A resistance furnace converts a electric current, I, which flows through a resis-
tor (e.g. metallic wire wound on ceramic tube), into heat, Q, based on Joule’s law 
[Ganić and Hicks 2003]: 

tRIQ ��� 2  (3.2) 

where R is the electrical resistance of the heating element, and t is the time. Gen-
erated heat is transferred to the reaction process by conduction, convection or rad-
iation. 

The wall temperature is measured by a thermocouple placed in between the 
protective tube and the heating element and controlled by temperature controller. 
In this work a Carbolite (MTF 12/38/400) resistive furnace with a wide zone of 
constant temperature and maximum operating temperature of 1473 K was used. 

          
Fig. 3.3. Schematic illustration of a resistance furnace 

 
Fig. 3.4. Schematic illustration of induction furnace 

 



20      3 Experimental Methodologies 

An induction furnace is based on heat generation by eddy currents in an electri-
cally conductive material. It consists of a water cooled copper coil (inductor), a 
graphite susceptor (heat source) in the form of a tube and a protective (insulating) 
graphite felt (in a form of a tube), protective quartz tube flashed with nitrogen in 
order to prevent oxidation of the graphite susceptor when heated (Fig. 3.4). An AC 
power supply (Hüttinger HF-Generator BIG 20/100) sends an alternating current 
(AC) through the copper coil (inductor), generating a time-dependent magnetic 
field which induces eddy currents within the graphite susceptor, generating the 
heat (Eq. 3.2). Heat is transferred from the susceptor to the wall of reactor tube 
(alumina), which is placed inside of the graphite susceptor. The temperature of the 
graphite susceptor is measured using a pyrometer and controlled by changing the 
value of the AC voltage (manually controlled). The induction furnace is advanta-
geous compared to the commercial resistance furnace because the wall tempera-
ture profiles can be relatively easy adjusted by changing, for example, the design 
of coil (this work), or changing the design of the susceptor, and much higher tem-
peratures can be achieved (well above 1473 K). In this work three types of the in-
duction coils and consequently three types of the wall temperature profiles (here 
named ‘flat’, ‘down’, and ‘up’) were created as it is schematically shown in      
Fig. 3.5. In this way not only the temperature profiles of the reactor wall are 
changed, but also time-temperature history of particles inside of the reactor. 

The total molar flow of gases (precursor vapor, helium and oxygen) through the 
reactor, ṅtot will determine the residence time,�r of the particles in the reaction 
zone for defined process temperature, T and the pressure, p: 
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where R is the gas constant, and V is the reactor volume. 

 

Fig. 3.5. Schematic illustration of the induction furnace with three different induction coils 
designed to obtain different temperature profiles: ‘flat’, ‘down’ and ‘up’ (arrows in the 
lower part of the illustration show the direction of the gas flow) 
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3.1.3 Particle Collection 

The particle collector (Fig. 3.6) consists of water cooled channels (T ≈ 293 K) and 
heating elements (infrared lamps, T ≈ 773 K) which are placed in the center of the 
channels. Due to the temperature gradient particles experience a force in the direc-
tion of the decreasing temperature and deposit on the walls. For particles smaller 
than the gas mean free path (dp < gas, free molecular regime), the thermophoretic 
force is a result of a higher transfer of momentum from hot gas molecules (due to 
higher thermal velocity) to the particles compared to cold gas molecules. The 
thermophoretic force, Fth acting on the particles is proportional to their size, dp and 
the strength of the temperature gradient,�T [Hinds 1999]: 
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where p is the gas pressure, λgas is the gas mean free path, and T is the absolute 
temperature of the particle. The velocity of thermophoresis, Vth is independent of 
particle size and directly proportional to the temperature gradient,�T:  
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where 
 and �g are the viscosity and the density of the gas, respectively. 

 
Fig. 3.6. Thermophoretic particle collector 

3.2 Reactor Temperature Measurement 

Two different measurement principles for the CVS reactor wall temperatures were 
used in this work: (i) contact measurement by a thermocouple in the case of expe-
riments with the resistance furnace and (ii) non-contact measurement using a py-
rometer in the case of the induction furnace. 
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A thermocouple is temperature sensor consisting of two wires made of two dis-
similar metals which are joined together at one end and at the other end connected 
to an external electric circuit [Holman 2001] which measures a created electric po-
tential, known as the Seebeck thermoelectric potential which is proportional to the 
temperature difference [Vanvor 1989]. 

A pyrometer is non-contact device that measures thermal radiation                  
( = 0.1–100 �m) emitted by an object. A pyrometer consists of an optical system 
which focuses the thermal radiation onto the detector. The output signal of the de-
tector (temperature, T) is related to the energy, E emitted from the target object 
through the Stefan-Boltzmann law [Holman 2001]:  

4TE ��� ��  (3.6) 

where σ is the constant of proportionality called the Stefan-Boltzmann constant 
(5.669·10-8 W/m2K4) and ε is the emissivity of the object. The emissivity of the 
object is an important variable in converting the detector output into an accurate 
temperature signal. In this work, pyrometer Sensotherm Metis MI16 ( = 1.6 �m) 
operating in temperature range 623–2073 K was used in the experiments with in-
duction furnace to measure the temperature of the graphite susceptor. Emissivity 
for graphite susceptor was set to 0.8 [Omega 1998].  

3.3 Synthesis of Nanoparticles 

3.3.1 TiO2 Nanoparticles 

Nanocrystalline TiO2 particles are synthesized using two different CVS setups:  
1. In order to study the influence of different time-temperature profiles on the par-

ticle characteristic (phase composition, particle size, crystallinity, degree of ag-
glomeration) a CVS setup with a bubbler and an induction furnace (Fig. 3.7) 
was used to synthesize the TiO2 particles from a liquid precursor (titanium-
tetraisopropoxide, TTIP). 

2. In order to study the influence of particle number concentration on the particle 
size and size-distribution, a CVS setup with a flash evaporator and a resistive 
furnace (Fig. 3.8) was used to synthesize TiO2 particles from a solid precursor 
(titanium diisopropoxide bis(tetramethylheptanedionate), Ti-(iP)2(TMHD)2).  
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3.3.1.1 The Influence of Time-Temperature Profiles on Particle 
Characteristics 

Figure 3.7 shows a schematic illustration of the CVS-setup used for the TiO2 par-
ticle synthesis from titanium-tetraisopropoxide, TTIP (98%, ABCR, Germany). 
Helium carrier gas (150 sccm1) is used to transport the precursor vapor from the 
bubbler (the temperature is maintained at 333 K using an oil bath thermostat) to 
the reaction zone, and oxygen (1000 sccm) is used as reaction gas. The gas flow 
was controlled by thermal mass flow controllers (MKS Instruments). In the hot 
zone of the reactor the precursor vapor decomposes and reacts with oxygen to 
form oxide particles. The process pressure is held constant at 20 mbar using a Ba-
ratron absolute pressure gauge and a butterfly valve with aid of pumping system 
(dry screw pump Busch Cobra NC 0600A). The particles are then transported by 
the gas stream to the particle collector, where they are separated from the gas flow 
by thermophoresis. As a hot-wall reactor, the induction furnace was used. Three 
induction coils (Fig. 3.5) were used in order to change the temperature profile of 
the gas phase. The first type of coil creates the ‘flat’ temperature profile similar to 
the profile in the standard resistance furnace with a maximum wall temperature 
located in the center of the furnace. The other two types of coils create two steep 
temperature profiles: ‘up’ and ‘down’ with the maximum wall temperature located 
closer to the end or the entrance of the reactor, respectively (see Fig. 3.5). In the 
first set of experiments the TiO2 nanoparticles were synthesized using the ‘flat’ 
temperature profile with maximum reactor wall temperatures in the range from 
873 K up to 2023 K. The second set of experiments was performed using the ‘up’ 
temperature profile setting the maximal reactor wall temperature in range from 
1273 K up to 2023 K. The last experiment was performed at 1473 K using the 
‘down’ temperature profile. The wall temperatures in all experiments were meas-
ured using a pyrometer. The details of positions at which wall temperatures were 
measured and how the data for the wall temperature profiles are determined prior 
to use in CVSSIN model are given in the Appendix (Tables A and B).  

 
Fig. 3.7. The CVS setup for synthesis of TiO2 nanoparticles from liquid precursor 

 

                                                           
1 standard cubic centimeter per minute 



24      3 Experimental Methodologies 

3.3.1.2 The Influence of Particle Number Concentration on Width of 
Particle Size Distribution 

Figure 3.8 schematically illustrates a CVS setup used for the TiO2 particle synthe-
sis from titanium diisopropoxide bis(tetramethylheptanedionate), Ti(iP)2(TMHD)2 
(95%, ABCR, Germany). The precursor was continuously (manually) fed into the 
flash evaporator and evaporated using a CO2 laser (Coherent GEM, operated at   
95 W). In order to study the influence of the particle number concentration on the 
width of the particle size distribution, the precursor has to be delivered in pulses 
into the reactor. In this work, different pulses of precursors were created by vary-
ing the CO2 laser pulse repetition frequency and the duty cycle.  

The pulse frequency, f (Hz) is defined as the inverse of the period, P in which 
laser is in operation (so-called “On-time”): 

P
f 1

�  (3.7) 

and the duty cycle, DC (%) is defined as the ratio of the “On-time” (t) to the period 
(P): 

P
tDC �  (3.8) 

Figure 3.9 schematically illustrates the frequency and duty cycle definitions. Each 
state when the laser is “ON” defines the amount of precursor which enters the 
reactor and consequently the particle number concentration. The laser repetition 
frequency and duty cycle were varied (f = 0.2–25 kHz; DC = 20–100 %) in each 
experiment. Schematic illustration of some of the frequency and duty cycle com-
binations is shown in Fig. 3.10. 
 

 

 
Fig. 3.8. The CVS setup for synthesis of TiO2 nanoparticles from solid precursor 
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Fig. 3.9. Schematically illustration of the laser duty cycle 

 
Fig. 3.10. Schematic illustration of the frequency and duty cycle combinations. The gray 
areas represent the laser “ON” state in which a defined amount of precursor is evaporated 

After the precursor is evaporated, its vapor was carried by a helium stream 
(1020 sccm) into the hot-wall reactor where the TiO2 particles are formed reacting 
with 1000 sccm of oxygen at a temperature of 1273 K and a pressure of 20 mbar. 
Particles are collected in the thermophoretic particle collector. For each experi-
ment particles were also sampled thermophoretically in-situ [Dobbins and Mega-
rids 1987] by deposition on a Cu-grid with a carbon film for investigation with the 
electron microscope (particle size distribution). 
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3.3.2 Co-doped and Co,Li-doped ZnO Nanoparticles 

Nanocrystalline ZnO particles doped with cobalt (Zn1-xCoxO, x = 0–0.50) are syn-
thesized in a CVS reactor consisting of two sequential resistive furnaces and ce-
ramic (alumina) tube (Fig. 3.11). Anhydrous solid zinc acetate, Zn(OAc)2 (Sigma 
Aldrich, 99.9% purity) and cobalt acetate Co(OAc)2 (Sigma Aldrich, 99.9% puri-
ty) powders are thoroughly mixed in a mortar under inert conditions inside a glo-
vebox corresponding to a nominal Co content, x. The precursor mixture was trans-
ferred under inert conditions to the laser flash evaporator. The radiation of a CO2 
laser (95 W, f = 25 kHz, DC = 50 %) is used to evaporate the precursor mixture. 

The precursor vapors are transported into the hot-wall reactor using helium as car-
rier gas (1020 sccm) where they react with oxygen (1000 sccm) to form the par-
ticles. A wall temperature of 1373 K and a total pressure of 20 mbar were used for 
all experiments. The particles are thermophoretically separated from the gas flow 
in the particle collector. Co,Li-doped ZnO nanoparticles (Zn0.95-yCo0.05LiyO,          
y = 0–0.05) are prepared using the same procedure and experimental parameters as 
in case of Co-doped ZnO. Lithium acetate precursor (LiOAc, Sigma Aldrich, 
99.99%) was used as a source for Li. 

 
Fig. 3.11. The CVS setup for synthesis of Co-doped and Co,Li-doped nanoparticles 

3.4 Particle Characterization 

3.4.1 X-Ray Diffraction (XRD) and Rietveld Refinement 

X-ray diffraction (XRD) is one of the most important methods for materials cha-
racterization. It provides information on crystal structure and defects averaged 
over the sample volume (volume weighted technique). The diffraction of X-rays is 
a result of their scattering from atoms arranged in a lattice. The spacing between
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atoms and lattice planes is in the order of the wavelength of the X-rays. Bragg’s 
law describes the principle for X-ray diffraction [Hornyak et al. 2008]: 

$ sin2 ��� dn  (3.9) 

where n is an integer, λ is the wavelength of the incident wave, d is the spacing be-
tween the lattice planes in the crystal, and θ is the angle between the incident      
X-ray and the scattering planes. 

The Rietveld refinement [Rietveld 1969] of XRD data is a well established me-
thod for extracting information about the phase composition, crystal structure pa-
rameters (cell parameters, atomic displacements, atomic occupation numbers, 
temperature factors, preferred orientation parameters) and the microstructural cha-
racteristics of samples (microstrain and crystallite size) from XRD patterns. The 
Rietveld refinement is based on the least square method that is used to minimize 
the difference between observed and calculated profile (residual function - 
weighted sum of squares, WSS) [Young 1995]: 

� �% ��� 2
cioii YYwWSS  (3.10) 

where wi is the weighting factor = 1/Yoi, Yoi and Yci are the observed and calculated 
intensity at ith step, respectively. The calculated intensity Yci is defined as: 
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where bkgi is the background (polynomial) function, s is the scale factor, Lk is the 
Lorentz-polarization factor (defined by the geometry of the instrument), Fk is the 
structure factor for the kth Bragg reflection, � is the reflection profile function (of-
ten used liner combination of Gaussian (strain) and Lorentzian (size) functions 
called pseudo-Voight), $ is the Bragg’s diffraction angle, Pk is the preferred orien-
tation function, A is the absorption multiplier (accounts for absorption of both in-
cident and diffracted beams and nonzero porosity of the powdered sample)      
[Pecharsky and Zavalij 2009]. The structure factor, Fk is defined by details of the 
crystal structure (coordinates and types of atoms, their distribution, and thermal 
motion): 
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i

jjjjjjk lzkyhxitfNF )(2exp �  (3.12) 

where Nj is the occupation factor of the jth atom, fj is the atomic scattering factor 
describing the interaction of the incident wave with a specific type of an atom, tj is 
the temperature (Debye-Waller) factor which describes the temperature motion of 
the jth atom, i = (-1)1/2, h, k, 1 are the Miller indices, and xj, yj, and zj are the atom 
position parameters in the unit cell. 

There are several programs available for the Rietveld refinement of the XRD 
data (e.g. TOPAS, FullProf, GSAS, Maud etc.). In this a work program developed 
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by Lutterotti and Scardi [Lutterotti and Scardi 1990] called MAUD (version 2.14) 
was used.  

The following figures of merit (residuals) are used to characterize quality of the 
refinement:  
� The weighted profile residual, Rwp: 
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� The expected profile residual, Rexp: 
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where n is the number of data points and p is the number of free least squares pa-
rameters. 
� The goodness of fit, GofF is defined as: 
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The volume-weighted crystallite size can be related to the average crystallite 
diameter and the dispersion of the log-normal distribution by [Hinds 1999]: 
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where d is the crystallite diameter, dg is the geometric mean diameter, and �g is the 
geometric standard deviation (dimensionless; ≥ 1). Therefore, it is in principle 
possible to obtain also information on crystallite size distribution from XRD data. 

The degree of crystallinity, . can be estimated from the integrated peak intensi-
ty (2$ = 20–120°) (with, I+B and without, I background, respectively) of the sam-
ple divided by the integrated peak intensity of well crystalline standard (LaB6) 
sample measured under the same conditions: 
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A PANalytical X-ray diffractometer (X’Pert PRO) with Ni-filtered Cu K! radi-
ation ( = 0.15406 nm) produced at 40 kV and 40 mA was used for collection of 
the XRD patterns of as-synthesized powders. The data are recorded over a 2θ 
range from 20 to 120° with a step size of 0.03° and a sampling time of 200 s/step 
using a X’Celerator detector. 
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The Rietveld refinement was used in order to obtain information about phase 
composition, crystallite size and crystallite size distribution of TiO2 nanoparticles. 
In case of Co-doped and Co,Li-codoped ZnO it was used to extract information 
about phase composition, crystallite size, lattice parameters (a, b) and oxygen po-
sition parameter (u). In order to eliminate the influence of the instrument on the 
diffraction patterns (broadening and asymmetry of the peaks), the instrumental 
resolution function was obtained by refinement of the XRD pattern of LaB6 stan-
dard powder (NIST). 

3.4.2 Low-Temperature Nitrogen Adsorption 

Low-temperature nitrogen adsorption is a technique to determine surface area and 
pore size distribution of porous materials regardless of their chemical composition 
and crystal structures. When a gas comes in contact with a solid surface under 
suitable temperature and pressure the molecules will adsorb onto the surface and 
reduce the surface energy. Adsorption may be either physisorption or chemisorp-
tion. For physical adsorption, the amount of gas needed to form a monolayer or to 
fill pores can be measured as a function of gas pressure. 

The Brunauer-Emmett-Teller (BET) theory is used to explain the physisorption 
(multilayer) of gas molecules (here nitrogen). The BET equation [Lowel et al. 
2004] describes the linear part of the adsorption isotherm: 
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where p is the equilibrium experimental pressure, p0 is the vapor pressure of the 
adsorbate gas (here nitrogen) at experimental temperature (here 77 K), and W and 
Wm are the adsorbed and monolayer weights, respectively, and C is the BET con-
stant defined as the heat of adsorption, �Hads (for the first physisorbed layer) and 
the latent heat of condensation, �Hcond (additional layers): 
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In the range of relative pressures from 0.05 < (p/p0) < 0.35 the adsorption isotherm 
(Eq. 3.18) has a linear region from which the mass of the adsorbed monolayer 
(Wm), the BET constant, C and consequently, the specific surface area, Ss [m2/g] 
can be calculated by: 
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where A is the area covered by absorption of one gas molecule (0.162 nm2 for ni-
trogen), NA is the Avogadro’s constant, M is the molecular mass of the adsorbate, 
m is the mass of the solid material.   
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Assuming the spherical particles, the particle size, dBET can be calculated from 
the specific surface area using the following expression: 
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where � is the density of material. 
The specific surface area of TiO2 particles was measured using a Quantachrome 

Autosorb-1C instrument. Prior to the measurement particles were degassed at 423 
K for approximately 2 h in order to remove any adsorbed moisture or gasses. For 
the calculation of the particle size, the bulk density of anatase was used (3.895·103 
kg/m3). 

3.4.3 Transmission Electron Microscopy (TEM) 

Transmission electron microscopy is a technique which is widely used for obtain-
ing information on particle morphology, size, structure, structural defects, etc. The 
sample, which has to be transparent to electrons, is exposed to an electron beam 
which interacts strongly with the atoms by elastic and inelastic scattering. The 
electron intensity distribution behind the specimen is imaged with a lens system 
onto a fluorescent screen. The image can be recorded by direct exposure of a pho-
tographic emulsion or an image plate inside the vacuum, or digitally via a fluores-
cent screen coupled by a fiber-optic plate to a CCD camera [Reimer and Kohl 
2008]. 

In this work, a TEM instrument was used to determine the particle size and size 
distribution of TiO2 nanoparticles. For that purpose the thermophoretic (in-situ) 
particle deposition on Cu grids with carbon film or sample preparation by powder 
deposition after dispersing in 2-propanol was used. The measurement were carried 
out by a Philips Tecnai F20 Super Twin microscope equipped with field emission 
electron gun with maximal accelerating voltage of 200 kV and 0.23 nm point reso-
lution. Images were recorded using the Gatan Multiscan CCD (794IF) camera. 
The particle size distribution is obtained by a log-normal fit (Eq. 3.16) of binned 
data obtained from the TEM images by measuring the size of several hundred par-
ticles. 

In order to study the cobalt distribution in Co-doped ZnO, energy filtered TEM 
(EFTEM) was used. This technique uses only electrons of particular kinetic ener-
gies (here for cobalt) which are inelasticaly scattered from the sample to form the 
image or diffraction pattern.  

3.4.4 Photon Correlation Spectroscopy (PCS) 

Photon correlation spectroscopy (PCS), also known as dynamic light scattering 
(DLS), is a technique used to determine the size of particles in a dispersion. Par-
ticles in a liquid undergo random Brownian motion due to multiple collisions with 
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the thermally driven molecules of the liquid that surrounds the particles [Tschar-
nauter 2000]. The scattered light (e.g. laser) intensity from these diffusing par-
ticles will fluctuate in time, thus carrying information about the diffusion coeffi-
cient of the particles, D according to the Stokes-Einstein equation: 
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where kB is the Boltzmann constant, T is the absolute temperature, η(T) is the vis-
cosity of the dispersing medium, and dh is the hydrodynamic diameter. 

The size of TiO2 nanoparticles was measured using a Zetasizer Nano S (Mal-
vern) equipped with green laser ( = 532 nm). Prior to the measurement 12.5 mg 
nanoparticles were dispersed in 25 ml of 0.01 M HCl (pH ≈ 2) and ultrasonically 
treated for 15 min using ultrasonic horn (Hielscher UP200S, 200W, 24 kHz) with 
sonotrode tip of 7 mm diameter operating at an amplitude of 65 % and a duty 
cycle of 70 %. 

3.4.5 Atomic Absorption Spectroscopy (AAS) 

Atomic absorption spectroscopy is a technique for determining the concentration 
of a particular metal element within a sample. The sample solution is sprayed into 
a flame and during the combustion, atoms of the element of interest in the sample 
are reduced to free, unexcited ground state atoms, which absorb light (from a light 
source) at characteristic wavelengths. The analyte concentration can be related to 
the amount of light absorbed by the sample according the Lambert-Beer’s law 
[Kuhn and Försterling 2000]: 

lceII ����� �
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where I and I0 is the incoming and absorbed light intensities, respectively, � is the 
absorption coefficient, c is the concentration of the analyte element, and l is the 
length of the absorption path. Direct application of the Lambert-Beer’s law is dif-
ficult due to variations in the atomization efficiency from the sample, and non-
uniformity of concentration and path length of analyte atoms. Concentration mea-
surements are usually determined from working curve after calibrating the instru-
ment with standards of known concentration. 

In this work, the AAS is used to determine the Co concentration in Co-doped 
ZnO nanoparticles. The measurement was carried out using a Thermo Scientific 
Atomic Absorption Spectrometer (M Series). 

3.4.6 Ultraviolet-Visible Spectroscopy (UV-Vis)  

Ultraviolet-visible spectroscopy is a method which measures how much of the 
light in ultraviolet ( = 10–380 nm) and visible ( = 380–780 nm) region is ab-
sorbed by atoms or molecules. In some molecules and atoms, photons of UV and 
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visible light have enough energy to cause electron transitions from a lower energy 
level to the higher one. These transitions result in absorbance bands at wave-
lengths highly characteristic of the difference in energy levels of the absorbing 
species [Owen 2000]. Transition metal ions have electronic energy levels that 
cause absorption in of 400–700 nm in the visible region. 

In this work, the UV-Vis spectroscopy was used as a qualitative method to ob-
tained information about environment of Co atoms in Co-doped nanoparticles 
based on absorption bands in the visible region due to d-d electron transitions. 
UV-Vis spectra, in the wavelength region from 200–900 nm, were obtained using 
Varian Cary 400 Scan spectrometer. Powder samples were placed in a 3 mm sam-
pling cup so the surface of the sample is flat. A baseline correction was performed, 
prior to the measurement, using a Teflon sample.  

3.4.7 X-ray Absorption Spectroscopy (XANES and EXAFS) 

X-ray absorption spectroscopy (XAS) relays on photoelectron promotion upon ab-
sorption of X-ray photon. The wave nature of the photoelectron is used to deter-
mine local structures around specific atomic species in both ordered (crystalline) 
and disordered (amorphous) materials. The measurements are performed using 
high energy X-rays, which are generated by synchrotron radiation sources. Usual-
ly, the absorption of the sample is measured by monitoring the incoming (I0) and 
transmitted (I) X-ray intensities [Koningsberger et al. 2000]: 

xEeII ���� )(
0

�  (3.24) 

where � is the absorption coefficient and x is the sample thickness. 
The high energy X-rays excites a deep core electron into a state above the Fer-

mi energy (Fig. 3.12a). The generated photoelectron propagates as a wave and 
scatters off surrounding atoms (Fig. 3.12b) producing a backscattered wave. The 
core electron promotion to the continuum causes a sharp rise in the absorption 
known as absorption edge (Fig. 3.13). The interference between the outgoing 

 
Fig. 3.12. The schematic representation of the photoelectric effect (a) and the interference 
between the outgoing wave and the backscattered waves (b) (A – absorber, S – scatterer) 
[reproduced from Koningsberger et al. 2000] 
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Fig. 3.13. XAS spectrum with basic features: pre-edge, edge, XANES and EXAFS region 

wave and the backscattered wave is the source of the oscillatory structure in X-ray 
absorption spectrum. Two regions are often separated: (i) the X-ray absorption 
near-edge structure (XANES) typically 100 eV beyond the absorption edge and 
(ii) the extended X-ray absorption fine structure (EXAFS) which extends up to 
400-2000 eV from the edge [Aksenov et al. 2001]. The XANES is strongly sensi-
tive to the oxidation state and coordination chemistry (e.g., octahedral, tetrahedral 
coordination) of the absorbing atom, while the EXAFS is used to determine coor-
dination number, interatomic distance (distance between the absorbing atom and 
the backscattering atoms), and Debye-Waller factor [Newille 2004]. The signals, 
which can be sometimes observed in the pre-edge region, are usually caused by 
the electron transitions from the core level to the higher unfilled or half-filled or-
bitals. For the K-edge of a first row transition metals, this is caused by 1s → 3d 
transitions, and are observed for every metal that has an open 3d shell [Penner-
Hahn and Ni 2004]. 

The EXAFS oscillatory part can be described by the following equation [Stern 
1988]: 
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where fj(k) and �j(k) are the backscattering amplitude and the phase-shift, respec-
tively (both properties of the atoms neighboring the excited atom, j), Nj is the 
coordination number (the number of neighboring atoms), Rj is the distance to the 

neighboring atom,  is the mean free path of photoelectron, 
222 jke �� is the Debye-

Waller factor with �j
2 as the disorder in the interatomic distance and k as the wave 

number of the photoelectron, which is defined as: 
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where m is electron mass, E is the X-ray energy, E0 is the absorption edge energy, 
and ħ is the Planck’s constant. 

Figure 3.14a shows the EXAFS signal, 	(k) as a function of the wave number, 
k. The Fourier transformation of the EXAFS signal results in a radial distribution 
function, Fig. 3.14b. The Fourier transformation, FT(R) is defined by [Ko-
ningsberger et al. 2000]: 
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where R is the distance from the absorber atom. 
The intensity of the X-ray beam is measured before and after passing through 

the sample. Fluorescence mode is used when the sample is dilute. 
In order to investigate the local structure of Co in Co-doped ZnO nanoparticles, 

X-ray absorption spectra were measured at the Co K-edge and Zn K-edge using 
beamline 12.BM.B at the Advanced Photon Source (APS) at Argonne National 
Laboratory. The beamline 12.BM.B is a bending magnet beamline with an energy 
range of 7.5–28 keV. The absorption of the samples is optimized by diluting ap-
propriate amounts of sample homogeneously into starch powder and pressing a 
pellet (13 mm diameter) uniaxially (25 kN/10 min). Transmission and fluores-
cence spectra are collected at ambient temperature. The spectra of commercial 
CoO and Co3O4 powders (Sigma Aldrich) are also recorded as a reference. The 
XAFS data were analyzed using the program xafsX [Winterer 1997]. The extracted 
EXAFS data are then analyzed by the Reverse Monte Carlo Method (RMC) using 
the rmcxas program [Winterer 2000]. In order to eliminate multiple scattering, the 
EXAFS data are filtered by Fourier back transformation from R-space between  
0.5 and 3.5 Å. Initial atom configurations are generated from results of the Riet-
veld refinements of XRD data of the corresponding samples and contain an appro-
priate number of Co atoms. Zn and Co EXAFS spectra are analyzed simultaneous-
ly using a single atomic configuration where an appropriate number of Zn atoms 
are substitutionally replaced in a wurtzite lattice by Co atoms. Theoretical ampli-
tude and phase functions for RMC analysis are obtained by FEFF 8 simulations 
[Ankudinov et al. 1998]. 

 
Fig. 3.14. The EXAFS spectrum in k-space (a) and its Fourier transform to R-space (b) 
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3.4.8 Superconducting Quantum Interference Device (SQUID) 
Measurements 

A superconducting quantum interference device (SQUID) measures a change in a 
magnetic flux. These changes can be used to measure any physical quantity re-
lated to flux (magnetic field, current, voltage, magnetic susceptibility, etc.) 
[Kleiner et al. 2004]. The measurement is performed by moving the sample 
through the superconducting detection coils which are located outside the sample 
chamber and at the center of magnet. As the sample moves through the coil, the 
magnetic moment of the sample induces an electric current in the detection coil. 
The variations in the current in the detection coil produce corresponding variations 
in the SQUID output voltage which are proportional to the magnetic moment of 
sample [McElfriesh 1994]. 

In this work, the magnetization measurements were carried out using a super-
conducting quantum interference device magnetometer (MPMS XL, Quantum De-
sign, Inc.). A plastic capsule filled with powder samples (between 5 and 20 mg) 
was placed in a polymer straw and the SQUID sample chamber. Temperature-
dependent magnetization was measured in external magnetic fields of 200 Oe be-
tween 5 and 320 K. For all samples the magnetization was measured in both zero-
field-cooled (ZFC) and field-cooled (FC) regime. Field-dependent measurement 
was carried out at 5 and 300 K varying the fields from 0 kOe up to 50 kOe and 
back. 

The specific magnetization, � (emu/g) was calculated from the magnetic mo-
ment, � (emu) and the mass of sample, w (g) [Cullity and Graham 2009]: 

w
�� �  (3.28) 

The molar magnetic susceptibility, 	 (emu/molOe) is calculated according to: 

M
H

��
�	  (3.29) 

where � is the specific magnetization (emu/g), H is the magnetic field strength 
(Oe) and M is the molecular weight (g/mol). 



 



4 Results and Discussion 

4.1 Particle Size and Degree of Agglomeration 

The time-temperature profile is the most important process parameter in chemical 
vapor synthesis which determines particle characteristics. In order to study the in-
fluence of time-temperature profiles in the CVS reactor on particle generation and 
their characteristics (e.g. particle size, degree of agglomeration - number of prima-
ry particles in an agglomerate, crystallinity) the CVSSIN model was used to simu-
late TiO2 particle formation and results are compared to the experimental one.  

4.1.1 Results of the CVSSIN Model 

Initial CVSSIN simulations were performed for three types of hypothetical tem-
perature profiles: (i) ‘flat’ with a broad zone of constant temperature (Fig. 4.1), (ii) 
‘down’ with a steep decrease of temperature and (iii) ‘up’ with a steep increase of 
temperature (Fig. 4.2). Results for the ‘flat’ temperature configuration revealed 
that a simple increase of the wall temperature does not only increase the gas tem-
perature in the reactor but changes the time-temperature profile completely (Fig. 
4.1a), and as the conversion of the TTIP precursor into TiO2, CO2 and H2O is a 
highly exothermic reaction, a hot spot in the reactor develops. In case of the ‘flat’ 
configuration, the difference of the maximum gas temperature to the wall tempera-
ture decreases with increasing temperature and the position of the hot spot moves 
closer to the reactor entrance (Fig. 4.1a). The degree of agglomeration displays a 
minimum after a maximum which is formed due to the particle nucleation burst by 
chemical reaction (Fig. 4.1b). At that point (minimum, see inset in Fig. 4.1b as an 
example) the gas temperatures are sufficiently high to completely coalesce the 
very small primary particles inside of the agglomerates. However, at the reactor 
exit, where the particles are collected the degree of agglomeration increases and 
shows a maximum for particles produced at 873 K (Fig. 4.1b). At the lowest 
process temperature the sintering kinetics of the primary particles is too slow, 
while at higher process temperatures the sintering kinetics is enhanced and coales-
cence is possible. The ‘up’ temperature profile configuration (Fig. 4.2a) leads to 
much lower degree of agglomeration in comparison to the ‘down’ profile due to 
the faster cooling rates at the reactor exit (Fig. 4.2b). 
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Fig. 4.1. Gas temperature profiles (full lines) as a function of reactor coordinate for hypo-
thetical ‘flat’ wall temperature profile (dashed lines) (a) and corresponding degree of ag-
glomeration (b) (inset: Change of the degree of agglomeration and gas temperature inside 
of the reactor when maximum wall temperature is set to 1273 K) 

These preliminary results of the CVSSIN model were the base for a detailed sys-
tematic investigation where the wall temperatures were measured and used as an 
input data for more realistic simulation. Therefore, the reactor length is extended 
from 0.5 to 1 m, due to the natural heat distribution along the reactor tube. Figures 
4.3 and 4.4 display ‘flat’ time-temperature profiles as a result of the simulation. As 
it can be seen the wall temperature profiles, as well as the gas temperature pro-
files, are different from the profiles in preliminary simulation (Fig. 4.1a), but the 
hot spot is still developed close to the reactor entrance. The total residence time 
(Fig. 4.5) in the reactor decreases and the cooling rates increase with increasing 
wall temperature as it can be seen from the slope of t-T-profile (Fig. 4.4) at the 
reactor exit. As the temperature increases the primary and agglomerate particle 
size increases. The agglomerate size reaches the maximum at 1273 K (Fig. 4.6). 
Above these temperatures, due to faster chemical reaction rate, the number of 
smaller particles increases and the sintering  enhances  leading to a decrease of ag- 
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Fig. 4.2. Gas temperature profiles (full lines) as a function of reactor coordinate for hypo-
thetical ‘down’ and ‘up’ wall temperature profiles (dashed lines) (a) and corresponding de-
gree of agglomeration (b) 

glomerate size. As a result a significant decrease of the degree of agglomeration at 
highest process temperature is observed, Fig. 4.7 and 4.8. Figure 4.9a shows dis-
tribution of temperature along the reactor with ‘down’ and ‘up’ temperature pro-
files when the maximum temperature is set to 1473 K (as an example). From these 
results it can be seen that the gas temperatures are again quite different from the 
wall temperature. Hot spots are also pronounced, and in both cases (‘down’ and 
‘up’) they are developed close to the reactor entrance (at 0.20 and 0.30 m, respec-
tively) which is contrary to the preliminary simulation (Fig. 4.2b) where hot spots 
are formed close to the reactor entrance (‘down’) or exit (‘up’). This difference 
arises from fact that real wall temperature profiles are broader, or in case of ‘up’ 
temperature profile less steep than it was assumed in the preliminary simulation 
(Fig. 4.2). The degree of agglomeration (Fig. 4.9b) is considerably smaller for ‘up’ 
temperature profile due to a faster quenching rate, but in comparison to ‘flat’ tem-
perature profile (Fig. 4.10), the degree of agglomeration for ‘up’ temperature pro-
file is just slightly smaller. This is  again correlated  with a  broader  wall tempera- 
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Fig. 4.3. Gas temperature profiles (full lines) for ‘flat’ wall temperature profiles (dashed 
lines) as a function of the reactor coordinate for experimentally measured reactor wall tem-
peratures 

  
Fig. 4.4. Gas temperature profiles (full lines) ‘flat’ wall temperature profiles (dashed lines) 
as a function of the reaction time for experimentally measured reactor wall temperatures 
(dashed lines) 

ture profile, which does not contribute significantly to an increase of the cooling 
rate as it was expected from the preliminary results. Therefore, from the results of 
the simulations, it can be expected that the lowest degree of agglomeration could 
be achieved using a highest process (wall) temperature and ‘flat’ or ‘up’ time-
temperature profiles. 
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Fig. 4.5. Residence time and maximum cooling rate (according to the CVSSIN model) in 
the CVS reactor as a function of the maximum wall temperature for ‘flat’ time-temperature 
profiles 

   
Fig. 4.6. Primary and agglomerate particle size (according to the CVSSIN model) as a func-
tion of of the maximum wall temperature for ‘flat’ time-temperature profiles 
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Fig. 4.7. Degree of agglomeration (according to the CVSSIN model) as a function of reac-
tor coordinate for the ‘flat’ time-temperature profiles 

   
Fig. 4.8. Degree of agglomeration (according to the CVSSIN model) as a function of the 
reactor wall temperature for the ‘flat’ time-temperature profiles 
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Fig. 4.9. Gas temperature profiles (full lines) (a) and degree of agglomeration (b) in a CVS 
reactor for ‘up’ and ‘down’ wall temperature profiles (dashed lines) 

   
Fig. 4.10. Comparison of the degree of agglomeration for ‘up’ and ‘down’ time-
temperature profiles with the degree of agglomeration from ‘flat’ time-temperature profile 
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4.1.2 The Experimental Results 

In order to verify the results of CVSSIN model, TiO2 particles were synthesized 
and characterized. Experimental results are discussed and compared with the re-
sults obtained from CVSSIN model. 

4.1.2.1 The ‘Flat’ Time-Temperature Profiles 

X-ray diffraction patterns of as-synthesized TiO2 powders (Fig. 4.11) show strong 
reflections which can be assigned to the anatase phase. In the powders synthesized 
above 1273 K minute quantities of the rutile phase were identified, and in powders 
synthesized above 1473 K, besides rutile, brookite was found as well (Fig. 4.12). 
Rietveld analysis of the XRD data shows very good agreement between experi-
ment and refinement (Fig. 4.13). The Rietveld analysis was also used for the de-
termination of phase composition (Table 4.1), crystallite size and microstrain. 
Powders synthesized at 873 K, consisting of pure anatase phase, have the smallest 
crystallite size (Fig. 4.14) as it is expected from the CVSSIN model. Generally, 
the anatase crystallite size increases with process temperature, and it ranges from 
about 2 nm (873 K) up to 11 nm (2023 K). Zhang and Banfield [Zhang and Ban-
field 1998] presume that the anatase to rutile phase transformation occurs due to 
coarsening of anatase particles. In their work, the transformation was found for 
particles larger than 14 nm.  As  it can be seen from the results  presented here, the  

 
Fig. 4.11. XRD pattern of as-synthesized TiO2 nanoparticles using the ‘flat’ time-
temperature profile 
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Fig. 4.12. Rutile and brookite phase formation 

 
Fig. 4.13. XRD patterns with the Rietveld refinement of TiO2 particles showing a presence 
of different phases: 1273 K (anatase), 1673 K (anatase and rutile) and 2023 K (anatase, ru-
tile and brookite) 
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Fig. 4.14. Crystallite size of TiO2 (anatase) nanoparticles as a function of process tempera-
ture (the error bars are smaller than the symbols) 

Table 4.1. Phase composition and crystallite size of as-synthesized TiO2 particles (‘flat’ 
time-temperature profile) obtained from Rietveld refinement of the XRD data 

Temperature 
[K] 

Phase composition [vol.%] Crystallite size [nm] 
Anatase Rutile Brookite Anatase Rutile Brookite 

873 100 - - 1.7(0) - - 
1073 100 - - 3.4(1) - - 
1273 100 - - 5.9(1) - - 
1473 96 4 - 8.5(1) 8.5(8) - 
1673 94 6 - 8.9(1) 7(1) - 
1873 63 11 26 10.5(2) 7.3(3) 3.2(1) 
2023 60 11 29 9.8(2) 7.4(4) 4.6(4) 

 
rutile was observed even in powders comprising of particles smaller than 14 nm 
(Table 4.1). The size ‘border’ for the anatase to rutile phase transformation, stated 
by Zhang and Banfield [Zhang and Banfield 1998] does not hold here. Probably, 
not only the size effect but also other parameters like the process conditions, play 
a role in this phase transformation. It has been shown for zirconia [Winterer 2002] 
that the quenching rate influences the phase composition more than coarsening of 
the particles. At 1473 K, the Rietveld analysis showed that the rutile crystallite 
size is same as that of anatase. As the crystallite size of rutile at higher tempera-
tures (> 1473 K) is smaller than at 1473 K, the identical size of rutile and anatase 
crystallites is rather correlated with lower accuracy of Rietveld refinement using 
the MAUD software for low phase content (at 1473 K, only 4 % of rutile, Table 
4.1) than with meaningful physical origin. This assumption is later supported by 
TEM imaging. 
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Fig. 4.15. Degree of crystallinity (Eq. 3.5) and microstrain of TiO2 (anatase) nanoparticles 
as a function of process temperature (the error bars are smaller than the symbols) 

 
Fig. 4.16. Oxygen occupancy in the TiO2 powders from the Rietveld refinement of the 
XRD data 

In addition to the phase composition, the degree of crystallinity is important, as 
it plays a significant role in determining properties of materials. Figure 4.15 shows 
dependence of degree of crystallinity on process temperature, and it can be seen 
that crystallinity of particles increases with increasing a process temperature up to 
1473 K, after which it shows slight decrease. One would expect that at these high 
temperatures the oxygen deficiency would be possible source for decrease of crys-
tallinity (increase of microstrain). But results of refinement of the oxygen occupa-
tion factor (Rietveld refinement of the XRD data) revealed that the oxygen occu-
pation factor does not change with temperature (Fig. 4.16). This result excludes 
the oxygen deficiency as a possible source of decrease of crystallinity. On the oth- 
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Fig. 4.17. Particle size determined using different techniques as a function of temperature 
(all values, with exception of BET, are volume weighted) 
 
er hand, as it was shown earlier (e.g. Fig. 4.13, Table 4.1), the rutile phase forms 
at temperatures 2 1473 K, while from 1673 K brookite phase appears as well, 
which may be the source for the slight decrease of crystallinity above these tem-
perature as well as increase of microstrain (Fig. 4.15). As it will be discussed later, 
the rutile phase most probably forms by surface nucleation on the already existing 
anatase nanoparticles, while the brookite phase forms presumably by atom rear-
rangement (solid state diffusion) inside of anatase particles. This all may lead to 
the formation of defects and consequently to the decrease of the crystallinity. Even 
thou the temperatures are sufficiently high for annealing of the defects, time may 
not be long enough. 

In order to determine the degree of agglomeration, particle size was measured 
(or obtained) using different characterization methods: XRD, TEM, PCS and 
BET. As different characterization techniques measure different type of particles 
size with different weights in order to be comparable, the number weighted par-
ticle sizes (dn) obtained from TEM image analysis was converted into the volume 
weighted particle size (dv) using Hatch-Choate equation [Hinds 1999]: 

� �gnv dd �2ln3exp ���  (4.1) 

where �g is the geometric standard deviation obtain from the log-normal fit of the 
TEM data. Particle sizes calculated from the specific surface are kept as area 
weighted values because the standard deviation, necessary for conversion into the 
volume weighted values, is unknown. Particle sizes determined by photon correla-
tion spectroscopy (PCS, volume weighted) are a measure of the size of agglome-
rate particles formed under the conditions of the aqueous colloidal system. Figure 
4.18 shows the comparison of the particle size determined using these methods. 
The cubed ratio of the particle size determined from PCS / TEM / BET to the pri-
mary  particle size obtained from XRD is a measure for the degree  of  agglomera- 
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Fig. 4.18. Degree of agglomeration as a function of temperature calculated from values of 
particle size obtained from different measurement techniques 

tion (Fig. 4.18). Clearly, at the highest process temperature (2023 K) the lowest 
degree of agglomeration is achieved as it was predicted by CVSSIN model (see 
Fig. 4.8). Grass et al. [Grass et al. 2006] investigated the degree and strength of 
agglomeration when TiO2 is formed in flames. They found that non-agglomerated 
particles can be formed at low precursor flow rates and high quenching rates. Sol-
id state diffusion and the t-T profile are main parameters that have control over the 
agglomeration. The results presented here are in the agreement with these find-
ings. 

HRTEM micrographs of some selected TiO2 as-synthesized nanoparticles as 
well as corresponding particle size distributions are summarized in Fig. 4.19. Par-
ticles synthesized at lower process temperature are evidently more agglomerated 
(e.g. Fig 4.19a) than particles synthesized at higher temperatures (e.g. Fig. 4.19d) 
which is in agreement with results discussed above. Particles synthesized at    
1473 K (Fig. 4.19b) show a bimodal size distribution which can be explained by 
the formation of a second (rutile) phase (see Table 4.1) where smaller particles are 
most probably rutile particles. The Rietveld refinement of the XRD data for this 
sample showed that anatase and rutile crystallites have same size, but the TEM 
images clearly show presence of particles with two different sizes. This supports 
the earlier assumption that Rietveld refinement has low accuracy in crystllite size 
determination for lower phase content. In addition, as the XRD is average (volume 
based) technique, the presence of higher amount of larger crystallites can contri-
bute to the refinement error. As the temperature increases the rutile particles are 
growing and size distribution becomes again monomodal (Fig. 4.19c). At the 
highest process temperature (2023 K) due to the formation of brookite phase, the 
particle size distribution becomes again bimodal, where now the smaller particles 
are most probably brookite phase (in agreement with XRD, Table 4.1), while ana-
tase and rutile particles contribute to the bigger particle size. 
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Fig. 4.19. TEM micrographs (left) and corresponding particle size distributions (right) of 
selected as-synthesized TiO2 nanoparticles (dashed line - log-normal fit of data) 
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The mechanism of rutile and brookite formation is widely discussed in the litera-
ture. For an overview see for example Chen and Mao [Chen and Mao 2007] or 
Hanaor and Sorrell [Hanaor and Sorrell 2011]. However, it is still very difficult to 
draw a final conclusion about the rutile and brookite formation mechanism in the 
gas phase, because most of the experimental work was carried out by annealing 
[Gribb and Banfield 1997] or sintering [Liao et al. 1995] TiO2 (amorphous or ana-
tase) powders at different temperatures for different periods of time (hours) which 
are far beyond the residence time in the CVS reactor (the order of tens millise-
conds). From Fig. 4.19b it is clearly visible that smaller (presumably rutile) par-
ticles are ‘sitting’ on the surface of larger ones (presumably anatase). Therefore, at 
the temperatures above 1473 K the rutile particles are most probably formed by 
surface nucleation on already existing anatase particles. Zhang et al. [Zhang et al. 
2006] reported surface nucleation as a mechanism for rutile formation after an-
nealing amorphous TiO2 particles. At temperatures above 1873 K the TiO2 par-
ticles additionally contain brookite (Table 4.1). From the TEM image (Fig. 4.19d) 
it is clearly visible that smaller particles, which are believed to be the brookite ac-
cording to the XRD data, are well separated from the larger ones (anatase and ru-
tile). According to this surface nucleation seams unlikely as a possible mechanism 
for brookite formation. A more probable scenario is that due to similar arrange-
ment of atoms in the brookite and anatase crystal lattice, at these high tempera-
tures, the thermal energy is sufficiently high that Ti atoms can rearrange inside of 
anatase to transform the brookite phase. Therefore, the brookite phase is most like-
ly formed from anatase by solid-state reactions. This mechanism was proposed by 
Penn and Banfield [Pen and Banfield 1998]. Figure 4.20 shows the mechanism for 
the rutile and brookite phase formation in case of TiO2 nanoparticles synthesized 
in gas phase (this work) based on the TEM images and the XRD analysis. More 
detailed TEM studies on the CVS grown particles are necessary for the elucidate 
mechanism of formation of different TiO2 phases. 

 
Fig. 4.20. Proposed mechanism for rutile and brookite phase formation for TiO2 nanopar-
ticles produced in gas phase (CVS) 
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4.1.2.2 The ‘Up’ Time-Temperature Profile 

The XRD patterns of the as-synthesized TiO2 nanoparticles using ‘up’ temperature 
profile are shown in Fig. 4.21. The patterns are not much different from those syn-
thesized using ‘flat’ temperature profile (Fig. 4.11). The powders consist of ana-
tase as a main phase, and the second phases (rutile and/or brookite)  appear  above  

 

 
Fig. 4.21. The XRD patterns of the TiO2 particles synthesized using the ‘up’ time-
temperature profile 

 
Fig. 4.22. Particle size determined using different characterization techniques as a function 
of process temperature for the ‘up’ time-temperature-profile 
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Fig. 4.23. Degree of agglomeration as a function of process temperature for the ‘up’ time-
temperature profile 

1273 K. The crystallite size, obtained from the Rietveld refinement of the XRD 
patterns, ranges from 5 to 10 nm (Fig. 4.22). Similarly to the ‘flat’ temperature 
profile, the crystallite size from the XRD is relatively close to the particle size ob-
tained from TEM and BET, and lower than particle size obtained from PCS     
(Fig. 4.22). As it was expected, the degree of agglomeration is decreasing with in-
creasing the process temperature (Fig. 4.23). 

4.1.2.3 Comparison of Different Time-Temperature Profiles 

The CVSSIN simulation predicted that the ‘up’ temperature profile is more effi-
cient in reducing the degree of particle agglomeration than the ‘flat’ temperature 
profile (Fig. 4.10). Experimental results show that this prediction is valid only for 
the degree of agglomeration calculated for particles in a ‘dry’ form (according to 
e.g. BET and TEM, Fig. 4.24), but has deviation for particles in solution (accord-
ing to PCS). The reason for the observed deviation may be that the method of dis-
persing particles for PCS size measurement (ultrasonic treatment) is not efficient 
enough, and may even be a source of additional particle agglomeration. Similar 
results are obtained for the degree of agglomeration at temperatures other than 
1473 K, Figs. 4.25 and 4.26. Without any doubt, and independently on the time-
temperature profile configuration, at the high process temperature particles with 
lowest degree of agglomeration are generated. 
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Fig. 4.24. Degree of agglomeration for the ‘flat’, ‘down’ and ‘up’ time-temperature profiles 

 
Fig. 4.25. Comparison of degree of agglomeration for the ‘flat’ and ‘up’ time-temperature 
profiles estimated from BET and XRD for different process temperatures 
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Fig. 4.26. Comparison of degree of agglomeration for the ‘flat’ and ‘up’ time-temperature 
profiles estimated from PCS and XRD data for different process temperatures 

4.1.3 Comparison of the CVSSIN Model with Experimental Data 

A comparison of the degree of agglomeration obtained from the CVSSIN model 
and calculated from the experimental data for a ‘flat’ temperature profile is shown 
in Figs. 4.27 and 4.28. It can be seen that the experimental data follows the trend 
of the CVSSIN model. A somewhat better agreement (in terms of the absolute 
values) was observed when the model is compared with experimental values ob-
tained from BET and XRD (Fig. 4.27) than that one obtained from PCS and XRD 
(Fig. 4.28). The cause for the observed differences between the degree agglomera-
tion obtained from the model and that one obtained from the experiment 
(PCS/XRD) may lay in the particle preparation for the PCS measurement. Name-
ly, particles are dispersed in water using an ultrasonicator and there is a possibility 
that ultrasonication causes additional particle agglomeration due to intensified par-
ticle collisions.   

In general, model matches better with experiment at higher temperatures, than 
at lower temperatures. It is known [Nakaso et al. 2003] that the surface reactions 
dominate particle growth at lower temperatures. As the surface reactions were not 
included in the CVSSIN model, this could be the reason for the observed discre-
pancy between model and experiment at lower temperatures. The other reason 
which can contribute to not good matching is the value of the activation enthalpy 
for the grain boundary diffusion (Eq. 2.14) used in the model (29909 K). In order 
to check the sensitivity of the model on activation enthalpy (ED/kB) two arbitrary 
values were chosen (25000 K and 35000 K) and compared to that one reported in 
the literature and used the model (29909 K). The result is shown in Fig. 4.29. As it 
can be seen, there is a significant influence on the absolute values, especially at  
lower  temperatures  where  better  matching  is  observed  for the lower activation 



56      4 Results and Discussion 

 
Fig. 4.27. Comparison of degree of agglomeration obtained from the model and experimen-
tal values obtained from the BET and XRD data for the ‘flat’ time-temperature profile 

 
Fig. 4.28. Comparison of degree of agglomeration obtained from the model and experimen-
tal values obtained from the PCS and XRD data for the ‘flat’ time-temperature profile 

enthalpy. This observation is most probably correlated with faster sintering kinet-
ics of smaller particles which are formed at the lower temperatures (Fig. 4.14.) 

In order to understand better the particle agglomeration, method of characteris-
tic times [Friedlander 2000]) was used where the residence, collision and sintering 
times are calculated and their ‘interaction’ analyzed.  

The residence time, τr, is estimated as the time interval between maximum heat-
ing and cooling rate as obtained from the CVSSIN model.  
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Fig. 4.29. Influence of the activation enthalpy of grain boundary diffusion on the results 
(degree of agglomeration) of the simulation and comparison with experimental results ob-
tained from BET and XRD data 
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The collision time, τc, was calculated from Eq. 2.9, where for the number densi-
ty of agglomerates, Na, the value obtained from the CVSSIN simulation (at the 
reactor position where the cooling rate is highest) was used. For calculation of the 
collision frequency, � (Eq. 2.7), as a collision diameter, dc, the particle diameter 
obtained from PCS was used. Finally, the collision time is calculated as: 
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The sintering time, τs, was calculated from Eq. 2.13, where for the primary par-
ticle size, dp, the crystallite diameter obtained from XRD was used. The grain 
boundary diffusion coefficient, Dgb, was calculated from Eq. 2.14. Finally, the sin-
tering time by grain boundary diffusion is calculated as: 
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The characteristic times (residence, collision and sintering), as a function of the 
highest process (wall) temperature, are presented in Fig. 4.30. As the collision 
time is shorter than the sintering time (τc < τs) for the entire set of process tempera-
tures (873–2023 K), particles collide and form agglomerates. Similar theoretical 
results were reported for SiO2 [Tsantilis and Pratsinis 2004] and TiO2 [Grass et al. 
2006] particles produced by flame synthesis as well as SiC [Winterer 2002] nano-
particles. At temperatures below 1700 K where the sintering time is longer than 
the collision time (τs > τc), particles collide much faster than they sinter which con-
tributes to higher degree of agglomeration. Above this temperature, as the sinter-
ing time becomes shorter than the residence time, sintering of primary particles in- 

 
Fig. 4.30. Characteristic times as a function of process temperature (τs – sintering, τc – colli-
sion, τr – residence time) 
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side the agglomerate becomes feasible [Nakaso 2003] and the degree of agglome-
ration becomes significantly lower (e.g. Fig. 4.27). No agglomeration is expected 
at temperatures well above 2023 K when the sintering time becomes much shorter 
than collision time (τs << τc). 

4.1.4 Conclusion 

Characteristics of nanocrystalline materials (here TiO2 as a study material) pro-
duced by chemical vapor synthesis are sensitive to the time-temperature history of 
the gas phase in the reactor. With increasing wall temperatures the gas tempera-
ture becomes sufficiently high and sufficient for a complete coalescence of the 
primary particles inside the agglomerates and the quenching rate at the reactor exit 
fast enough to prevent an extensive formation of hard agglomerates. Therefore, 
the fast quenching at the end of the reactor is essential for the formation of weakly 
agglomerated particles. Using chemical vapor synthesis, not only the particle size 
and degree of agglomeration is controllable, but also the degree of crystallinity as 
well as the microstrain. The use of an induction hot-wall reactor allows flexibility 
in designing the different temperature profiles which can allow the optimization of 
powder characteristics, hence having a control over material properties. 
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4.2 Particle Size and Size Distribution by Pulsed 
Precursor Delivery 

Figure 4.31 shows diffraction patterns of selected as-synthesized TiO2 powders. 
Powders synthesized by evaporating the precursor using a CO2 laser operated at 
higher (25 kHz) and lower (1 kHz) frequency (Fig. 4.31a) are highly crystalline 
nanoparticles consisting of anatase with a very small contribution of rutile. The 
powders synthesized varying the laser duty cycle (Fig. 4.31b) showed high crys-
tallinity as well.  

It is interesting to mention that only powder synthesized by evaporating the 
precursor with the  laser  operated  at  high  frequency  25 kHz  (DC = 50 %)  were  

 

 
Fig. 4.31. The XRD patterns of selected TiO2 particles synthesized from Ti(iP)2(TMHD)2 
precursor which was evaporated using a CO2 laser operated by varying the frequency (a) 
and duty cycle (b) 
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grayish, while the all other powders were white, clearly indicating difference in 
the precursor concentration in the reactor. At high frequency (25 kHz) delivery of 
precursor can be considered as a continuous, hence due to the high precursor con-
centration, the process conditions were not optimal for the complete precursor de-
composition. 

4.2.1 Influence of Laser Pulse Repetition Frequency 

For lower laser pulse repetition frequencies it is expected that the particle number 
concentration in the reactor is lower and thus the formation of smaller particles 
with a narrow particle size distribution (PSD) was expected. Figure 4.32 shows the 
TEM images of TiO2 particles synthesized using a high (25 kHz) and a low    
(0.05 kHz) laser frequency. From the images it can be already seen that particle 
size does not differ much. Detailed analysis of particle size from the TEM images 
for the frequency range 0.05–25 kHz showed that the particle size is not affected 
by change of the laser pulse repetition frequency (Fig. 4.33). The slight fluctuation 
in particle size observed at lower frequency is most likely related to a variation of 
the amount of precursor available for the evaporation due to the manual feed of 
the precursor powder. Although it was expected that with lowering the laser pulse 
repetition frequency, the particle size distribution will become narrower, only an 
insignificant narrowing of the particle size distribution from �g of 1.25(3) to 
1.23(2) was observed (Fig. 4.34). Friedlander [Friedlander 2000] has shown that 
the particle size distribution can reach so-called “self-preserving” size distribution. 
The “self-preserved” size distribution is characterized by the geometric standard 
deviation of 1.40 and 1.46 for the continuum and free  molecule  regime,  respecti-  

    
Fig. 4.32. TEM images of TiO2 nanoparticles synthesized using a laser operated at 25 kHz 
(left) and 0.05 kHz (right) with 50 % of duty cycle 
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Fig. 4.33. Particle size as a function of the laser pulse repetition frequency at 50 % of duty 
cycle 

 
Fig. 4.34. Geometric standard deviation as a function of laser pulse repetition frequency at 
50 % of duty cycle 

vely. As the width of TiO2 particle size distribution presented here is about 1.25, 
the “self-preserved” size distribution has not been reached and it is already rather 
narrow. Therefore, variations in other process parameters probably mask changes 
in the size distribution originating from the pulsed operation of the flash evapora-
tor.   

Kodas and Friedlander [Kodas and Friedlander 1988] investigated the mono-
dispersed aerosol production in tubular low reactors and they found that in order 
to produce monodispersed aerosols, the nucleation and growth step should be se-
parated, the residence time distribution should be narrow (all particles have same 
time to grow) and particles should be exposed to similar monomer concentration. 
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Therefore, as it was mentioned above, the manual precursor feeding, which causes 
the fluctuations in the evaporated amount of the precursor, could be the reason for 
not significant change in the width of the particle size distribution. 

 

4.2.2. Influence of Laser Duty Cycle 

Figure 4.35 shows the TEM images of TiO2 particles synthesized using a frequen-
cy of 1 kHz and varying the duty cycles. It is clear that duty cycle has a significant 
influence on the particle size, as it is also observed in Fig. 4.36. Therefore, choos-
ing a lower duty cycle, the amount of precursor, and consequently the number 
concentration of particles was evidently reduced, leading to the formation of 
smaller particles. Not only the particles size decreased but also the degree of ag-
glomeration showed a significant decrease, as it can be seen from the cubed ratio 
of particle size obtained from the PCS and XRD (Fig. 4.37). Concerning the width  

   

   
Fig. 4.35. TEM images of TiO2 nanoparticles synthesized using the laser operating at 1 kHz 
and different duty cycles: 100 % (a), 80 % (b), 60 % (c) and 20 % (d) 
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Fig. 4.36. Particle size obtained from the TEM images as a function of laser duty cycle at 
1000 Hz 

 

 
Fig. 3.37. Particle degree of agglomeration as a function of duty cycle at frequency of 
1 kHz (line is only guide to the eyes) 

of particle distribution, results showed that at 1 kHz, the duty cycle has no influ-
ence on the particle size distribution (Fig. 4.38). Similar conclusions can be drawn 
for the experiments performed at lower frequency (0.2 kHz), shown in             
Figs. 4.39–4.41. Duty cycle had only impact on particle size (Figs. 4.39 and 4.40), 
while no influence on the width of the particle size distribution was observed (Fig. 
4.41). 
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Fig. 4.38. Geometric standard deviation as a function of laser duty cycle at 1 kHz 

 

   

   
Fig. 4.39. TEM images of TiO2 nanoparticles synthesized using the laser operating at      
0.2 kHz and different duty cycles: 100 % (a), 80 % (b), 60 % (c) and 20 % (d) 
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Fig. 4.40. Particle size as a function of laser duty cycle at 0.2 kHz 

 

 
Fig. 4.41. Geometric standard deviation (obtained from the log-normal fit of the TEM data) 
as a function of laser duty cycle at 0.2 kHz 

4.2.3 Conclusion 

A systematic study of the influence of pulsed precursor delivery in a CVS reactor 
showed so far only limited influence on the width of the particle size distribution, 
but a significant impact on the reduction of the particle size and the degree of ag-
glomeration. The laser pulse repetition frequency had only little influence on the 
particle size and the size distribution. On the other hand, it is possible to lower the 
particle number concentration, thus to have influence on reducing the final particle 
size with rather narrow particle size distribution by decreasing the laser duty 
cycle. A lower duty cycle leads also to a significant decrease in the degree of ag-
glomeration. 



4.3 Structure and Properties of Doped ZnO Nanoparticles      67 

4.3 Structure and Properties of Doped ZnO Nanoparticles 

 
As the chemical composition, crystal and local structure play an important role in 
particle properties, detailed structural characterization is essential for their under-
standing. Therefore, in the following section the structure and magnetic properties 
of the Co-doped ZnO, Zn1-xCoxO (x = 0–0.50) and Co, Li-codoped ZnO,        
Zn0.95-yCo0.05LiyO (y = 0–0.05) nanoparticles will be discussed. 

4.3.1 Chemical Composition 

The chemical analysis of the Zn1-xCoxO (x = 0–0.50) by AAS (Fig. 4.42) shows 
that the actual Co concentrations (xa) in the as-synthesized Zn1-xCoxO nanopar-
ticles are systematically higher compared to the nominal concentration (x) of the 
precursor mixture used. It is also observed that the evaporation rate of the precur-
sor mixture as determined from its weight loss is enhanced with increasing Co 
concentration (Fig. 4.43) which may explain the systematic deviation of the actual 
Co content from the nominal. The reason for increasing evaporation rate of pre-
cursor mixture with increasing Co content is probably that the Co-acetate precur-
sor absorbs more laser light compared to the Zn-acetate at the wavenumber cor-
responding to the narrow CO2 laser emission as it can be seen from the FTIR 
spectra  (Fig. 4.44).  The advantage of  using a laser  flash  evaporation method for 

 
Fig. 4.42. Correlation between actual (xa) and nominal (x) Co content (error bars are small-
er than the symbols) 
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Fig. 4.43. Evaporation rate of precursor mixture as a function of nominal Co content 

 
Fig. 4.44. The FTIR spectra of the Zn- and Co-acetate precursor and the emission line of 
the CO2 laser (wavelength of 10.6 μm) 

precursor evaporation is that chemical composition can be easily adjusted know-
ing the evaporation rates of used precursors which can be easily obtained from the 
mass balance. 

The TEM study of the sample with the highest Co content (Zn0.75Co0.25O, actual 
Co content of xa = 0.33), Fig. 4.45 confirms that Co atoms are distributed homo-
geneously in the sample. The same is valid for particles with lower Co content. 
This result is very important regarding the magnetic properties of this material as 
it will be discussed later. 
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Fig. 4.45. TEM micrographs of Zn0.85Co0.15O sample (a) and Co elemental map (b) show-
ing the uniform distribution of Co atoms in the sample (bright spots) 

4.3.2 Crystal Structure 

Figure 4.46 shows the XRD patterns of as-synthesized Zn1-xCoxO nanoparticles. 
The substitution of Co did not cause remarkable changes in the diffraction patterns 
for Co contents up to x ≤ 0.25. Rietveld refinement of XRD data shows (Fig. 4.47) 
that those particles are of wurtzite structure, while in particles with Co concentra-
tion x ≥ 0.30 CoO and Co3O4 are present as additional phases. The maximum Co 
solubility in wurtzite type ZnO, for which the particles are still single-phase, va-
ries greatly for samples of the same nominal composition but prepared by different 
methods [Kolesnik et al. 2004, Risbud et al. 2003, Duan et al. 2008, Jayaram et al. 
1999, Schaedler et al. 2006]. Recently, Straumal et al. [Straumal et al. 2008, 
2009B] found that the solubility of Co and Mn increases with decreasing the grain 
size. They showed that the solubility of Co increases with decreasing grain size 
from 2 at. % in the bulk and up to about 40 at. % in polycrystalline samples (grain 
sizes below 20 nm). The Co solubility limit in nanoparticles studied in this work, 
is about xa = 0.33 (nominal content x = 0.25) (Figs. 4.42 and 4.46). Further Co ad-
dition causes the generation of second phases: CoO in the sample with nominal Co 
content of x = 0.30 (xa = 0.332) and CoO and Co3O4 in the sample with x = 0.50 
(xa = 0.56). This is consistent with the literature reports [Straumal et al. 2008]. 
Additional doping with Li in Zn0.95Co0.05O (Zn0.95-yCo0.05LiyO), does not change 
the phase composition of as-synthesized Zn0.95-yCo0.05LiyO nanoparticles          
(Fig. 4.48). The crystallite size of Zn1-xCoxO nanoparticles ranges from about 9 nm 
for undoped sample (x = 0) up to 20 nm for the sample with a Co content of          
x = 0.25 (Fig. 4.49). The incorporation of Co ions into the wurtzite structure leads 
not only to an increasing crystallite size (Fig. 4.49) but also to a decrease of the 
microstrain (Fig. 4.50a). The observation of an increase of crystallite size with in-
creasing dopant content is opposite to other doping elements such as Cr [Jin et al. 
2007] or Al [Brehm et al. 2006] where impurity drag is slowing down particle gro- 
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Fig. 4.46. XRD patterns of as-synthesized Zn1-xCoxO nanoparticles (vertical bars corres-
pond to the three most pronounced Bragg reflections for wurtzite ZnO, CoO, and Co3O4) 

 

   
Fig. 4.47. Rietveld refinement of the XRD patterns of Zn1-xCoxO nanoparticles with nomin-
al Co content x = 0 and x = 0.25 
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Fig. 4.48. XRD patterns of as-synthesized Zn0.95-yCo0.05LiyO nanoparticles 

 
Fig. 4.49. Crystallite size of Zn1-xCoxO nanoparticles as a function of Co content and fit ac-
cording to monodisperse coagulation (Eq. 4.9) (error bars are smaller than the symbols) 

wth by coalescence. The origin for this observation is likely due to the increased 
evaporation rate with increasing Co content in the precursor mixture (Fig. 4.43). A 
fit with the growth law for monodisperse particles by coagulation [Hinds 2001] 
where d0 is the initial particle diameter, N0 the initial number concentration (which 
is assumed to increase linearly with the Co concentration) and � is the coagulation 
coefficient: 

� � 3/1
00 1 tNdd ����� �  (4.9) 

agrees with the experimental data (Fig. 4.49). Therefore, the cause for the decrease 
in microstrain is not because of the introduction of Co into the wurtzite lattice as 
Fig. 4.50a  might suggest, but it is due to  the decrease  of surface  to  volume ratio 



72     4 Results and Discussion 

 
Fig. 4.50. Microstrain in Zn1-xCoxO nanoparticles as a function of Co content (a) and the 
relative number of atoms on the particle surface (b) 

 
Fig. 4.51. Crystallite size (a) and microstrain (b) of Zn0.95-yCo0.05LiyO nanoparticles 

with increasing crystallite size as it correlates linearly (Fig. 4.50b) with the rela-
tive number of atoms at the particle surface to the particle volume which is esti-
mated by 

3

11 �
�
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c
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N

volume

surface  (4.10) 

where the lattice constant c is used to estimate the relaxation length (‘surface 
thickness’) and r is the radius of a sphere equivalent in volume to the average par-
ticle. Since the valence of Co and Zn in Co-doped ZnO is identical and the ionic 
radii for both are similar [Shannon 1976], the microstrain is varying little above 
Co contents x = 0.05. For samples with Li (Zn0.95-yCo0.05LiyO) slight fluctuations in 
crystallite size are observed, and consequently in microstrain (Fig. 4.51).  
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Fig. 4.52. Lattice parameters and unit cell volume of Zn1-xCoxO nanoparticles as a function 
of Co content (a) and relative number of surface atoms (b) 

 

Fig. 4.53. Structural parameters of Zn1-xCoxO nanoparticles determined from Rietveld re-
finement as a function of Co content (a) and as a function of relative number of surface 
atoms (b) 
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The lattice parameters of Zn1-xCoxO nanoparticles obtained from Rietveld refine-
ments are presented in Fig. 4.52a. It is found that Co substitution causes an elon-
gation along the a-axis, while no significant change for the c-axis is observed. As 
a result the unit-cell volume increases and the c/a ratio decreases (Fig. 4.53a). A 
similar behavior is reported by Kolesnik et al. [Kolesnik et al. 2004]. Considering 
that the ionic radius of tetrahedrally coordinated Co2+ (0.58 Å) is only slightly 
smaller than Zn2+ (0.60 Å) [Shannon 1976], no changes in c- or a-direction are 
expected. Jin et al. [Jin et al. 2001] report similar observations concerning the      
c-axis in Co-doped films. The elongation along the a-axis up to x = 0.005 is there-
fore possibly a result of the lattice relaxation [Woltersdorf et al. 1981, Combe et 
al. 2009] due to a crystallite size effect which is correlated to the Co content    
(Fig. 4.49). This leads to a reduction of the relative number of surface atoms and con-
sequently to lattice relaxation. Therefore, a linear correlation with the relative num-
ber of surface atoms is observed (Fig. 4.52b). Since the surface energies of ZnO 
are anisotropic (1.7 J/m2 (0001), 0.9 J/m2 (11̄ 00)) [Kim et al. 2008] it can be ex-
pected that this effect varies with the crystallographic orientation. This may be the 
origin of the different trend for lattice constants a and c. For the Co content of       
x = 0.25 (Fig. 4.53a) the c/a ratio is decreasing below 1.6. The oxygen positional 
parameter in c-direction, u, describes the relative position of the anion to the ca-
tion sublattice in wurtzite [Kim et al. 2008] and u(c/a) for an ideal wurtzite lattice 
would be 3/8 [Desgreniers 1998] which is observed for pure CVS ZnO nanocrys-
tals and is close to the bulk value (Fig. 4.53a). 

 
Fig. 4.54. Lattice parameters and unit cell volume of Zn0.95-yCo0.05LiyO nanoparticles as a 
function of Li content 

 



4.3 Structure and Properties of Doped ZnO Nanoparticles      75 

Table 4.2. Change in lattice parameters and Zn–O bond length upon Li doping 

Li content 
y 

Change in  
lattice parameters [%] 

Zn–O 
bond length [Å] 

     a      c  
0 0 0 1.966(2) 

0.01 0.02(1) 0.03(1) 1.964(4) 
0.03 0.02(1) 0.02(1) 1.966(4) 
0.05 0.09(1) 0.02(1) 1.968(3) 
0.10 0.02(1) 0.038(1) 1.970(3) 

 
The incorporation of Li into a wurtzite lattice of Zn0.95Co0.05O nanoparticles, 

does not cause significant changes of the lattice parameters as well as in unit cell 
volume (Fig. 4.54, Table 4.2), which is expected considering similar atomic radii 
of Zn and Li in tetrahedral environment (0.60 and 0.59 Å, respectively). A theoret-
ical study performed by Assadi et al. [Assadi et al. 2010] found that the length of 
Li–O (2.004 Å) almost perfectly matches with Zn–O (1.996 Å) bond length indi-
cating that Li can be easily substitutionally incorporated into ZnO without large 
lattice distortion. The Zn–O bond length, l (as a function of Li content) has been 
calculated using the formula [Srinivasan et al. 2007]: 
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where a and c are the lattice parameters, and u is the oxygen positional parameter 
in c-direction (all obtained from Rietveld refinement of XRD data). The calculated 
values are shown in Table 4.2. It can be seen that Zn–O bond lengths do not 
change upon Li doping indicating that Li is incorporated substitutionally into the 
wurtzite lattice.  

4.3.3 Local Structure 

A UV-Vis spectroscopy study of Zn1-xCoxO nanoparticles (Fig. 4.55) revealed that 
Co is in a tetrahedral environment for all studied Co concentrations. The appear-
ance of three absorption bands (triplets) at about 565 nm, 610 nm and 656 nm is a 
clear signature for Co2+ in tetrahedral coordination [Gaudon et al. 2007]. The addi-
tion of Li into Zn0.95Co0.05O broadens peak at around 500 nm (Fig. 4.56) indicating 
a formation of defect sites (oxygen vacancies) upon Li doping [Adamopoulos et 
al. 2010].  

In order to exclude possibility of existence of the other Co species (metallic Co, 
or its oxides) and further confirm the substitution of Zn with Co, element specific 
X-ray absorption spectroscopy (XAFS) was used for the detailed analysis of     
Zn1-xCoxO nanoparticles. XAFS provides information about the distribution and 
location of Co in the wurtzite lattice complementary to X-ray diffraction which is   
not  sensitive to  segregation or the  formation of very small  precipitates of second 
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Fig. 4.55. UV-Vis spectra of Zn1-xCoxO nanoparticles 

 
Fig. 4.56. UV-Vis spectra of Zn0.95-yCo0.05LiyO nanoparticles 

phases especially at low dopant concentration. Figure 4.57 shows normalized Co 
and Zn K-edge XANES spectra of the Zn1-xCoxO together with reference spectra 
of Co metal, CoO, and Co3O4. Comparing the XANES spectra of Zn1-xCoxO with 
the spectra of the CoO reference, reveals that the Co is present in the Co2+ valence 
state. The existence of Co metal and Co-oxides can be excluded using fingerprint 
methods due to the different spectral features of Zn1-xCoxO as compared with that 
of Co-oxides. The small pre-edge peak at about 7708 eV (Fig. 4.57a) appears due 
to the transition of Co 1s electron to 4p-3d hybridized states in tetrahedral symme-
try [Sun et al. 2008]. The shoulder above the absorption edge in the Zn K-edge 
XANES spectra at 9680 eV (Fig. 4.57b) is related to scattering contributions from 
higher coordination shells [Liu et al. 2008].  
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Fig. 4.57. Co K-edge XANES spectra of Zn1-xCoxO, CoO, Co3O4, Co metal (a) and Zn K-
edge XANES spectra for Zn1-xCoxO (b) 

 

Fig. 4.58. The EXAFS spectra for Zn1-xCoxO on Zn K-edge (a) and Co K-edge (b) and cor-
responding radial structure function on Zn K-edge (c) and Co K-edge (d) 
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Fig. 4.59. RMC analysis of EXAFS spectra of Zn0.80Co0.20O for Zn K-edge (a) and Co K-
edge (b) and its phase corrected radial structure function on Zn K-edge (c) and Co K-edge 
(d). 

 
Fig. 4.60. Partial pair distribution functions for Zn0.80Co0.20O derived from RMC 
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Fig. 4.61. Nearest (a) and next nearest (b) interatomic distances according to RMC data 
analysis as a function of Co content as determined from moment analysis of the corres-
ponding partial pair distribution functions. The shaded areas represent the square root of the 
second moment (R ± p2 

1/2 [Å]) 

The Zn and Co K-edge EXAFS spectra for Zn1-xCoxO, as well as their Fourier 
transforms are shown in Fig. 4.58. From Fig. 4.58a and 4.58c, it can be seen that 
the spectra as well as the amplitude of the Fourier transforms for Zn1-xCoxO are 
very close to that of pure ZnO indicating that Co is replacing Zn substitutionally. 
From the radial structure functions (no phase shift correction applied) of           
Zn1-xCoxO (Fig. 4.58d) three peaks can be observed. The first peak at about 1.6 Å 
is due to the Co–O coordination in the first shell, the second peak at about 2.5 Å 
corresponds to the Zn(Co)–Zn coordination in the second shell, and the third at 
about 4 Å arises from the third coordination shell comprising of nine oxygen 
atoms and multiple scattering. Positions and amplitude of the first and second 
peaks do not change significantly with increasing Co content. 

Samples with x ≥ 0.01 are analyzed using RMC (Fig. 59). The fits are in good 
agreement with the experimental data.  The partial pair distribution functions deri- 
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Table 4.3. Results of EXAFS data analysis of Zn1-xCoxO nanoparticles using rmcxas (N – 
the coordination number, R – the interatomic distance, p2 – the second moment) 

x (Co) Shell N R [Å] p2 [10-3Å2] 
0 (ZnO) Zn–O 

Zn–Zn 
3.6(7) 
 11(2) 

1.96(2) 
3.24(2) 

7(2) 
13(4) 

0.01 Co–O 
Co–Co 
Co–Zn 
Zn–O 
Zn–Co 
Zn–Zn 

3.9(6) 
(0.06) 
na

1
 

  3.2(7) 
0.12(2) 
    9(2) 

2.02(2) 
(3.21)

2
 

na 
1.95(2) 
3.23(2) 
3.25(3) 

10(3) 
na 
na 
  7(3) 
19(5) 
12(4) 

0.05 Co–O 
Co–Co 
Co–Zn 
Zn–O 
Zn–Co 
Zn–Zn 

  4.0(9) 
0.38(8) 
na 
4.0(8) 
0.7(1) 
 11(3) 

2.00(3) 
(3.25(3)) 

na 
1.98(2) 
3.23(3) 
3.24(3) 

  9(5) 
14(3) 
na 
  9(5) 
13(4) 
12(5) 

0.10 Co–O 
Co–Co 
Co–Zn 
Zn–O 
Zn–Co 
Zn–Zn 

4.0(6) 
1.1(2) 
na 
3.8(7) 
1.5(3) 
 10(2) 

2.03(2) 
3.25(2) 
na 
1.98(2) 
3.23(2) 
3.23(2) 

14(5) 
10(3) 
na  
12(6) 
18(4) 
11(3) 

0.15 Co–O 
Co–Co 
Co–Zn 
Zn–O 
Zn–Co 
Zn–Zn  

4.0(8) 
2.1(5) 
na 
4.0(8) 
2.0(4) 
 10(2) 

2.01(3) 
3.23(3) 
na 
1.98(2) 
3.24(3) 
3.22(3) 

12(6) 
16(5) 
na 
  9(5) 
17(6) 
19(9) 

0.20 Co–O 
Co–Co 
Co–Zn 
Zn–O 
Zn–Co 
Zn–Zn 

4.0(8) 
2.6(5) 
na 
4.0(8) 
2.6(6) 
   9(2) 

2.01(3) 
3.22(3) 
na 
1.98(2) 
3.24(3) 
3.23(3) 

12(6) 
24(8) 
na 
  9(5) 
19(8) 
24(12) 

 
ved from RMC analysis (Fig. 4.59) of the EXAFS spectra are shown in Fig. 4.60 
for Zn0.80Co0.20O as an example. The results of the RMC analysis (moment analy-
sis of the partial pair distribution functions up to the second moment) are compiled 
in Table 4.3 for doped samples (x ≥ 0.01) as well as pure ZnO and bulk reference 
samples (CoO and Co3O4). It can be seen (Table 4.3) that the interatomic distances 
of Co-O and Co-Zn in Co-doped ZnO samples are close to the Zn–O and Zn–Zn 
distances in pure ZnO in contrast to Liu et al. [Liu et al. 2008] who observed an 

                                                           
1 not analyzed 
2 the values in parentheses are only from one bin in the pair distribution function due to the 

low Co content 
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elongation of Co–O distances and a contraction of Co–Zn distances and explained 
it by a mismatch of Co2+ in the ZnO lattice. The partial pair distribution function 
(Fig. 4.60) for Co–Co, Co–Zn, and Zn–Zn overlap and are not split. This is evi-
dence that Co2+ ions occupy tetrahedral Zn sites substitutionally in the ZnO wurt-
zite lattice for doping levels x below 0.20. Figure 4.61 displays the interatomic 
distances as a function of Co content as determined from the RMC analysis to-
gether with the second moment. The Co–O distances deviate systematically to 
marginally larger distances compared to Zn–O distances whereas the cationic dis-
tances overlap within the error bars. Both do not change as a function of Co con-
tent. Only the second moment increases slightly at higher Co contents which could 
be an indication for an onset of the phase transformation to rock salt structure at 
even higher Co contents or due to an increased static disorder. 

4.3.4 Magnetic Properties 

Figure 4.62 shows the temperature dependence of the magnetic susceptibility for 
Zn1-xCoxO nanoparticles measured in an applied magnetic field of 200 Oe. Zero-
field cooled and field cooled data display identical behavior over the entire tem-
perature region indicating paramagnetic behavior. The susceptibility decreases ra-
pidly up to 50 K for all samples. A linear behavior of the inverse susceptibility is 
clearly seen at elevated temperatures (150–320 K), Fig. 4.63. The linear fit by the 
Curie-Weiss law in this temperature region allows the determination of the Curie-
Weiss temperatures, θ, and the effective magnetic moments, μeff. The effective 
magnetic moment (μeff) is derived using the equation [Culity and Graham 2009]: 

BMeff C �� ��� 83.2  (4.12) 

  
Fig. 4.62. Susceptibility of Zn1-xCoxO nanoparticles as a function of temperature at 200 Oe 
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where CM is the Curie constant per molecule [emu/mol Oe] obtained from the 
slope of inverse susceptibility vs. temperature curve above 150 K (see inset in  
Fig. 4.63 as an example), and �B is Bohr magneton. The large negative values of 
the Curie-Weiss temperatures (Fig. 4.64) indicate a strong antiferromagnetic 
coupling of Co atoms in Zn1-xCoxO nanoparticles at lower temperatures. The re-
sulting values of the effective magnetic moment of 2μB (Fig. 4.65) are well below 
the expected value of (3.87μB) for tetrahedrally-coordinated high-spin Co2+. Ac-
cording to Han et al. [Han et al. 2008] this is probably because not all the Co 
atoms are in the paramagnetic regime which indicates the existence of tiny amount 

 
Fig. 4.63. Inverse susceptibility of Zn1-xCoxO nanoparticles as a function of temperature at 
200 Oe (inset: Currie-Weiss fit for Zn0.85Co0.15O sample)  

 
Fig. 4.64. Currie-Weiss temperature (obtained by applying Currie-Weiss law to the inverse 
susceptibility data at 200 Oe) as a function of actual Co content 
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Fig. 4.65. Effective magnetic moment (Eq. 4.12) as a function of actual Co content 

 
Fig. 4.66. Probability that Co has no Co for a next nearest neighbor (NNN) as a function of 
Co content in Co-doped nanoparticles 

of an antiferromagnetic CoO phase. As the detailed structural study on Zn1-xCoxO 
samples (see for example Fig. 4.57 and related discussion) excluded the existence 
of CoO in these samples, this explanation can be ruled out. Recently Lv et al. [Lv 
et al. 2008] reported similar results for single crystalline samples. The possibility 
of a antiferromagnetic coupling of nearest-neighbor Co spins has been reported by 
Yin et al. [Yin et al. 2006]. From the probability that Co has no Co as next nearest 
neighbor (NNN) calculated using the expression P = (1-x)12 [Behringer 1958] and 
shown in Fig. 4.66 it can be seen that even at low Co content there is a low but fi-
nite probability that Co can have Co as a next nearest neighbor. With increasing 
the Co content, the probability is increasing which may explain the observed anti-
ferromagnetic interactions in the studied samples. 
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Fig. 4.67. Field-dependent magnetization of Zn1-xCoxO nanoparticles at 300 K 

 
Fig. 4.68. Field-dependent magnetization of Zn1-xCoxO nanoparticles at 5 K 

The magnetization curves measured at 300 K and 5 K are presented in        
Figs. 4.67 and 4.68, respectively. No hysteresis was found even down to 5 K indi-
cating the absence of intrinsic ferromagnetism in the studied samples. These 
curves are a typical feature of paramagnetic samples and have been observed for 
all studied cobalt concentrations. The magnetic moment at 50 kOe increases with 
increasing Co content at room temperature, while at 5 K it is decreasing           
(Fig. 4.69), indicating an antiferromagnetic interaction between Co ions. Measur-
ing the magnetic-field dependence of magnetization at various temperatures (Fig. 
4.70) it is found that Co atoms (sample Zn0.85Co0.15O) start to couple antiferro-
magnetically at temperatures below 19 K. Coey et al. [Coey et al. 2005] suggest 
that the concentration of magnetic cations should be below the cation nearest-
neighbor percolation threshold (x = 0.18)  in order  to avoid  antiferromagnetic or- 
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Fig. 4.69. Magnetization at 50 kOe extracted from the field-dependent magnetization data 
at 300 K and 5 K as a function of actual Co content 

 
Fig. 4.70. Field-dependent magnetization for a sample with nominal Co content of x = 0.15 
measured at different temperatures 

dering in TM-doped ZnO. The absence of magnetic ordering in our samples, with 
Co content (x = 0.01 and 0.05) below the percolation threshold for cation-cation 
nearest-neighbor interaction, provides evidence that the magnetic interactions are 
dominated by the nearest-neighbor antiferromagnetic interactions, suggesting that 
the condition proposed by Coey et al. (mention above) is not sufficient to induce 
ferromagnetism in case of Co doped ZnO. Contrary to Coey et al. [Coey et al. 
2005], Lee et al. [Lee et al. 2004] found a short range nature in both antiferromag-
netic and ferromagnetic interactions, and suggest that a very high doping level of 
Co ions is required to achieve ferromagnetism, together with a sufficient supply of 
electron carriers.  The  absence of  ferromagnetic  ordering  even  in  samples with  
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Fig. 4.71. Temperature dependence of the susceptibility of Zn0.95-yCo0.05LiyO nanoparticles 

 
Fig. 4.72. Temperature dependence of the inverse susceptibility of Zn0.95-yCo0.05LiyO nano-
particles 

high Co content (x = 0.15–0.25) leads to the conclusion that even high dopant 
concentrations are not sufficient to induce ferromagnetic ordering in Co-doped 
ZnO. A similar observation was reported by Kaspar et al. [Kaspar et al. 2008]. 

Temperature dependent magnetization measurements performed on Li-doped 
Zn0.95Co0.05O nanoparticles (Zn0.95-yCo0.05LiyO, y = 0–0.05) are presented in     
Figs. 4.71 and 4.72. The curves show a similar trend as it was observed for par-
ticles without Li (Figs. 4.61 and 4.62). Field-dependent magnetization data ob-
tained at 300 K and 5 K (Figs. 4.73 and 4.74) show the absence of ferromagnetism 
similarly to nanoparticles containing no Li. Although, the ferromagnetism due to 
additional free  charge carriers when Li  is introduced in Co-doped  ZnO  nanopar-  
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Fig. 4.73. Field-dependent magnetization of Zn0.95-yCo0.05LiyO nanoparticles at 300 K 

 
Fig. 4.74. Field-dependent magnetization of Zn0.95-yCo0.05LiyO nanoparticles at 5 K (inset: 
Magnetization as a function of Li content) 

ticles was reported [Yi et al. 2010, Sluiter et al. 2005], the results presented here 
show that Li did not promote ferromagnetic coupling of Co2+. On the contrary, the 
antiferromagnetic coupling becomes stronger. This observation is in agreement 
with the most recent theoretical calculation by Assadi et al. [Assadi et al. 2010]. 
Namely, Co ions in Co-doped ZnO couple AFM and oxygen vacancies, due to in-
corporation of Li, stabilize the antiferromagnetic coupling between Co ions. Ac-
cording to their study, the ferromagnetic phase stabilization can occur only in the 
presence of hydrogen impurities regardless of doping.  

From the results presented here, the intrinsic ferromagnetism in ZnO nanopar-
ticles cannot be induced neither by Co-doped nor by Co,Li-doped suggesting that 
most probably the ferromagnetism has an extrinsic origin, i.e. in second phases.  
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4.3.5 Conclusion 

A high solubility of cobalt in ZnO is achieved using chemical vapor synthesis, as 
Zn1-xCoxO nanoparticles for Co contents of up to xa = 0.33 (according to chemical 
analysis) are of single wurtzite phase. The crystallographic structural parameters 
vary continuously with increasing Co content due to the increasing crystallite size. 
The cause for the increase of crystallite size is the enhanced evaporation rate of 
the precursor mixture due to a stronger absorption of the laser light by the Co pre-
cursor compared to the Zn precursor. Therefore, the observed subtle but signifi-
cant variations of the structural parameters are due to the decreasing surface to vo-
lume ratio with increasing particle size.  

Despite the fact that several conditions (low and high dopant content, codop-
ing) for achieving the ferromagnetism in the semiconducting ZnO were fulfilled, 
no ferromagnetism or any other cooperative magnetism was observed. This leads 
to the conclusion that structural defects or phase segregation most probably play a 
significant role in achieving the ferromagnetism in TM-doped ZnO. 



5 Conclusions 

The systematic study conducted in this work showed that the characteristics of 
nanocrystalline particles produced by chemical vapor synthesis are sensitive to the 
time-temperature history in the gas phase of the reactor. High temperatures are 
necessary for a complete coalescence of the primary particles inside the agglome-
rates. Fast quenching at the end of the reactor is essential for the prevention of ex-
tensive formation of hard agglomerates. In chemical vapor synthesis, not only the 
particle size and degree of agglomeration can be controlled, but also the degree of 
crystallinity as well as the microstrain. A hot-wall reactor based on an induction 
furnace was constructed which provides a flexibility in designing different tem-
perature profiles in order to optimize the characteristics of nanoparticles. 

A novel method, pulsed precursor delivery using a laser flash evaporator, was 
developed to feed precursors into a CVS reactor. The pulsed precursor delivery 
showed so far only limited influence on the width of the particle size distribution, 
but a significant impact on the reduction of the particle size and the degree of ag-
glomeration. The laser pulse repetition frequency had only little influence on par-
ticle size and the size distribution. On the other hand, it is possible to lower the 
particle number concentration and consequently to reduce the final particle size 
and the width of the particle size distribution by decreasing the laser duty cycle. 
The degree of agglomeration can be significantly reduced by using a lower duty 
cycle. 

Detailed analysis of both crystallographic and local structure provides evidence 
that it is possible to prepare nanocrystalline ZnO particles by chemical vapor syn-
thesis where Co is substituting Zn in the wurtzite lattice which is a key require-
ment for the development of dilute magnetic semiconductors based on Co-doped 
ZnO. The method of particle production plays a very important role in obtaining 
Co-doped ZnO powders of high homogeneity. Chemical vapor synthesis, as a 
nonequilibrium process where precursors are mixed on the molecular level in the 
gas phase, provides the possibility to prepare such samples. Laser flash evapora-
tion can be successfully used to prepare solid solutions of CoO-ZnO with Co con-
tent up to 33 at. % without the formation of second phases. Even more complex 
systems (Zn1-x-yCoxLiyO) can be prepared using this method with controlled 
powder stoichiometry. 
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7 Appendix 

Table A. Measured wall temperatures for the ‘flat’ temperature profile configuration (Ch. 
3)  

l – the reactor coordinate; Numbers in parentheses are maximum (target) wall temperatures 

Table B. Measured wall temperatures for the ‘up’ temperature profile configuration (Ch. 3) 

l – the reactor coordinate; At the positions of x = -0.20 m and x = 0.80 m the room tempera-
tures (300 K) were assumed. In order to make data useable in the CVSSIN program, all 
reactor positions were shifted by 0.20 m, and the raw data (temperatures vs. position) were 
smoothed resulting in one hundred data points. Two new positions, necessary for interpola-
tion, were added: x = -0.05 m and x = 1.05 m and at these positions 300 K are assumed. 
The ‘down’ temperature profiles were obtained by mirroring the ‘up’ temperature profiles. 

 
 

 

l [m] Wall temperatures [K] 
-0.20 300 300 300 300 300 300 300 
0.095 841 1029 1203 1365 1518 1698 1829 
0.175 870 1071 1236 1413 1633 1833 1978 
0.255 879 1092 1285 1473 1679 1873 2023 
0.295 873 1073 1283 1473 1673 1874 2023 
 (873) (1073) (1273) (1473) (1673) (1873) (2023) 
0.335 881 1083 1285 1473 1678 1873 2023 
0.415 868 1070 1249 1423 1613 1833 1978 
0.495 825 1003 1130 1310 1478 - - 
0.80 300 300 300 300 300 300 300 

l [m] Tmax [K] at x = 0.45 m 
-0.20 300 300 
0.05 982 988 
0.15 1062 1138 
0.25 1250 1399 
0.35 1440 1570 
0.45 1473 1673 
0.80 300 300 
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Table C. Specific surface area and particle size of TiO2 powders synthesized using the 
‘flat’ temperature profile (Ch. 4) 

Sample  
ID 

Temperature 
[K] 

Surf. area 
[m2/g] 

Crystallite/Particle size* [nm] 
XRD TEM BET PCS 

RD2-33 873 120.6 1.7(0) 5.9(3) 12.8 55.6(6) 
RD2-32 1073 289.6 3.4(1) 6.8(3) 5.3 31.8(3) 
RD2-36 1273 187.5 5.9(1) 8.9(2) 8.2 28.2(2) 
RD2-35 1473 166.1 8.5(1) 13.5(9) 9.3 28.0(3) 
RD2-37 1673 158.4 8.9(1) 12.7(2) 9.7 27.2(3) 
RD2-27 1873 116.6 10.5(2) 15.8(1) 13.2 31.3(3) 
RD2-38 2023 188.9 9.8(2) 17.6(7) 8.2 30.2(3) 

*All values for particle size are volume weighted except for those obtained from BET 

Table D. Experimental conditions and most relevant experimental results for TiO2 nano-
particles prepared using the pulsed precursor delivery (Ch. 4) 

Sample ID 
Laser parameters Particle size, d [nm] Geom. stand. dev., �g 

f [kHz] DC [%] XRD TEM PCS TEM PCS 

RD-164 1 20 - 5.3(2) - 1.26(2) - 
RD-183 1 30 7.4(1) 8.4(2) 36.3(9) 1.23(2) 1.39(2) 
RD-164 1 40 - 7.1(2) - 1.29(2) - 
RD-184 1 50 6.7(1) 7.5(2) 33.1(8) 1.20(2) 1.37(2) 
RD-164 1 60 - 8.4(2) - 1.23(2) - 
RD-185 1 70 7.8(1) 8.5(2) 38.1(7) 1.22(2) 1.40(1) 
RD-164 1 80 - 8.5(2) - 1.21(1) - 
RD-186 1 90 8.0(1) 8.0(3) 42.1(7) 1.22(2) 1.39(1) 
RD-164 1 100 - 9.2(2) - 1.25(1) - 
RD2-39 0.2 20 5.6(1) 5.8(1) 22.5(2) 1.24(3) 1.36(1) 
RD2-14 0.2 20 - 5.7(1) - 1.30(3) - 
RD2-14 0.2 40 - 7.6(1) - 1.23(1) - 
RD2-14 0.2 60 - 8.1(1) - 1.26(1) - 
RD2-14 0.2 80 - 8.8(1) - 1.27(1) - 
RD2-14 0.2 100 - 8.6(1) - 1.25(1) - 
RD-152 0.05 50 - 10.0(2) - 1.23(2) - 
RD-152 1 50 - 8.2(3) - 1.23(2) - 
RD-152 3 50 - 8.8(2) - 1.23(2) - 
RD-152 5 50 - 8.7(2) - 1.24(2) - 
RD-152 25 50 - 8.9(5) - 1.25(3) - 

The values for particle size obtained from XRD and PCS are volume weighted, while from 
TEM are number weighted 
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Table E. Results of the Rietveld refinement of Zn1-xCoxO samples (only results for the 
wurtzite phase are shown) (Ch. 4) 

Sample ID x d [nm] ɛ Lattice parameters [Å] GofF a c 
RD-115 0 8.6(1) 0.0088(1) 3.2472(4) 5.211(1) 1.62 
RD-93 0.001 10.8(0) 0.0046(1) 3.2517(4) 5.2128(7) 1.51 
RD-91 0.005 12.3(0) 0.0041(1) 3.2526(3) 5.2134(6) 1.38 
RD-89 0.01 11.6(0) 0.0041(1) 3.2525(4) 5.2120(7) 1.40 
RD-90 0.05 18.4(1) 0.0024(0) 3.2532(3) 5.2107(2) 1.24 
RD-74 0.10 17.9(2) 0.0028(1) 3.2534(1) 5.2111(6) 1.24 
RD-97 0.15 17.0(1) 0.0022(1) 3.2558(3) 5.2116(6) 1.09 
RD-106 0.20 18.8(1) 0.0020(0) 3.2576(3) 5.2135(6) 1.11 
RD-110 0.25 20.0(1) 0.0023(0) 3.2584(2) 5.2121(4) 1.28 
RD-112 0.30 23.2(0) 0.0022(1) 3.2572(2) 5.2098(4) 1.24 
RD-111 0.50 14.3(1) 0.0019(1) 3.259(1) 5.214(3) 1.20 

x – nominal Co content, d – crystallite size, ɛ – r.m.s. microstrain, GofF – goodness of fit 

Table F. Phase composition and lattice parameters obtained from the Rietveld refinement 
of Zn1-xCoxO samples with Co content of x = 0.30 and 0.50 (Ch. 4) 

Sample ID x 
Phase composition [vol.%] Lattice parameter, a [Å] 
ZnO 

P63mc 
CoO 

Fm-3m 
Co3O4 
Fd-3m 

CoO 
 

Co3O4 
 

RD-112 0.30 97.5 2.5(3) - 4.268(3) - 
RD-111 0.50 25 52(2) 23(2) 4.2704(7) 8.148(4) 
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