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Abstract

Technische Universität München
Lehrstuhl für Hochfrequenztechnik

Tazi, Hicham
"Integration of Numerical Simulation Approaches in the Virtual Development of Automotive
Antenna Systems"
June 2012

In order to satisfy the high expectations of signal reception quality for multiple multimedia
services, an ever increasing number of antennas differing in location and frequency range of
operation are installed in present-day vehicles. One of the greatest challenges of automotive
antenna engineering is the necessity to make important decisions about the location of
the antennas in early stages of development. This is essential due to the fact that many
parameters, which have an important impact on the antenna functionality must be considered.
The antenna evaluation can be performed if its position in the car is known, especially when
antennas are in the immediate vicinity of the car body. Besides, a multitude of car types
with different optional equipments are offered to satisfy the customer needs. Therefore,
measurements with several prototype cars are still needed to ensure the system quality. These
measurements are laborious and time consuming due to the use of expensive car prototypes
in the development process. Furthermore, details relating to the car body are often discussed
in the concept phase, where no prototypes are available at all. Thus, electrical engineers have
started to analyze further development options to reduce measurement dependency and to
allow for a faster evaluation of various system configurations.
Ever increasing computational capabilities allow very large matrix equations to be solved
by utilizing numerical techniques making it possible to evaluate important antenna and
Electro Magnetic Compatibility (EMC) decisions at an early stage of development. Antenna
parameters like the scattering parameters and the radiation pattern can be reliably evaluated.
In Chapter 1 of this thesis, an insight in the automotive antenna development at AUDI AG
is given. In this introduction, the current automotive antennas and their operating frequency
ranges are presented. Also, it will be shown, why automotive antenna system simulations are
essential for the automotive antenna development.
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In Chapter 2, the major development criteria for automotive antenna systems plus antenna
styling and EMC criteria are described.
The most important numerical simulation approaches within commercial simulation tools for
automotive antenna engineering are presented in Chapter 3. In particular, approaches based
on the Method of Moments (MoM) for glass antenna development, which are implemented
in the simulation framework at the Antenna Department of AUDI AG, are sufficiently
introduced and compared.
Algorithms that facilitate computation time optimization and modelling effort reduction are
discussed in Chapter 4. These optimization methods are validated by comparison to the
standard simulation methods.
In Chapter 5, important modelling details relating to the glass antenna model and its
environment are discussed. The generation of accurate virtual models of the vehicle and
antenna systems represents a challenge for antenna engineers and has a major influence on
simulation results exactness.
Chapter 6 presents validations of the simulation models and the utilized simulation approaches
for determining the antenna characteristics. This is done by the application of the methods
shown in Chapter 3 for the virtual development of glass window antennas for different high
frequency services.
Chapter 7 presents a new development process based on three dimensional simulation for
keyless entry and keyless go systems operating in a low frequency range. The virtual
development process is validated by measurements.
Last but not least, developments of very high frequency antenna systems based on simulations
are illustrated in Chapter 8.
The key achievements of this thesis consist in presenting novel development processes based on
simulations for several automotive antenna systems. The focus of the presented investigations
is related to on glass printed antennas for a wide frequency band starting from 100 kHz up
to 900 MHz. Different numerical methods based on the Method of Moments are compared to
present a solution for virtual antenna development. To compare the proposed approaches,
simulations using each one were performed. Furthermore, important details for antenna
system and antenna environment modelling, especially those related to ground and antenna
amplifiers are given. Also, keyless systems operating at low frequencies as well as roof antenna
systems operating at very high frequencies beyond 700 MHz are investigated. All proposed
virtual processes are validated by measurements. Valuable computation time can be saved as
shown in this work by choosing adequate algorithms.

Hicham Tazi



Acknowledgements

First of all, I would like to express my deepest gratitude and thanks to my Ph.D. supervisor
Professor Thomas Eibert for giving me the opportunity to write my dissertation in the
High-Frequency Engineering Department at the Technische Universität München. This work
has been one of the most significant academic challenges I have ever had to face. This
dissertation would not have been successfully completed without support, patience, and
guidance from Professor Eibert who always helped me to overcome many difficult situations.
I am also thankful to him for giving me the possibility to travel to several conferences around
the word for presenting parts of this work.

This work would not have been possible without the financial help and support from
AUDI AG. I would like to show my gratitude to my colleagues from the Antenna Department
at AUDI AG especially Dr. Christoph Ullrich for his encouragement and guidance. I am
deeply grateful to him and to Mr. Aurél Papp for their motivation, support, and for the
multiple opportunities to show and discuss my research results. I am also grateful to many
colleagues from the EMC Department especially Mr. Johannes Hippeli for the long discussions
that helped me to enrich my ideas.
I owe sincere and earnest thankfulness to many people from the company EMCOS for their
support, advices and very long discussions especially with Ms. Anna Gheonjian and Dr.
Roman Jobava.
It is a great pleasure to thank all students that I have supervised during my Ph.D. time for
their brilliant works, especially Mr. Alexander Schneider and Mr. Lukas Bochenski that I
show some of our common works in parts of this thesis.
I would like to thank everyone who helped me to write my dissertation successfully especially
colleagues from the High-Frequency Department, TU München.

My thanks go to all my friends and colleagues who have shared with me these past
years enriching my professional and private life for their support, collaboration, encourage-
ment, and friendship.
Last but not least, I would like to express my deepest gratitude to my family especially my
parents without whom all this would not exist at all.





By three methods we may learn wisdom: First, by reflection, which is noblest; Second, by
imitation, which is easiest; and third by experience, which is the bitterest.

Master Kong (551 B.C. - 479 B.C.)





List of Symbols Page | vii

List of Symbols

Symbol Denotation unit
β phase constant 1/m
βn basis function
Δl length difference m
δ Dirac impulse
δij Kronecker delta
η antenna efficiency
� imaginary part
λ wavelength m
λ0 free space wavelength m
λmin smallest wavelength m
μ permeability H/m
μ(f) frequency dependent permeability H/m
μ0 permeability in free space H/m
μenv relative environment permeability H/m
μr relative permeability
μrod ferrite permeability H/m
∇ Nabla operator
ω angular frequency 1/s
∂E0 partial electric field V/m
∂H0 partial magnetic field A/m
Φ electrical potential V
ϕ azimuth angle rad
ϕN angular phase shift rad
� real part
ρ resistivity Ω m
ρe electric charge density C/m3

ρm magnetic charge density Wb/m3

σ electric conductivity S/m
τN time step s

Hicham Tazi



List of Symbols Page | viii

ϑ elevation angle rad
ε(f) frequency dependent permittivity F/m
ε0 vacuum permittivity (≈ 3 · 8.85 × 10−12) F/m
εe equivalent permittivity F/m
εr material permittivity
�Φ−

ik outgoing flux
�Φ+

ik incoming flux
�A magnetic vector potential Vs/m
�B magnetic flux density T
�D displacement current density C/m2

�E electric field V/m
�e unit vector
�Einc incident electric field V/m
�Esc scattered electric field V/m
↔
G

E

J (�r, �r ′ ) electric dyadic Green’s function Ω/m2

↔
G

H

J (�r, �r ′ ) magnetic dyadic Green’s function 1/m2

�H magnetic field A/m
�J current density A/m2

�Jk mirror current density of element k A/m2

�JM magnetic current density V/m2

�n unit normal vector
�nk unit normal vector
�r position vector m
�S pointing vector W/m2

�v velocity m/s
gCji

k scalar matrix coefficient element
hCji

k horizontal matrix coefficient element
vCji

k vertical matrix coefficient element
A surface m2

a incoming wave V/
√

Ω
a1 incoming wave in port 1 V/

√
Ω

a2 incoming wave in port 2 V/
√

Ω
Aeffrad effective radiation antenna aperture m2

Aefftrans effective transmission antenna aperture m2

AJ lateral face m2

AF antenna factor 1/m

Hicham Tazi



List of Symbols Page | ix

b reflected wave V/
√

Ω
b1 reflected wave in port 1 V/

√
Ω

B1n magnetic flux density normal component T
b2 reflected wave in port 2 V/

√
Ω

BJ magnetic flux density T
Bm voltage vector elements V
C capacitance F
c light speed in material m/s
c0 light speed in free space (≈ 3 · 108) m/s
Ccoplanar coplanar strip line capacitance F
cii per unit length capacitance matrix diagonal

elements
F/unit length

cij per unit length coupling capacitance F/unit length
CP parasitic capacitance F
D electric displacement current density C/m2

d distance m
da antenna dimension m
div divergence
E electric field V/m
Etan electric field tangential component V/m
f frequency Hz
f0 resonant frequency Hz
G antenna gain dBi
GI isotropic gain dBi
Grad gain of the radiating antenna dBi
Grealized realized gain or practical gain dBi
Gtrans gain of the receiving antenna dBi
gii per unit length capacitance matrix diagonal

elements
s/unit length

gij per unit length coupling capacitance s/unit length
grad gradient
H transmission coefficient
h thickness m
H∗ complex transmission coefficient conjugate
hI magnetic edge voltages A
hI magnetic field A/m
H inc incident magnetic field A/m

Hicham Tazi



List of Symbols Page | x

Htan magnetic field tangential component A/m
Htrans transfer function
Isignal input signal
I electric current A
Iin input current A
Ir reflected wave current A
J current density A/m2

K stability criterion
k0 free space wave number 1/m
L inductance H
l length m
L mathematical operator
lcell smallest cell edge m
lii per unit length inductance matrix diagonal

elements
H/unit length

lij per unit length coupling inductance H/unit length
M coupling inductance H
n number of coupling parameters
Osignal output signal
PA available effective power W
Pav0 available power W
PD dissipative power W
PIN input power W
Pmax maximal power W
pN amplitude amplification factor
PR (effective) radiated power W
PR radiation power W
Prad radiated power W
Ptrans transmitted power W
r1 return loss parameter
R Ohmic load Ω
r radius m
RE radiation resistance Ω
rii per unit length capacitance matrix diagonal

elements
Ω/unit length

rij per unit length coupling capacitance Ω/unit length
RL load Ohmic part Ω

Hicham Tazi



List of Symbols Page | xi

rot rotation
RS source Ohmic part Ω
R′

T L transmission line resistive load Ω
RV (antenna) Ohmic loss Ω
Rw equivalent wire radius m
s curve m
S scattering parameter dB
S11 reflection factor at port 1
S21 transmission factor from port 1 to port 2
sj mean value of the tetrahedron edges
Sk surface m2

Sr (radial) radiation power density W/m2

t time s
T time period s
tan δ dielectric loss factor
tan(δm) magnetic loss factor
U voltage V
U− forward/backward travelling waves V
U+ forward/backward travelling waves V
UA antenna voltage source V
Uin input voltage V
UL load voltage V
UR reflected wave voltage V
US source voltage V
UT transmitted wave voltage V
v invalid tetrahedron
V volume m3

VI volume of the tetrahedron m3

vR receiver antenna ground speed m/s
vS transmitter antenna ground speed m/s
w metallic strip width m
wm testing function
XA antenna reactance Ω
XL load reactance part Ω
XS source reactance Ω
y elements of the Y matrix S

Z impedance Ω
Hicham Tazi



List of Symbols Page | xii

z propagation direction
Z0 reference impedance Ω
ZA antenna impedance Ω
ZF0 wave impedance Ω
ZIN input impedance Ω
ZL load impedance Ω
Zmatrix impedance matrix Ω
ZMN impedance elements Ω
ZS source impedance Ω

Hicham Tazi



List of Abbreviations

Abbreviation Meaning
ABC Absorbing Boundary Condition
AFS Adaptive Frequency Sampling
AM Amplitude Modulation
ASCII American Standard Code for Information Interchange
BCM Body Computer Module
Bilogper Bi-conical logarithmic periodical
CAD Computer Aided Design
CATIA Computer Aided Three- Dimensional Interactive

Application
CDMA Code Division Multiple Access
DAB Digital Audio Broadcasting
DUT Device Under Test
DXF Drawing eXchange Format
EFIE Electric Field Integral Equation
EIRP Equivalent Isotropic Radiated Power
EM Electro Magnetic Compatibility
EMC Electro Magnetic Compatibility
EMSL European Microwave Signature Laboratory
ETC Electronic Toll Collection
FD Frequency Domain
FDM Finite Difference Method
FDA Frequency Distribution Algorithm
FDMA Frequency Division Multiple Access
FDTD Finite Difference Time Domain
FEA Finite Element Analysis
FEM Finite Element Method
FT Fourier Transformation
FIM Finite Integral Method
FIT Finite Integration Theory



List of Abbreviations Page | xiv

Abbreviation Meaning
FM Frequency Modulation
FV Finite Volume method
FVTD Finite- Volume Time Domain
GO Geometrical Optic
GPS Global Positioning System
GSM Global System for Mobile communication
GTD Geometrical Theory of Diffraction
HF High Frequency
IBC Impedance Boundary Condition
IEEE Institute of Electrical and Electronics Engineers
IGES Initial Graphics Exchange Specification
LCTL Lumped Circuit Transmission Line
LED Light Emitting Diode
LF Low Frequency
LNA Low Noise Amplifier
LoS Line of Sight
LTE Long Term Evolution
LW Long Wave
MAS Method of Auxiliary Sources
Mbps Megabit per second
MF Medium Frequency
MFIE Magnetic Field Integral Equation
MIMO Multiple Input Multiple Output
MoM Method of Moments
MoM-MAS hybrid Method of Moments with the Method of

Auxiliary Sources
MTL Multi conductor Transmission Line
MW Medium Wave
NASTRAN NAsa STRuctural ANalysis System
NFSS Near Field Source Solution
NVA Network Vector Analyzer
ODE Ordinary Differential Equation
OFM Orthogonal Frequency Multiplexing
PBA Perfect Boundary Approximation
PDE Partial Differential Equation
PEC Perfect Electric Conductors

Hicham Tazi



List of Abbreviations Page | xv

Abbreviation Meaning
PML Perfectly Matched Layers
PO Physical Optic
PTD Physical Theory of Diffraction
RF Radio Frequency
SDARS Satellite Digital Audio Radio Service
SDMA Space Division Multiple Access
SM-ABC Silver Mueller Absorbing Boundary Condition
SERIUS Service In US
SISO Single Input Single Output
SNR Signal Noise Ratio
SPICE Simulation Program Integrated Circuit Emphasis
STEP Standard Template Electronic Publishing
SUV Sport Utility Vehicles
SW Short Wave
TD Time Domain
TDMA Time Division Multiple Access
TEM Transversal Electro Magnetic
TL Transmission Line
TLM Transmission Line Method
TLMM Transmission Line Matrix Method
TPS Tire Pressure System
TST Thin Sheet Technique
TV TeleVision
UMTS Universal Mobile Communication System
USW Ultra Short Wave
VHF Very High Frequency
VICS Vehicle Information Communication System
WLAN Wireless Local Area Network

Hicham Tazi





Table of Contents

List of Symbols vii

List of Abbreviations xiii

1 Introduction 1
1.1 Automotive Antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Antenna Characterization 11
2.1 Scattering Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Far Field Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Radiation Pattern of an Automotive Antenna Mounted on the Car Roof . . . . 15
2.4 Improvement of the Signal Reception Quality . . . . . . . . . . . . . . . . . . . 20

2.4.1 Multipath and Doppler Effect . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.2 Diversity Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.3 Multiple Input Multiple Output Systems . . . . . . . . . . . . . . . . . 24

2.5 Antenna Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6 Styling Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.7 Electromagnetic Compatibility Mechanisms . . . . . . . . . . . . . . . . . . . . 28

2.7.1 Operation Model of an Electric Monopole . . . . . . . . . . . . . . . . . 29
2.7.2 EMC Coupling Mechanisms in Vehicles . . . . . . . . . . . . . . . . . . 30

3 Numerical Approaches for Automotive Antenna Computation 33
3.1 Fundamentals of Electromagnetics . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1.1 Field Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.2 Time Domain Description of Maxwell’s Equations . . . . . . . . . . . . 35
3.1.3 Frequency Domain Description of Maxwell’s Equations . . . . . . . . . . 37
3.1.4 Time Domain and Frequency Domain Transformation . . . . . . . . . . 37
3.1.5 Wave Equations for Electric and Magnetic Fields . . . . . . . . . . . . . 38
3.1.6 Material Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1.7 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40



Table of Contents Page | xviii

3.2 Numerical Methods in Electromagnetics . . . . . . . . . . . . . . . . . . . . . . 41
3.2.1 Finite Difference Time Domain Method . . . . . . . . . . . . . . . . . . 44
3.2.2 Finite Integration Technique . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.3 Transmission Line Matrix Method . . . . . . . . . . . . . . . . . . . . . 48
3.2.4 Transmission Line Method . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.5 Lumped Circuit Transmission Line Method . . . . . . . . . . . . . . . . 53

3.3 Finite Volume Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.1 Finite Volume Time Domain Approach . . . . . . . . . . . . . . . . . . 55
3.3.2 Validation of the Finite Volume Time Domain Approach . . . . . . . . . 56

3.4 Numerical Approaches Based on the Method of Moments . . . . . . . . . . . . 58
3.4.1 Mathematical Description of the Method of Moments . . . . . . . . . . 58
3.4.2 Deployment of the Method of Moments for Electromagnetic Fields . . . 59
3.4.3 Validation of the Method of Moments . . . . . . . . . . . . . . . . . . . 62
3.4.4 Equivalent Method of Popović . . . . . . . . . . . . . . . . . . . . . . . 64
3.4.5 Thin Surface Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.4.6 Hybrid Method of Moments with Method of Auxiliary Sources . . . . . 67
3.4.7 Comparison of the Presented Simulation Methods Based on MoM . . . 69
3.4.8 Incorporation of Electrical Networks into the Simulation Models . . . . 72

3.5 Near Field Source Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4 Computation Time Optimization for MoM 77
4.1 Multi Excitation Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Multi Partitioning Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.2.1 Matrix Partitioning for Front Window Antenna Investigations . . . . . . 80
4.2.2 Matrix Partitioning for Glass Window Parameter Investigations . . . . . 83
4.2.3 Matrix Partitioning for Rear Window Parameter Investigations . . . . . 84

4.3 Multi Partitioning and Multi Excitation Approach . . . . . . . . . . . . . . . . 85
4.4 Further Methods for Computation Time Optimization . . . . . . . . . . . . . . 87

5 Generation of the Simulation Model 89
5.1 General Rules for Simulation Model Generation . . . . . . . . . . . . . . . . . . 89
5.2 Discretization Rules for MoM Simulation . . . . . . . . . . . . . . . . . . . . . 93
5.3 Glass Antenna Model Generation . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4 Modelling of Electrical Networks . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.5 Ground Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6 Virtual Development of Glass Antenna Systems 105
6.1 Strip-line Investigations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2 Far Field Investigations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3 Development Process of Rear Window Antennas . . . . . . . . . . . . . . . . . 114

Hicham Tazi



7 Keyless Entry Systems 117
7.1 Laboratory Investigations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.1.1 Loop Antennas Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.1.2 Ferrite Antenna Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.1.3 Ferrite Antenna Sensitivity Determination . . . . . . . . . . . . . . . . . 126

7.2 Virtual Development of Keyless Entry Systems . . . . . . . . . . . . . . . . . . 128
7.2.1 Ferrite Antenna Mounted in Car Door . . . . . . . . . . . . . . . . . . . 128
7.2.2 Ferrite Antenna Mounted in Vehicle Car Bodyshell . . . . . . . . . . . . 131
7.2.3 Integration of the Keyless System Simulation in the Development Process133

8 Development of Very High Frequency Antenna Systems 137
8.1 Roof Antenna Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
8.2 Application of the Finite Volume Approach for RF System Development . . . . 139
8.3 Influence of the Antenna Environment on the Antenna Performance . . . . . . 144
8.4 System Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

9 Conclusion and Outlook 163

Bibliography 167

Table of Contents Page | xix





1 Introduction

Many automotive engineering fields have started to use simulations profiting from the con-
tinuously increasing performance of computers in terms of computation time and memory
capacity [Konr 07; Reif 11]. Computational methods are used to develop complex systems
with variation of different system parameters. Simulations can also be used in different stages
of development in order to achieve the best possible system performance in very short devel-
opment time. However, the benefit depends on the application time as shown in Figure 1.1

[Frei 09]. When simulations are applied in the development process of automotive antenna

Benefit

Time

high

low
- Optimization of taking 
measures for system 
improvement

- Variation of system 
parameters
- Influence of design on 
system performance

- Validation of complete 
system
- Learn effect for future 
systems

- Testing of new systems
- Parameter 
investigations
- New material 
investigations

Research phase

System variation

high

low

Concept phase Test phase Production phase

Figure 1.1: Benefit of the simulation.

systems, four different phases can be distinguished:

• Research phase: The highest benefit can be reached in this phase of development because
the developer still has the possibility to change different system parameters to reach the
best result. In addition, the developer has the opportunity to test completely new sys-
tems and new concepts to analyze their usability. For example, it is possible to evaluate
new antenna positioning concepts in cars. The results obtained could be considered for
new antenna system concepts.
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• Concept phase: Usually, geometries of the system are already defined in this phase. The
developer still has the eventuality to look for the best position of the antenna layout
in the car. More than one integration location should be available in case of geometry
change.

• Test phase: During this stage, only a few alternatives are available for the developer
to improve system quality. Nevertheless, he still has a powerful tool to ensure the
development of the best optimized system by changing the antenna layout.

• Production phase: In this stage of development only an understanding of the system
performance is feasible, and troubleshooting relating to EMC problems can be performed.
The results achieved could be used for development and to improve the next system
generation.

1.1 Automotive Antennas

The number of the radio services offered in the automotive field has increased in recent
years [Reif 11]. A need to elate customers and to differ from low cost car manufacturers
leads to the integration of more and more Radio Frequency (RF) services in cars. Ini-
tially, the only RF service offered in cars were the Amplitude Modulation (AM) with an-
tennas working in Low/Medium Frequency (LF/MF) and Frequency Modulation (FM)
radio [Wern 06; Schn 06]. Due to a revolution in RF services worldwide [Fuji 94], further ser-
vices were integrated first in luxury cars and then in regular cars. Examples for this are the
introduction of telephone and navigation systems in expensive cars in the mid 90s [Talt 01].
Today, a multitude of RF systems can be found in cars, for example central locking, Bluetooth
systems and Tire Pressure Systems (TPS) [Rabi 10]. Even for multimedia services, a wide
choice is available for TeleVision (TV) and radio. The differences in frequency ranges in each
country have to be considered. Also, differences in the technology used, such as radio based
on satellite transmission or broadcast terrestrially based on LF/MF especially in the USA and
Canada, or radio based on Very High Frequency (VHF) as it is the case in large parts of
Europe. Figure 1.2 shows the development of the number of the RF services offered in cars in
recent years. The number of the antennas will still increase in the years ahead and in 2015 will
include some new services like Car2Car and the new mobile technology - Long Term Evolution
(LTE)- [Saut 11]. More than 20 RF services will be available in cars in the coming few years.
Even taking of antenna diversity into account with two or even three antennas for some of the
services offered, the number of antennas in any car could surpass 30.
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Figure 1.2: Automotive RF services evolution over the last decades.

The multiple antennas typically work in different frequency ranges. Figure 1.3 gives an overview
of the diverse frequency ranges used for automotive applications. The various systems operate
at frequencies starting at around 10 kHz for the keyless entry and keyless go systems and
ranging up to some 10 GHz for radar systems. Several systems operate in the frequency range
around 2 GHz such as the Universal Mobile Communication System (UMTS), Global System
for Mobile communication (GSM) [Saut 11], Bluetooth or Satellite Digital Radio Service
(SDARS) [Wies 07b; Xue 04]. Radio services start with LW at 125 kHz and end at 2.4 GHz
with SDARS. Digital Audio Broadcating (DAB) operating in frequency ranges starting at
around 100 MHz for low band and ending at 1.9 GHz for the highest band will replace the
widespread VHF system in the future [Luo 09]. The TV services operate in different bands
starting at about 100 MHz for low band and ending at 1 GHz [Luo 09].
Figure 1.4 shows a typical car antenna system with the multiple positions of the antennas and
the antenna amplifiers. The blue colored areas show potential positions of further antennas.
Typically, several multimedia antennas, especially radio antennas operating in VHF frequency
range and TV antennas, are mounted in the rear window. Side widows are often used for DAB
antennas and TV.
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Figure 1.3: Operating frequency ranges of the multiple RF automotive services.

Sometimes an additional FM antenna is placed in the side window, for example as part of a
diversity system [Kim 03]. Front windows are used often for radio and for TV in convertibles
due to the small rear and side windows, which are retracted when the roof is down. Side mirrors
are often used for Global Positioning System antennas GPS or UMTS antennas [Dode 10].
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The inside mirror can also be used for this purpose. Further antennas can be hidden in the
bumper as well as in the spoiler.

Figure 1.4: Typical car antenna system.

Keyless antennas are usually magnetic antennas, which are placed in the doors or in the
luggage trunk. In limousines, several antennas operating in the high frequency range are
located in the roof antenna assembly, such as GPS, GSM, UMTS and SDARS. Figure 1.5
shows a typical roof antenna system composed of two patches for GPS and SDARS and one
Receiving/Transmitting ( Rx/Tx) telephone antenna covering the GSM and UMTS frequency
ranges.

Patch antenna for SDARS

Patch antenna for GPS

Wideband telephone antenna

Figure 1.5: Typical roof antenna system.

Figure 1.6 shows a block diagram of a receiving system composed of a receiving antenna with a
gain GAnt and a Low Noise Amplifier (LNA), an RF cable and a receiver [Rabi 10]. The role
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of the LNA is to amplify the weak received signal with preferably minimal addition of noise
and it is characterized by the gain GLNA and a noise factor FLNA. Both, the RF cable and
the receiver are also characterized by the gain GCable and Grec and a noise factor FCable and
Frec, respectively. The LNA is connected to an input matching circuit from the antenna side
and to an output matching circuit from the receiver side [Matt 80]. This is very important to
ensure minimal signal loss due to the mismatching between antenna or receiver and amplifier
[Russ 03]. The signal is led through the RF cable to the receiver.

RF Cable

Antenna

Low Noise Amplifier
LNA

FCable, GCable

GAnt

Receiver

Frec, Grec

Input
matching 

circuit

Output
matching 

circuit

FLNA, GLNA

Figure 1.6: Block diagram of an automotive active antenna system.

Figure 1.7 shows a special case of Figure 1.6 [Rabi 10]. The difference between both graphs
is the tuner representing a part of the car radio. The role of the tuner is to demodulate and
decode the encrypted received signal.

LNA: L N A

Figure 1.7: Block diagram of an automotive active multimedia antenna system.

1.2 Problem Definition

In the last three decades, the product portfolio of cars has increased rapidly. This is related to
the fact that the number of the cars bought has increased strongly worldwide. Especially new
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markets like China and India have shown a huge demand for cars. Car manufacturers have to
be flexible and to respond to all customers’ tastes, taking into account the different cultural
and socio-economical backgrounds of each market. The product range goes from small city
cars through limousines up to Sports Utility Vehicles (SUVs). Besides that, customers have
the possibility to configure their cars with different equipment depending on their needs and
budget. Figure 1.8 shows how the number of different models has developed in recent years
at AUDI AG. The trend is to offer cars to all niche markets. It can therefore be expected

Years
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nt
s

1980 1990 2000 2007

- AUDI 60
- AUDI 80
- AUDI 100
-AUDI Coupé

- AUDI 80
- AUDI 100
- AUDI 100  Avant
- AUDI Cabrio
- AUDI Coupé

- A2
- A3 / A3 Sportback
- S3
- TT Coupé
- TT Roadster
- A4 /S4 / RS4
- A4 Avant
- A6 / S6 / RS6
- A6 Avant
- A6 Allroad
- A8 / S8
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- A3 / A3 Sportback
- A3 Cabriot
- RS3 / S3
- TT Coupé
- TT Roadster
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- A4 / S4 / RS4
- A4 Avant
- A4 Cabriot
- A4 Allroad
- A5 / S5 / RS5
- A5 Sportback
- A6 / S6 / RS6
- A6 Avant
- A6 Allroad
- A8 / S8
- A7
- R8
- Q7
- Q5
- Q3

2011

Figure 1.8: Evolution of AUDI cars in the last decades.

that the number of cars produced and of possible car configurations will increase in the years
ahead. A great challenge for premium car manufacturers is to ensure the best possible quality,
to be the first in the market to offer new technologies and to assure the robustness of these
technologies for the car life cycle. An additional challenge is the shorter development cycle,
which does often not surpass thirty-six months. Additionally, the car manufacturers try to
economize resources in development such as costs related to the car prototypes, which represent
an important part of the development budget of each car to stay competitive to the other car
manufacturers. Thus, development time is decreasing significantly. Besides that, it is almost
impossible to produce car prototypes for each potential car configuration. The application of
these development challenges on the automotive antenna area makes it necessary to use new
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tools based on virtual system development in order to develop antennas without the need of
prototypes with decreasing time consumption and without very expensive measurements. This
would give the antenna engineers the possibility to get information about system quality at
a very early stage of development. However, the accuracy of the results delivered from these
virtual development tools must be ensured.

1.3 Objectives

The need to use simulation tools to develop new antenna systems was recognized some years
ago. Different commercial 3D simulation tools can be used in the field of the antenna and
electromagnetic compatibility (EMC) engineering for system development or as a part of the
development process.
The objectives of the application of simulations in the field of antenna engineering are shown
in Figure 1.9. The objectives of virtual automotive antenna development can be split into four
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Figure 1.9: Objectives of integrating simulation into the development process.
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• Laboratory investigations: In this development stage important investigations relating to
completely new antenna concepts can be performed. Simulations can help to predict the
antenna behaviour especially when parameter studies are to be realized. One example
would be changing the electric parameters of the glass the antennas are printed on. This
can happen if the glass supplier is changed or if new glass requirements are needed.
Besides that, measurements of some simple laboratory constructions can be used to
validate numerical computations of simulation methods or new features in the simulation
tools.

• Concept studies: The antennas installed in cars have to be hidden. This is due to the
strict design criteria of the car Styling Department. Consequently, new car concepts
should be improved continuously to respond to all system requirements. Simulations
can help engineers to find new positions in cars, where antennas could be mounted
accordingly to the design criteria and system performance requirements.

• Generation of the first antenna layout: The development of antennas for all RF services
is very laborious and time consuming. Utilizing simulation tools, it is much easier to
realize many development loops. The first antenna layout can be designed in this way.
However, further investigations based on measurements are still needed to validate the
antenna behaviour and for fine tuning of the antenna structure.

• Antenna development based on simulation only: The most important goal of simulation is
to be able to realize the complete development process based on simulation only without
the need to verify the simulation results with measurements. This would be possible if
it could be proven that simulations have been validated for all RF services and in all
frequency ranges of interest. This will be achieved in the near future.
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2 Antenna Characterization

In antenna engineering literature [Bala 05; Vola 07; Orfa 04; Ante 09], one can find many
parameters, which are used for the characterization of antennas. Different antenna parameters
are dependent on each other. In this chapter, an overview of the most important parameters
in antenna engineering is given.
For a better understanding of antenna systems, equivalent circuits are used [Voge 04]. First,
it can be distinguished between an equivalent circuit of an emitting system shown on the left
side of Figure 2.1 and an equivalent circuit of the receiving system represented on the right
side of the figure [Wies 07a; Voge 04].

The equivalent circuit of the emitting system is composed of a source part with a source voltage

Source Emitting antenna ReceiverReceiving antenna

Power

inZ

inU

lR

inR

AX

AZ

inI

inX

ER

Power

AZ

AU

lR RR

RX

RZ

inI

AX

ER
LU

AR
AR

SU

Equivalent circuit for a receiving systemEquivalent circuit for an emitting system

Figure 2.1: Equivalent model of an emitting and a receiving systems.

US and a complex source impedance Zin. The real part of the impedance is represented by
the resistance Rin and the imaginary part is represented by the reactance Xin. Consequently,
a resulting electric current Iin in the emitting part of the equivalent circuit can be calculated
from the source voltage and the complex input impedance ZA of the antenna. The antenna
radiation power Pr can be calculated from the current Iin and the voltage Uin measured at the
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source ports including the impedance Zin. The current Iin and the voltage Uin at the antenna
terminals are given by

Iin =
US

Zin + ZA
(2.1)

and
Uin =

US ZA

Zin + ZA
. (2.2)

The blue highlighted part of the emitting system’s equivalent circuit consists of the complex
antenna impedance ZA that can be split in an Ohmic part RA and a reactance part XA. RA

represents the sum of the antenna Ohmic losses Rl and a radiation resistance RE .
The equivalent circuit of the receiving system is, like the emitting system, composed of a re-
ceiving antenna part and a receiver. The source voltage in the receiving antenna is represented
by UA. The receiving antenna is described in addition to the source voltage UA with the
impedance ZA composed of XA and the Ohmic part RA. The receiver power can be calculated
from the current I ′

in and the voltage UL measured at the receiver source port. The receiver
part is given by the complex load impedance ZR, which can be split in an Ohmic part RR and
a reactance part XR.

2.1 Scattering Parameters

Figure 2.2 shows an electric circuit composed of a voltage source US , a source impedance ZS

and a two-port network connected to infinitesimal line sections with the wave impedance Z0.
The network is terminated by the load impedance ZL.

1U
2U

1I 2I

SZ

11S 22S

12S

21S

SU

LZ

0Z
0Z

1a

1b 2a

2b

Figure 2.2: S-parameter network.

The resulting current at the input terminals of the two-port network is I1. The voltage at
port 1 is characterized by U1. Similarly, the voltage at port 2 is characterized by U2. Certain
parts of the source energy is reflected at port 1 of the network. The rest of the energy will be
transmitted to port 2 if the two port is lossless. In order to introduce the scattering parameters,
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also called S-parameters, two new entities should be introduced. The first one is the incoming
wave a and the second is the reflected wave b. The indices 1 and 2 represent the ports 1 and
2, respectively [Wies 07a; Kark 04]. The parameters of the S matrix describing the two-port
network are calculated based on the normalized wave parameters a and b:

b1 = S11 a1 + S12 a2 (2.3)

and

b2 = S21 a1 + S22 a2 . (2.4)

The four S-parameters describing the relation between incoming and reflected waves are for-
mulated by

S11 =
b1
a1

∣∣∣∣
a2=0

, S22 =
b2
a2

∣∣∣∣
a1=0

, S21 =
b2
a1

∣∣∣∣
a2=0

, S12 =
b1
a2

∣∣∣∣
a1=0

. (2.5)

The incoming wave a1 at port 1 can be calculated according to

a1 =
U1 + I1 Z0

2
√

Z0
. (2.6)

Similar to equation (2.6), the incoming wave a2 at port 2 can be described by

a2 =
U2 + I2 Z0

2
√

Z0
. (2.7)

The reflected wave b1 at port 1 can be calculated according to

b1 =
U1 − I1 Z0

2
√

Z0
. (2.8)

Similar to equation (2.8), the reflected wave b2 at port 2 can be described by

b2 =
U2 − I2 Z0

2
√

Z0
. (2.9)

The load impedance return loss parameter rL is defined as

rL =
ZL
Z0

− 1
ZL
Z0

+ 1
. (2.10)

Similarly, the source return loss parameter rS is given by

rS =
ZS
Z0

− 1
ZS
Z0

+ 1
. (2.11)

The quotient of the two voltages U1 and U2 is given by

U2
U1

=
S21(1 + rL)

(1 − S22 rL)(1 + r1)
(2.12)
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where the return loss parameter r1 at port 1 is defined as

r1 = S11 +
S12 S21 rL

1 − S22 rL
(2.13)

and the return loss parameter r2 at port 2 is defined as

r2 = S22 +
S12 S21 rS

1 − S11 rS
. (2.14)

The transducer power gain of the complete system can be calculated according to

gT =
PL

PS max
=

|S21|(1 − |rS |2)(1 − |rL|2)
|(1 − S11 rS)(1 − S22 rL) − S12 S21 rL rS |2 (2.15)

where PS max is the maximal available source power and PL is the absorbed power from the
load impedance ZL.
In the field of antenna engineering, the antenna return loss parameter rant delivers information
about the part of the energy, which can be emitted or received from the antenna. In case of one
port networks, this parameter is also called the reflection factor or S11-parameter [Voge 04;
Mill 05].
In antenna development, engineers first evaluate this parameter during the development process
to obtain the best possible emitting or receiving antenna in the frequency range of interest.
The antenna matching means that the antenna impedance is equal to the impedance of the RF
cable (transmission line) ZT L as well as to the impedance of the connected transmitter and
receiver depending on the antenna type (ZL). In this case, reflections do not occur. A part of
the power is transformed to thermal power due to the antenna’s Ohmic part RA and the rest
of the power is radiated or received, respectively. Antenna systems have often 50 Ω or 75 Ω
matching impedance. It is advisable that all antenna system parts have the same impedance
or to use matching circuits to avoid impedance mismatch losses. The input impedance ZS and
output impedance ZL are typically equal to the transmission line impedance ZT L:

ZS = ZL = ZT L . (2.16)

In this case the antenna system is perfectly matched and the resulting return loss is equal to
0.
Related to the antenna return loss parameter rant, the Voltage Standing Wave Ratio
(VSWR) gives the maximum standing wave amplitude in a relationship to the minimum
standing wave amplitude. An ideally matched system has a VSWR value of 1 : 1. This param-
eter is often used in power electronics to define the breakdown electric field of power transistors
[Voge 04]. The VSWR is calculated according to

V SWR =
1 + |rant|
1 − |rant| . (2.17)
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2.2 Far Field Characteristics

Far field characterizes a region, where the magnetic field component �H of an electromagnetic
wave is in phase with the electrical component �E and where both components are perpendicular
to the wave direction of propagation [Bala 05]. However, in literature [Capp 01; Gave 94],
depending on the field of RF engineering, different definitions determining the distance to the
source, where the far field region starts can be found. For example, in the EMC field, the
commonly used definition for determining the distance d to the antenna being tested, where
the antenna is assumed to be located in far field [Capp 01], is

d ≥ 5λ

2π
(2.18)

where λ is the wavelength. For precision antennas [Whee 75; Whee 47], the distance d is
calculated depending on the largest dimension D [Capp 01] with

d ≥ 50D2

λ
. (2.19)

The far field region is commonly defined in automotive antenna development at distances d

from the source according to
d ≥ 2D2/λ (2.20)

with
λ =

c0
f

(2.21)

where c0 is the speed of light in medium and f is the operating frequency. The electric field �E

and the magnetic field �H are perpendicular to the wave propagation vector in the far field. �E

and �H are combined with the wave impedance ZF0 according to

ZF0 =
| �E|
| �H| =

√
μ0
ε0

= 120π Ω ≈ 377 Ω . (2.22)

In order to determine the far field region, the wave number k0 is used and is equal to 2π
λ0

. The
wavelength at the frequency f0 is λ0 where

k0d � 1 . (2.23)

2.3 Radiation Pattern of an Automotive Antenna Mounted on the
Car Roof

Antenna evaluation necessitates investigation of antenna behaviour in all spatial directions.
The information delivered by the return loss parameter is very important but still not enough
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to evaluate antennas in the complete space. For this purpose, a further function, which delivers
a statement about the three dimensional antenna behaviour is used. This function is called
the antenna radiation pattern and is calculated according to

�C (ϑ, ϕ) =
�E (r, ϑ, ϕ) ejβ0r∣∣∣ �E (r, ϑ, ϕ) ejβ0r

∣∣∣
max

∣∣∣∣∣∣
r=const→∞

= Cϑ (ϑ, ϕ)�eϑ + Cϕ (ϑ, ϕ)�eϕ (2.24)

where ϕ is the azimuth angle and ϑ is the elevation angle. It can be seen that the resulting
function can be split into two components Cϑ and Cϕ in the spherical coordinate system
illustrated in Figure 2.3.

r

x y

z

r

0

0

90

90

Figure 2.3: Spherical coordinate system.

The separation of these components Cϑ and Cϕ gives important information about the received
or emitted signal, called polarization [Wies 07a; Kark 04].

There are various antenna types, which are dependent on the relationship between ϑ and ϕ

components such as linearly, circularly and elliptically polarized antennas.
The investigated antenna in Figure 2.4 is mounted on the car roof. Two different axes are
considered and two ordinary representations of the antenna radiation pattern types for auto-
motive antennas are depicted in the figure. The first one, using the left green axis, delivers
values in [dB] for normalized pattern in the desired elevation and azimuth angle. The same
information can be read out in [dBi] by using the second representation on the right red axis.
This will be annotated in the next sections.
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Figure 2.4: Definition of the radiation pattern for ϑ = 90◦.

Further information can be extracted from the presented figure like the radiation pattern lobes,
where the antenna shows a good reception or emitting behaviour. It can be distinguished be-
tween minor and main lobes. Furthermore, we can define the half power beam width of the
antenna pattern expressed in degrees, which gives the angle between the half power (−3 dB)
points of the main lobe referenced to the effective maximum radiated power of the main lobe.
The antenna gain and directivity can also be extracted from the figure. The antenna gain
value corresponds to the effective maximum radiated power density of the main lobe and can
be given amongst others in [dB] or in [dBi].
To ensure the best possible antenna behaviour, the antenna system should have an acceptable
return loss factor in the frequency range of interest. Usually engineers use −8 dB or −10 dB
thresholds to define frequency ranges, where the investigated antennas deliver an acceptable
return loss. However, in the automotive field, it is quite difficult to attain these values because
of the very strict antenna styling criteria presented in Section 2.6. Antenna developers try to
develop directional antennas depending on the antenna service of interest to ensure optimal
reception or emission behaviour of the antenna system. Figure 2.5 shows three examples of dif-
ferent antenna radiation patterns depending on the different services. For example, for Car2Car
or Car2infrastructure communications, the antenna radiation pattern should be optimized at
elevations close to 90◦. That means, the main lobes have to be oriented to the direction of the
potential communication participants, in this case cars or infrastructure. However, it is almost
impossible to avoid some minor lobes in undesirable directions.
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Optimal radiation pattern for 
navigation, satellite radio services 

Optimal radiation pattern for  
multimedia services (telephone, radio, 

TV)

Optimal radiation pattern for: 
Car2Car, Car2 infrastructure services

Source: Wikipedia Source: Wikipedia

Figure 2.5: Optimal radiation patterns for different RF automotive services.

An ideal transmitting antenna is an antenna that can radiate the complete available power
at its terminal without losses. In reality, a part of the available power will be transformed
into thermal energy due to Ohmic and dielectric losses. Consequently, the effective radiated
power PR should be added to the dissipative power PD to get the input power Pin according
to equation (2.27). The antenna efficiency η is a parameter that describes the relationship
between the input power Pin and the dissipative power PD:

PD = Pin − PR = (1 − η) Pin . (2.25)

Antenna efficiency can also be formulated with the radiation resistance RE and the antenna
Ohmic loss Rl according to

η =
RE

RE + Rl
=

PR

Pin
. (2.26)

The radiation resistance RE in the equivalent circuit in Figure 2.1 transforms the available
effective power PA in radiation power PR where

PA = Pin − PD = PR (2.27)

The dimension of the receiving or transmitting antenna area is important for the amount of
the energy that can be radiated or received by the antenna. The parameter that describes this
area is called the antenna effective area Aeff and is usually given in [m2] [Ante 09]. It gives
an equivalent area, which is orientated normally to the path of reception. The source of the
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received signal is given in form of an incident electromagnetic wave with the radial radiation
power density Sr according to

PR = Sr Aeff . (2.28)

The effective area also describes the receiving power, which an antenna can take out of the
total incoming power of a certain electromagnetic power density. The effective aperture is
normally smaller than the geometrical aperture and is related to the wavelength λ and the
antenna gain G according to

Aeff = G
λ2

4π
. (2.29)

The pointing vector �S is a vector that describes the radiation power flux [Kurz 08]. To de-
termine �S both the electric field �E and the complex conjugate magnetic field �H∗ are needed
according to

�S =
1
2

( �E × �H∗) . (2.30)

The radiation power density for an isotropic radiator can be calculated with

|�S| = Si =
PR

4πr2 . (2.31)

The antenna directivity is the quotient of the maximal radiation power density in a given
direction of the antenna to the radiation power density of an isotropic radiator with the same
radiating power [Wies 07a; Kark 04] according to

Di =
Sr max

Si
= 4πr2 Sr max

PR
. (2.32)

The antenna gain usually refers to the direction of the maximum radiation and is given as the
quotient of the power required at the input of an ideal reference antenna without losses to the
power supplied to the input of the real antenna in a given direction to produce the same field
at the same distance [Wies 07a]. In the standards determined from the IEEE, if a direction is
not fixed then the gain has to be given for the direction of the maximum radiation intensity.
The antenna gain is often be expressed in [dBi], where the reference antenna is an isotropic
lossless antenna. The gain can be expressed in [dBd] in cases, where a dipole antenna is used
as reference antenna. Equation (2.32) makes it possible to calculate the gain including the
Ohmic losses as a ratio of the maximum radiated power density in a certain direction to the
average radiated power density of a spherical isotropic radiator with an input power equal to
that of the antenna of interest. It is important to note that the gain does not give an amplifi-
cation factor of the antenna. Gain gives a comparison of the power density of the antenna in
a certain direction with the power density of an other reference radiator. The power, which is
concentrated from the antenna in a certain direction is removed from other directions.
Normally, losses due to impedance and polarization mismatch are not accounted for the cal-
culated antenna gain. The parameter that takes into account the impedance mismatch is the
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realized gain Grealized, also called practical gain. This parameter combines the information of
the return loss parameter and the normal antenna gain according to

Grealized =
(
1 − |S11|2

)
G . (2.33)

Another parameter, which is quite often used is the Antenna Factor (AF) [Joba 04]. It
represents the ratio of the incident electric field E and the voltage V . This parameter can also
be described with the wavelength and the realized gain for a 50Ω system [Bred 07] according
to

AF =
E

U
=

9.73
λ

√
Grealized

. (2.34)

The Equivalent Isotropic Radiated Power (EIRP) is the product of the power supplied to the
antenna and the antenna gain in a given direction relative to an isotropic antenna (absolute
or isotropic gain):

EIRP = G Pin . (2.35)

2.4 Improvement of the Signal Reception Quality

A communication system is composed of a transmitting and a receiving antenna, which are
orientated towards each other to get the maximal gain in the direction of the partner. In reg-
ular reception mode, the propagation path of the signal between the communication partners
is the line of sight. Both antenna systems are defined at a certain position. The maximal at-
tainable signal transmission efficiency is calculated using Friis Transmission formula [Voge 04]
according to

PR

Ptrans
=

AeffrecAefftrans

r2λ2 =
GRGtrans(

4πr/λ
)2 . (2.36)

The ratio of the receiving power PR to the transmitted power Ptrans depends on the wavelength
λ, the distance between the two antennas r, the effective receiving antenna aperture Aeffrec and
the transmitting antenna aperture Aefftrans. The transmission formula can also be described
using the gain of both receiving antenna GR and transmitting antenna Gtrans.

2.4.1 Multipath and Doppler Effect

In reality, antennas are often not fixed at a certain position. The direction of the incoming
signal is usually unpredictable. Automotive antennas are especially challenging due to the fact
that the car can be driven at different places like in cities, forests, highways or villages. Figure
2.6 illustrates an example of different signal propagation paths. When an ElectroMagnetic
(EM) signal hits an object, different phenomena can occur [Povh 11; Kurz 08]:
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• Absorption: The signal can be completely or partially absorbed by objects with high
atom density and large surface cross-section.

• Reflection: The signal can be completely or partially reflected by objects such as build-
ings and metallic surfaces.

• Scattering: The signal can be scattered by objects with a small size or a rough surface.
This happens depending on the wavelength for example when EM signals hit trees.

• Diffraction: This happens when a signal hits an edge or a wedge of an object.

Scattering

Line of 
sight path 

(LOS)

Diffraction

Reflection

Sending
antenna

Car antenna

Propagation
paths

Reflected 
and faded 

path

Figure 2.6: Different multipath propagation scenarios.

The car in Figure 2.6 receives all these signals overlaid on each other. In this case multipath
propagation of the signal occurs. Depending on the signal interference type, the resulting
transmitted signal may be stronger or weaker than the original transmitted signal. In the first
case, constructive interference occurs and is responsible for the stronger signal. In the second
case, the weaker is the signal due to destructive interference. In the case of a sent Dirac impulse
δ, the resulting incoming signal y(t) can be determined using

y(t) =
N−1∑
n=0

ρnejφnδ(t − τn) (2.37)

where τn is the delay of the nth incoming impulse, ρn is the amplitude amplification factor and
φn represents the angular phase shift. From the presented formula, it can be seen that the
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transmitted signal can be amplified or damped. The signal’s angular phase can also be shifted.
A further important phenomenon regarding signal propagation is the Doppler effect. This
effect can occur if the sending and/or the receiving antenna are moved to each other or moved
apart with a certain relative speed. Figure 2.7 illustrates a configuration of a moving antenna
system mounted on a car with the ground speed v. The sending antenna is fixed at a certain
position on ground.

Speed of receiver car: 

Waves with 
propagation velocity 

Sending antenna

v
c

Figure 2.7: Doppler effect for moving car.

As a consequence, the frequency of the transmitted signal changes according to

Δf =
vR − vS

λ0
=

vR − vS

c
f0 (2.38)

where Δf is the frequency difference between the signal’s original frequency f0 and the new
frequency obtained due to the Doppler effect. vR is the receiver antenna ground speed and
vS is the sending antenna ground speed. λ0 is the free space wavelength. A combination of
multipath and Doppler effects results in fast fading [Budd 11].

2.4.2 Diversity Systems

Optimal signal reception quality often necessitates antenna systems composed of more than
one receiving antenna. In case of space diversity, the existence of several antennas with the
same radiation pattern located in a distance of at least λ/2 improves the system reception
behaviour. That means, if the sum of the transmitted signals does not reach the first antenna
due to destructive interference, then the probability that these signals will not reach the other
antennas is very small. Hence, the signal reception quality is ensured. Diversity systems are
often utilized in antenna engineering to improve the signal reception quality [Wies 07a]. In
antenna engineering, different types of diversity methods can be used. Figure 2.8 illustrates
the most customary diversity methods such as polarization, code and frequency diversity. Each
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method has its advantage and area of application. For automotive antennas, the most com-
monly used diversity systems are those based on pattern and space. On the one hand, the
space diversity is quite often used for car antennas, where different antennas for the same RF
service are located separately on different parts of the car (like on different glass windows).
On the other hand, pattern diversity is a kind of beam forming illustrated in Figure 2.9 where
radiation patterns of available receiving antennas for the same RF service are added in differ-
ent manners to obtain the best possible system reception. Nowadays, analog and digital beam
forming utilizing intelligent algorithms are used to ensure the best possible antenna receive
pattern configuration [Rabi 10]. Such forming systems apply methods such as a scan diversity
or adaptive pattern diversity. Figure 2.9 shows an example of a system composed of three
antennas. Depending on the received signal the processor unit decides to use the sum or a part
of the transmitted signals.
Phase compensation is used according to algorithms for adaptive patterns. In the last pro-
cessing stage, the matching system is electronically adapted to the resulting system from the
processor unit. In this way the best transmitted signal using all antennas is guaranteed.

Diversity methods

Frequency Code Time Space Angle Polarization Pattern

Reception of 
different 

coded signals

Locally 
separated 
antennas

Angular
separation of 

antennas

Linear 
orthogonal
polarized 
antennas

Reception of 
different 

frequencies 

Different 
antenna 
patterns

Reception of 
different time 

slots

Figure 2.8: Diversity systems.
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Figure 2.9: Adaptive pattern structure.

2.4.3 Multiple Input Multiple Output Systems

New telecommunication systems have improved the signal quality in terms of data rate. The
currently available mobile communication standard named Long Term Evolution (LTE) can
reach effective download rates up to 100 Megabit per second (Mbps) and upload rates of
75 Mbps. Even the number of users for each available cell is higher than in older communication
system standards like UMTS and can exceed a capacity of 200 active users per cell [Rabi 10].
The next mobile standard generation LTE Extended is even more promising and can reach
effective download rates of 1 Gbps and improve cell capacity. The high data rate revolution in
the communication systems mentioned can only be reached with the help of combination of
the algorithm techniques in signal modulation according to Figure 2.10.

Multiple access techniques

Space Division 
Multiple Access

SDMA

Code Division Multiple 
Access
CDMA

Time Division Multiple 
Access
TDMA

Frequency Division 
Multiple Access

FDMA

Figure 2.10: Multiple access techniques.

The new telecommunication system LTE uses in particular techniques based on Orthogonal
Frequency Multiplexing methods and multiple antennas at both the transmitter and receiver
side to increase the system performance in terms of transmitted signal energy. Figure 2.11
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illustrates a simple example of a 3 × 3 MIMO system, where each transmitting antenna from
the transmission system sends signals to each antenna of the receiver system. T is the matrix
transmission coefficient between the two antenna systems.

1T1

T2

T3

2R1

R2

R3

1T: Transmiting antenna
2R: Receiving antenna

Figure 2.11: 3 × 3 MiMo system.

The spectral efficiency means how many bits per second per Hertz of bandwidth can be trans-
mitted between two antenna systems. This can be improved by increasing the transmitted en-
ergy according to the Claude Elwood Shannon formula for Single Input Single Output (SISO)
systems showing that a 3 dB increase in Signal to Noise Ratio (SNR) gives another bit/s/Hz
efficiency [Wies 07b]

C = log2(1 + SNR|T|2) . (2.39)

For a Multiple Input Multiple Output (MIMO) system with MT x = MRx = M transmitting
and emitting antennas, the antenna capacity grows linearly with large M according to

C = log2{det(IM×N +
SNR

M
TM×N T∗

M×N )} (2.40)

with T is the matrix transmission coefficient and T∗ is the matrix transmission coefficient
conjugate transposed and I is the unit matrix [Wies 07a].

2.5 Antenna Correlation

In order to evaluate diversity systems, the cross-correlation between the individual far field
radiation patterns is evaluated [Lind 00; Reit 99]. Far field radiation pattern data are com-
plex values, so, cross-correlation of the far field radiation patterns should take into account
both amplitude and phase information. The general mathematical formula to calculate cross-
correlation between two functions x(t) and y(t) is defined by [Grun 08]

〈x(t)  y(t)〉 =
∞∫

−∞
x(τ) y(t + τ)∗dτ (2.41)
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where y∗(t) denotes the complex conjugate of the function y(t) and τ is a time step. The
normalized scalar product cx,y of both functions is given by

cx,y =
〈x(t)  y(t)〉√ ∞∫

−∞
|x(t)|2dt

√ ∞∫
−∞

|y(t)|2dt

. (2.42)

The application of equation (2.41) on the electric field functions E1(ϕ, ϑ, f) and E2(ϕ, ϑ, f)
leads to the following formula

c1,2 =

ϕ=2π∫
ϕ=0

E1(ϕ, ϑ, f) E2(ϕ, ϑ, f)∗dϕ√√√√ϕ=2π∫
ϕ=0

|E1(ϕ, ϑ, f)|2dt

√√√√ϕ=2π∫
ϕ=0

|E2(ϕ, ϑ, f)|2dt

. (2.43)

Both functions depends of the frequency and of the angles ϕ and ϑ. ϕ is a function of the
azimuth angle going from 0◦ to 360◦ and ϑ is the elevation angle. For automotive applications,
correlation functions are considered only at certain elevation angles such as close to 90◦ for
multimedia systems, where antennas should be optimized as shown in Figure 2.5. The angle
ϕ is discretized in n steps starting from 1 to nmax. Besides, the correlation coefficient is split
into two parts. The real part is described by

CRe1,2|f=const. =
n=nmax∑

n=1
(ERe1(n) ERe2(n)) + (EIm1(n) EIm2(n)) (2.44)

and the imaginary part is given by

CIm1,2|f=const. =
n=nmax∑

n=1
(ERe2(n) EIm1(n)) − (ERe1(n) EIm2(n)) . (2.45)

The amplitude of the correlation factor is then given by

|C1,2| =
√

CRe1,2
2 + CIm1,2

2 . (2.46)

The correlation factor can be normalized by introducing the normalization factor N described
by

N =

√√√√(n=nmax∑
n=1

[
(ERe1(n))2 + (EIm1(n))2

]) (
n=nmax∑

n=1

[
(ERe2(n))2 + (EIm2(n))2

])
. (2.47)

The normalized correlation factor is usually given in percent as

|c1,2|N [%] =
|C1,2|

N
100% . (2.48)

In order to demonstrate the application of the correlation factor, two printed antennas on the
rear window of an AUDI A5 car are investigated. Both antennas operate in the FM frequency
range. Figure 2.12 presents both investigated antennas.
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FM1 antenna

FM2 antenna

Figure 2.12: FM1 and FM2 antenna of an AUDI A5 car.

It is very difficult to decide if one or two or even more antennas are needed to ensure the optimal
antenna reception characteristic without using the correlation factor. The depicted correlation
coefficient curve of both antenna systems in Figure 2.13 presents an objective evaluation value
for the antenna radiation pattern decorrelation. The correlation coefficient is usually given for
both vertical and horizontal polarization. As an empiric value, two antenna systems are well
decorrelated when the correlation factor is below 40%. It is advisable to use diversity systems
only if the mentioned rule is fulfilled.
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Figure 2.13: Computed correlation factor c12 of the two FM antennas according to Figure
2.12.

2.6 Styling Criteria

The most inconvenient criteria for automotive antenna development are those relating to the
styling. The Antenna Department should always coordinate the antenna design with the
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Styling Department to avoid any customer displeasure. This restricts the antenna engineer’s
development freedom. Since some styling rules have been established, it is possible to start
early with the initial antenna draft.
Figure 2.14 shows some antenna types used in two different AUDI cars.

TV1 antenna
FM1 antenna

Antenna systems on the rear window
(AUDI A8)

DAB antenna

Central locking antenna

Antenna systems on the side window
(AUDI A6)

FM1/TV1/DAB

GSM
Central locking 

antenna
FM2/TV2

FM3/TV3

GPSDAB L-band

Telestart FM4/TV4/
DAB bandIII

AM

Antenna amplifier for the rear window

Figure 2.14: Automotive antenna glass system [AUDI AG].

As shown in the figure, most of the antennas are printed on the rear window. It is very
important to keep the heating structure used for window defrosting. A further important
parameter is the visual symmetry. Antennas should be as unobtrusive as possible. For an
optimal positioning of the antennas on the windscreen, developers should consider the position
of the antenna amplifiers. In the upper left of the figure, an example can be seen of an antenna
amplifier located on the car C-pillar connected to four different antennas. On the side window
different antennas for TV, FM, central locking and DAB services are printed. It is important
in this case to use simple and not arbitrary forms of antenna structures. Some optimal designs
created with computational algorithms and suggested in literature may not be acceptable for
reasons of styling. It is also important that the antenna terminals are very close to the antenna
amplifier position to avoid any signal damping and noise due to long connection pigtails.

2.7 Electromagnetic Compatibility Mechanisms

In order to ensure the best possible service quality, antenna engineers should take into account
all neighbour systems of an antenna during the development process. EMC aspects become
increasingly important in the automotive field due to the ever more complex systems. Electric
components close to the antennas have to be considered in measurements due to their potential
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influence on the antenna reception behaviour. Antennas can also be considered as susceptible
devices due to indirect coupling of interference signals from other electric components [Domi 92;
Gebe 03; Kais 05]. Because of this, antennas should have acceptable characteristics only in the
frequency range of interest to prevent such scenarios from occurring. In this section, a short
overview of EMC aspects in antenna development is presented.

2.7.1 Operation Model of an Electric Monopole

Electric monopole antennas are often used as automotive antennas for radio reception in
LW/MW and USW frequency range. These antennas are usually mounted on the car roof
and they are very sensitive to EM waves especially at low frequencies (LW/MW). One way to
predict the EMC behaviour of these antennas is using antenna equivalent circuits. Figure 2.15
shows an example of a monopole antenna mounted on a car roof and its equivalent circuit.

Parasitic capacitance

Parasitic capacitance

LZ

PC PC LZ)(I

Monopole

Car roof Car roof

Figure 2.15: A monopole antenna mounted on a car roof and its equivalent circuit.

Electromagnetic waves with the displacement current density D induce electrical charges in the
monopole. The induced current flows through the impedance ZL and the parasitic capacitance
CP to the car roof. The car roof is considered as reference ground for the monopole antenna.
The induced current can be calculated according to

I(ω) = jωDAeff (2.49)

with the displacement current density D given by

D = ε0εrE = εE (2.50)

and

ω = 2πf (2.51)
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where ε0 is the vacuum permittivity, εr is the relative material permittivity and f is the
frequency. The effective aperture surface Aeff is given as a relationship between the parasitic
capacitance CP and the antenna height h as [Frei 09; Tazi 08]

Aeff =
Cp

ε0

h

2
. (2.52)

The parasitic capacitance CP can be described with both antenna dimensions, the antenna
height h and the radius r of the monopole by

Cp =
2πε0h

ln(h/r) − 1
. (2.53)

2.7.2 EMC Coupling Mechanisms in Vehicles

In the automotive field different kinds of coupling can occur between an interference source and
a susceptible device [Gebe 03; Domi 92; Schw 07]. In general, it can be distinguished between
inductive, capacitive and galvanic coupling.

• Capacitive coupling occurs when electric energy is transmitted from system 1 to an-
other system 2 through the electric capacitance existent between the two systems. This
capacitance is due to the potential difference between the two systems.

• Inductive coupling occurs when the energy between an interference source and a suscep-
tible device is transmitted due to the magnetic field between the two systems.

• Conductive coupling occurs when the current of the two systems flows through a common
impedance. This common impedance is usually a common reference conductor.

• Radiative coupling occurs when the two systems are in a distance larger than one wave-
length. The two systems act as antennas, where the susceptible device receives EM
waves from the interference source.

To analyze the capacitive and the inductive coupling, the equivalent circuit represented in
Figure 2.16 can be used. The electric coupling in this case is represented by the current source
IC due to the coupling capacitance CC between the source and the susceptible device. The
current IC is given as

IC = jωCCUT . (2.54)

The magnetic coupling given by the inductance M is represented by the voltage source with

UC = jωMIT . (2.55)
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IT represents the current source and M is the coupling inductance between the source and the
susceptible device represented in UC .

U

SZ TI

aZTZ

CU

CI bZ
SU bU

TUU

SZ TI

TZTSUS TUT

Source Susceptible device e.g.: Antenna

aUaaZa

CUC

CI bZbb bUbaUa

Figure 2.16: Equivalent circuit for the combined electric and magnetic coupling.

For the calculation of the voltage Ua on the impedance Za and Ub on the impedance Zb,
respectively, equation (2.56) and equation (2.57) can be applied:

Ub =
Zb

Za + Zb

US

Zs + ZT
(jωCcZaZT − jωM) , (2.56)

Ua =
Za

Za + Zb

US

Zs + ZT
(jωCcZbZT − jωM) . (2.57)

Both coupling parameters, capacitance and inductance can be calculated analytically or ap-
proximated numerically [Schw 07].
Figure 2.17 shows an example of a direct capacitive coupling from wire 2 to the car antenna
integrated in the rear window. Besides that, it can be seen in the same figure that an inductive
coupling from wire 1 to wire 2 occurs to the car antenna, an indirect coupling from wire 1 to
the car antenna. A multiple coupling system results when all presented coupling types are
taken into account at the same time.

V

Antenna

M

C

Wire 1

Wire 2

Inductive coupling between wires

Capacitive coupling to the  antenna

Figure 2.17: Direct and indirect coupling between wires and car antenna.
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3 Numerical Approaches for Automotive Antenna
Computation

James Clerk Maxwell’s equations [Cler 65] represent a summary and a completion of the most
important mathematical formulations related to electromagnetics such as those by Faraday
and Ampere. In essence, Maxwell expanded these formulations in order to make it possible
to describe all electromagnetic phenomena. Maxwell’s equations can be described in both the
time and the frequency domain. An overview of Maxwell’s equations in both domains is given
in this chapter.
In Chapter 1, multiple automotive antennas operating in various frequency ranges were pre-
sented. The frequency ranges used start from some kHz up to approximately 100 GHz. One
challenge of antenna engineering is to generate virtual models of the vehicle and antenna
system early enough to be able to make important decisions concerning the antenna perfor-
mance and the complete EMC aspects for the complete car at an early stage of development.
The computation of the electromagnetic characteristics of the different antennas requires the
solution of Maxwell’s equations. In several problem cases, the solution is achieved using dif-
ferent numerical approaches. In recent years, automotive engineering has taken advantage of
the capabilities of computers and used them to solve very large matrix equations. Deploying
numerical techniques, radiation and scattering problems can be calculated as shown in this
chapter.

3.1 Fundamentals of Electromagnetics

The original form of Maxwell’s equations is given in integral form. However, it is possible to
write them using the field theory in differential form, too. Another differentiation can be done
if these equations are given in the time or the frequency domain.

3.1.1 Field Theory

The field theory is used to describe EM fields relationships [Povh 11]. It gives amongst others,
relations between scalar quantities and vectors. The divergence of a vector �D gives a measure
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of the source strength at a space point and it is calculated with the "Nabla" operator ∇ for
the Cartesian coordinates x, y, z as

div �D = ∇ · �D =
∂Dx

∂x
+

∂Dy

∂y
+

∂Dz

∂z
. (3.1)

The gradient of a scalar field Φ is a vector that shows in the direction of the strongest change
of this scalar field and can be calculated according to

grad Φ = ∇Φ =
∂Φ
∂x

�ex +
∂Φ
∂y

�ey +
∂Φ
∂z

�ez . (3.2)

The rotation of a vector �D gives a measure of the field rotation and can be calculated as

rot �D = ∇ × �D =
(

∂Dz

∂y
− ∂Dy

∂z

)
�ex +

(
∂Dx

∂z
− ∂Dz

∂x

)
�ey +

(
∂Dy

∂x
− ∂Dx

∂y

)
�ez . (3.3)

The divergence of the gradient of a scalar quantity Φ is given by

div grad Φ = ∇ · ∇Φ = ∇2Φ = ΔΦ =
∂2Φ
∂x2 +

∂2Φ
∂y2 +

∂2Φ
∂z2 . (3.4)

The divergence of rotation of a vector �V is equal to 0 according to due to the fact that in
homogeneous field the rotation is equal to 0 because all field lines are parallel to each other.

div rot �V = 0 . (3.5)

Similar to the previous equation

rot grad Φ = 0 (3.6)

can be given.
One important result of vector analysis is described in Gauss’s theorems, which give a rela-
tionship between surface and volume integrals [Kuli 09]. With help of Gauss’s theorems, it is
possible to rewrite some mathematical formulations, described in differential form, in integral
form and vice versa. The Gauss’s first theorem�

V

grad Φ(�r )dV =
�
A

Φ(�r )d �A (3.7)

states that the surface integral of a scalar quantity Φ over a closed surface A can be replaced
with a volume integral of the gradient of the scalar quantity Φ over the volume V that encloses
the surface A. The Gauss’s second theorem�

A

�D(�r ) · d �A =
�

V

div �D(�r )dV (3.8)

states that the scalar surface integral over a closed surface A is equal to the volume integral
of the appropriate scalar field div �D over the volume V that encloses the surface A. �r is the
position vector. The Gauss’s third theorem�

A

d �A × �D(�r ) =
�

V

rot �D(�r )dV (3.9)
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states that the vectorial surface integral of the vector field �D over a closed surface A is equal
to the volume integral of the appropriate rotation of the field rot �D over the volume V that
encloses the surface A.
Stoke’s equations result from differential geometry and describe the relationship between line
and surface integrals. Also, based on the Stoke’s theorems, it is possible to rewrite some math-
ematical formulations, described in differential form, in integral form and vice versa [Kuli 09].
The Stoke’s first theorem ∮

S

Φ d�s =
�
A

d �A × grad Φ (3.10)

states that a line integral of a scalar quantity Φ along a curve s is equal to the vectorial surface
integral of the appropriate gradient field grad Φ over an arbitrary surface A limited by the
curve s. The Stoke’s second theorem∮

S

�D �ds =
�
A

rot �D · d �A (3.11)

states that a line integral of a vector �D along a closed curve s is equal to the surface integral of
the appropriate vector field rot �D over an arbitrary surface A limited by the curve s [Kuli 09].

3.1.2 Time Domain Description of Maxwell’s Equations

The Maxwell’s first equation is the extension of Ampere’s law with the displacement current.
The resulting Maxwell-Ampere law can be written in differential form and in time domain as

rot �H(�r ) = ∇ × �H(�r ) = �J(�r ) +
∂ �D(�r )

∂t
, (3.12)

where H(�r ) is the magnetic field, J(�r ) is the current density and D(�r ) is the displacement
current density. �r represents the position vector and ∂t is the time step. The application of
Stoke’s first theorem on equation (3.12) gives the integral form of the equation in form of

∮
l

�H · d�l =
�
A

(
�J +

∂ �D

∂t

)
· d �A . (3.13)

The Maxwell’s second equation is originally Faraday’s law of induction. The resulting induction
law can be written in differential form and in the time domain as

rot �E(�r ) = ∇ × �E(�r ) = −∂ �B(�r )
∂t

− �Jm(�r ) + rot(�v × �B) , (3.14)

where E(�r ) is the electric field, B(�r ) is the magnetic flux density and �Jm(�r ) is the magnetic
current density. �v represents the velocity. The application of Stoke’s first theorem (3.10) on
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the differential form of Maxwell’s second equation gives the integral form of the equation by
neglecting the magnetic current density �Jm(�r )

∮
∂A

�E · d�l = −
�
A

∂ �B

∂t
· d �A +

∮
∂A

(�v × �B) · d�l . (3.15)

In the case of static objects, the second term in the equation with the velocity �v will disappear
and the equation can be simplified to

∮
∂A

�E · d�l = −
�
A

∂ �B

∂t
· d �A. (3.16)

The simplified equation can also be given in differential form as

rot �E(�r ) = ∇ × �E(�r ) = −∂ �B(�r )
∂t

. (3.17)

The Maxwell’s third equation is in fact time and frequency independent. The formulation was
first described in Gauss’s law and says that the electrical charges represented by the electrical
charge density ρe act as the source of the displacement current field �D. The differential form
of the Gauss’s law or Maxwell’s third equation is given by

∇ · �D(�r ) = ε∇ · �E(�r ) = ρe(�r ) . (3.18)

It should be noted that the material parameters (permittivity ε, permeability μ and resistivity
ρ) used in this section in Maxwell’s equations are assumed to be constant. The application
of Gauss’s first theorem (3.7) on the differential form of Maxwell’s third equation gives the
integral form of the equation in form of

�
∂V

�D · d �A =
�

V

ρe dV = Q(V ). (3.19)

where V is the volume and Q(V ) is the electric charge. The Maxwell’s fourth equation

∇ · �B(�r ) = μ∇ · �H(�r ) = ρm(�r ) (3.20)

is given by Gauss’s law for magnetic fields and is also time and frequency independent. The
formulation says that the magnetic charges ρm act as sources for the magnetic flux density �B.
The application of Gauss’s theorem on the differential form of Maxwell’s fourth equation gives
the integral form of the equation

�
∂V

�B · d �A =
�

V

ρmdV = Qm(V ) . (3.21)

where Qm(V ) is the magnetic charge.
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3.1.3 Frequency Domain Description of Maxwell’s Equations

The frequency formulation is essential for the electromagnetic description for several numerical
simulation approaches, where the equations are given only in frequency domain. The angular
velocity ω deduced from the frequency formula 2πf is used for this purpose. Maxwell’s first
equation in differential form and in the frequency domain can be written as

∇ × �H(�r ) = �J(�r ) + jω �D(�r ) . (3.22)

Maxwell’s second equation for static objects in differential form and in frequency domain can
be expressed as

∇ × �E(�r ) = −jω �B(�r ) − �Jm(�r ) . (3.23)

3.1.4 Time Domain and Frequency Domain Transformation

Maxwell’s equations are given in Frequency Domain (FD) and in the Time Domain (TD).
Depending on the antenna structure and the frequency range, it is expedient to use it in one
and not in the other domain.
Simulations in the frequency domain are realized for each frequency and require often the same
computation time for each frequency point. The system answer is computed by The excitation
is often a δ-gap signal.

H(f) =
O(f)
I(f)

(3.24)

accordingly to the basics in system theory with the transfer function H(f), the input signal
I(f) and the output signal O(f) [Rao 10].
O(f) is equal to the transfer equation H(f) when the input signal is equal to a jump function
I(f) = Γ(f).
The system answer o(t) of an arbitrary input signal i(t) can be calculated based on the impulse
answer h(t) according to

o(t) =
+∞∫

−∞
i(τ) h(t − τ) dτ =

+∞∫
−∞

i(t − τ) h(τ) dτ . (3.25)

Calculations in time domain are based on the convolution [Rao 10] according to

o(t) = h(t) ∗ i(t) (3.26)

where ∗ is the convolution operator, i(t) is input time dependent signal , o(t) is output signal
and h(t) is the system answer.
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Simulations in time domain are usually realized by feeding the investigated system with an
excitation, often a Gaussian function in the form of energy. once the energy is completely
absorbed from the system, The system answer can be calculated. The transition from the time
domain to the frequency domain and vice versa is done based on the Fourier Transformation
(FT) [Rao 10].

3.1.5 Wave Equations for Electric and Magnetic Fields

The wave equation for a linear, source-free, homogeneous and isotropic medium can be deduced
from the simplified second equation (3.17). Applying the curl on both sides of the equation
leads to

∇ × ∇ × �E(�r ) = −μ
∂

∂t
(∇ × �H(�r )) , (3.27)

and since �J(�r ) = 0

∇ × �H(�r ) = ε
∂ �E(�r )

∂t
. (3.28)

We get

∇ × ∇ × �E(�r ) = −με
∂2 �E(�r )

∂t2 . (3.29)

The wave equation for electric fields can be written as

∇2 �E(�r ) + με
∂2 �E(�r )

∂t2 = 0 . (3.30)

Similar to equation (3.30), the wave equation for magnetic fields can be written as

∇2 �H(�r ) + με
∂2 �H(�r )

∂t2 = 0 . (3.31)

3.1.6 Material Equations

Every medium has material parameters (ε, μ and ρ), which are very important for analyzing
the electromagnetic wave propagation in this medium. Generally, it can be said that the
medium is linear if these parameters are independent of the electric field �E and the magnetic
field �H. The medium is homogeneous if these parameters are not functions of space variable
[Chen 90; Chew 90]. The medium can be isotropic if the parameters are independent of the
direction (scalars) [Kolu 02]. Usually all these parameters are frequency dependent and should
accordingly be considered in Maxwell’s equations in the frequency domain.
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The speed of light in a material c is controlled by the speed of light in free space c0 and by the
material permittivity εr and permeability μr according to

c =
c0√
εrμr

. (3.32)

The speed of light in a vacuum is defined as

c0 =
1√

ε0μ0
. (3.33)

The electric permittivity ε in materials is given as a relationship between the electric per-
mittivity in free space ε0 and the relative electric permittivity of the material εr according
to

ε = ε0εr . (3.34)

In electromagnetism, four material equations are taken into account. The first one describes
the dependence of the displacement current density �D(�r ) on electric permittivity ε and the
electric field �E(�r ) as

�D(�r ) = ε �E(�r ) (3.35)

where �r is the position vector. The second material equation describes the dependence of the
magnetic flux density �B(�r ) on permeability μ and the magnetic field �H(�r ) according to

�B(�r ) = μ �H(�r ) . (3.36)

The permeability μ of a material is given as the relationship between permeability in free space
μ0 and the relative permeability of the material as

μ = μ0μr . (3.37)

The third material equation describes the dependence of the current density �J(�r ) on the electric
conductivity σe and the electric field strength �E(�r ) according to

�J(�r ) = σe
�E(�r ) . (3.38)

The fourth material equation is similar to the previous formulation and describes the depen-
dence of the magnetic current density �Jm(�r ) on the specific magnetic conductivity σm and the
magnetic field �H(�r ) according to

�Jm(�r ) = σm
�H(�r ) . (3.39)
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3.1.7 Boundary Conditions

Figure 3.1 shows the transition between two different media 1 and 2, with parameters
(ε1, μ1, ρ1) and (ε2, μ2, ρ2), respectively. At the transition region, boundary conditions should
be determined. From Maxwell’s equations, the following boundary condition formulations
[Karl 09] can be derived.

222 ,,
111 ,,Material 1:

Material 2:
n

Figure 3.1: Transition between two media with different material parameters.

The first equation

�n(�r ) ·
(

�B1(�r ) − �B2(�r )
)

=
(

�B1N (�r ) − �B2N (�r )
)

= ρmA(�r ) (3.40)

describes the relationship between the normal magnetic components at the boundaries of the
two materials �B1N (�r ) and �B2N (�r ), respectively. �n(�r ) is the surface normal vector on the
boundary between the two media 1 and 2. ρmA(�r ) is a surface magnetic charge density.
The second equation

�n(�r ) ·
(

�D1(�r ) − �D2(�r )
)

=
(

�D1N (�r ) − �D2N (�r )
)

= ρA(�r ) (3.41)

describes the relationship between the displacement current field normal components at the
boundaries of the two materials �D1N (�r ) and �D2N (�r ), respectively. ρA(�r ) is a surface electric
charge density.
The third equation

�n(�r ) ×
(

�E1(�r ) − �E2(�r )
)

=
(

�E1tan(�r ) − �E2tan(�r )
)

= − �JmA(�r ) (3.42)

describes the relationship between the electric field tangential components at the boundaries of
the two materials �E1tan(�r ) and �E2tan(�r ), respectively, depend on the magnetic surface current
density �JmA(�r ).
The fourth equation

�n(�r ) ×
(

�H1(�r ) − �H2(�r )
)

=
(

�H1tan(�r ) − �H2tan(�r )
)

= �JA(�r ) (3.43)

describes the relationship between the magnetic field tangential components at the boundaries
of the two materials �H1tan(�r ) and �H2tan(�r ), respectively depend on the electric surface
current density �JA(�r ).
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3.2 Numerical Methods in Electromagnetics

The numerical solution of Maxwell’s equations for arbitrarily shaped models makes it necessary
to split the object into sub-domains with mathematically well described forms like cubes or
tetrahedra for volumes or triangles and squares in case, where only surfaces are considered
[Bayr 09]. These different shapes are chosen to ensure the best possible approximation of
the original model. Numerical computation approaches in electromagnetics are used when
Maxwell’s equations are applied on these cells to define the electromagnetic wave propagation
through these objects. The discretization rule determining the size of the smallest cell edge l is
chosen to ensure that the waveform can be reconstructed in conformity to the proper waveform
dependent of the desired accuracy and of the geometry. In cases where linear basis functions
like RWG-functions [Glis 80] are utilized, the empiric rule

l ≤ λmin

10
. (3.44)

can be used. The smallest wavelength λmin is controlled by the speed of light c0 and the
highest frequency of interest fmax according to

λmin =
c0

fmax
. (3.45)

On the one hand the resulting step according to (3.44) is normally insufficient for the dis-
cretization of edges and angles of geometries. On the other hand, smaller discretization steps
might suffice for simple shape geometries. From equation (3.45) it can be deduced that the
edge size decreases with higher frequencies. For example, the smallest size of the cell edge of
an antenna operating in the frequency range from 1 GHz up to 6 GHz should be smaller than
5 mm. This leads to large simulation models. In addition to the cell edge size, phenomena
such as the skin effect become more important with higher frequencies and have to be taken
into account.
In addition to precise Computer Aided Design (CAD) data, the first important aspect for
the accurate approximation of the investigated antenna is the determination of the antenna
environment, which should be taken into account in order to ensure the best possible realistic
simulation model. Electromagnetic phenomena are governed by Maxwell’s equations. However
information about the investigated problem regarding both the geometry and the electromag-
netic material characteristics such as permittivity εr, the dielectric loss factor tan δ and the
magnetic loss μr should be taken into consideration. Because most of these parameters depend
on frequency, great care should be taken in choosing of the appropriate values. The higher the
frequency range of the investigated computation problem, the more precise the simulation
model should be. This can be quite problematic from the computational point of view when
investigations should be realized for many problem variants and at many frequency points. In
addition to the antenna geometry, the space around the investigated problem domain has to be
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discretized for most of numerical computation approaches used. This means that simulations
at very high frequencies are often very time consuming. The number of the mesh cells for
an accurate simulation model can reach several hundred millions depending on the geometry
size and on the frequency range of interest. In order to economize computation time, different
simulation models are used depending on the frequency range of interest. Even compromises
between accuracy of the results and the geometry area considered in simulation have to be
made.
For low frequencies, phenomena like the skin effect are negligible [Bayr 09]. Therefore, infor-
mation regarding the material depth can be neglected. This leads to numerical approaches
permitting the computation of the electric current on surfaces without discretization of the
complete investigated problem volume. In this case, so called Green’s functions are used to
compute the coupling between the individual dicretization surface cells [Harr 67].
In recent years, several numerical approaches differing in the interpretation of Maxwell’s equa-
tions have been developed. Figure 3.2 gives an overview of the best known numerical simulation
approaches used for automotive applications.
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System simulation
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6FEM: Finite Element Method

8GO: Geometrical Optic

10PO: Physical Optic

9GTD: Geometrical Theory of Diffraction

11PTD: Physical Theory of Diffraction

Figure 3.2: Numerical methods for automotive applications.

Numerical computational approaches can be split into two categories. The first is used for
system simulation and the second one is utilized for channel simulation [Budd 11]. On the
one hand, channel simulations are used to predict how antennas will act in real environment
like in cities, forests or on highways to evaluate the reception behaviour of the antenna in the
different situations. Hence, antenna diversity systems can be evaluated and optimized. Chan-
nel simulations can be subdivided into two groups [Eibe 03]. The first of these is field based.
Examples are when Geometrical Optic (GO) or Geometrical Theory of Diffraction (GTD)
are used and the second concerns source based methods such as when Pysical Optic (PO)
or Pysical Theory of Diffraction (PTD) are used. On the other hand, system simulations
are used to evaluate antenna characteristics regardless of the real antenna environment. Two
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sub-categories can be considered to describe antenna systems. The first is based on concen-
trated elements when models are sufficiently described by simple elements like resistors R,
capacitances C or inductances L. This depends on the geometry size and complexity as well
as on the frequency range of interest. The solution of Maxwell’s equations on the equivalent
model can be delivered analytically or numerically. The second sub-category uses distributed
parameters to describe the problem. This is the general case when large and complex geome-
tries are investigated. The description can occur with integral equations for global approaches
such as when the method of moments is used or with Partial Differential Equations (PDEs)
for local approaches as in cases where Finite Difference (FD), Finite Integration Technique
(FIT), or Finite Element Method (FEM) are applied.

3.2.1 Finite Difference Time Domain Method

The Finite Difference Time Domain (FDTD) method requires the entire solution volume to be
discretized. Figure 3.3 shows an example of a discretization cell used for FDTD simulations.
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Figure 3.3: Finite difference time domain discretization cell.

Unlike the most finite element methods and the common method of moments techniques, the
FDTD approach works in the time domain [Lind 96]. This makes it suitable for transient
analysis problems [Bayr 09].
Similar to the finite element method, the FDTD methods are suitable for modelling complex
inhomogeneous configurations. Consequently, the FDTD method is often used for modelling
bounded complex inhomogeneous geometries. Absorbing Boundary Condition (ABC) can be
used in cases where unbounded geometries are computed [Sank 07] in order to optimize the
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computation time. The FDTD method represents a direct solution of Maxwell’s first (3.12)
and second (3.14) time dependent curl equations. It should be noted that each magnetic
field vector component is surrounded by four electric field components. A first-order central-
difference approximation can be expressed as

1
A

[Ex1(t) + Ey2(t) − Ez3(t) − Ey4(t)] = − μ0
2aΔt

[Hx0(t + Δt) − Hx0(t − Δt)] (3.46)

where A is the area of the near face of the cell in Figure 3.3 with the edge size a. Hx0(t + Δt)
is the only unknown in this equation, since all other quantities were found in a previous time
step. In this way, the electric field values at time T are used to find the magnetic field values
at time (t + Δt). A similar central-difference approximation of equation can then be applied
to find the electric field values at time t from (t + 2Δt) the magnetic field values at time
(t + Δt). By alternately computing the electric and magnetic fields at each time step, fields
are propagated throughout the grid. Time stepping is continued until either a steady state
solution or the desired response is obtained. At each time step, the equations used to update
the field components are fully explicit. No system of linear equations has to be solved. The
required computer storage and running time is proportional to the electric size of the volume
being modelled and the grid resolution.

3.2.2 Finite Integration Technique

The Finite Integration Technique (FIT) [Clem 01; Weil 77] represents a numerical computa-
tion method to solve field problems described by Maxwell’s equations. The problem domain
is subdivided in small cells forming a three dimensional grid. Every cell is specified with per-
mittivity εr, permeability μr and conductivity σ.
The edge voltage ei as shown in Figure 3.4 is calculated from the electric field Ei for every cell
edge with the size a according to

ei = Ei a . (3.47)

The magnetic flux bj is calculated depending on the magnetic flux density Bj for the lateral
face Aj according to

bj = Bj Aj . (3.48)
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Figure 3.4: Discretization cells for simulation models computed by FIT, PBA and TST.

In addition to the first grid, a second grid orthogonal to the three dimensional grid is taken
into account to calculate the magnetic edge voltages hi depending on the magnetic field Hi for
each cell edge with the size a according to

hi = Hi a . (3.49)

The electric flux dj is then calculated depending on the electric displacement current density
Dj for the lateral face Aj according to

dj = Dj Aj . (3.50)

Because of the prismatic form of the grid cells with the contour C, the electric field contour
integral is simplified to

∮
C(A)

�E · d�s =
∫

C1

�E · d�s +
∫

C2

�E · d�s −
∫

C3

�E · d�s −
∫

C4

�E · d�s =
4∑

k=1
ei . (3.51)

The curl equation is then described as

4∑
k=1

ei = e1 + e2 − e3 − e4 = −∂bn

∂t
. (3.52)
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This formulation can be performed for all six grid cell surfaces. The resulting matrix is then

⎡
⎢⎢⎣

· · · · · · · · · · · · · · · · · · · · · · · ·
· · · 1 · · · 1 · · · −1 · · · −1
· · · · · · · · · · · · · · · · · · · · · · · ·

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ei

· · ·
ej

· · ·
ek

· · ·
el

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= − ∂

∂t

⎡
⎢⎢⎣

· · ·
bn

· · ·

⎤
⎥⎥⎦ . (3.53)

The matrix has the form

C · �e = − ∂

∂t
�b (3.54)

and gives a description of Maxwell’s second equation. The matrix C has only the elements 1,
0, -1. Similar to the equation (3.54), all other matrix equations can be given. The following
formulation is obtained related to Maxwell’s first equation:

CDual · �h = −∂ �d

∂t
+�j , (3.55)

�j represents the current vector. For Maxwell’s third equation, we obtain

SDual · �d = �q (3.56)

where the space electrical charge vector �q corresponds to the divergence of the electric dis-
placement current density �d. Related to Maxwell’s fourth equation, following formulation is
obtained:

S ·�b = �0 . (3.57)

The matrix C is the discrete representation of the analytical rotation operator and the matrix
S of the divergence operator. The index Dual specifies the computation based on the second
cell grid. Similar to the previous formulation, the material equations can be discretized and
given as

�d = Mε · �e , (3.58)

�b = Mμ · �h , (3.59)

�j = Mσ · �e . (3.60)

The material parameters are stored in the material matrices for permittivity Mε, permeability
Mμ and conductivity Mσ. The material parameters can be directional, local and frequency
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dependent. That means the method allows loss-free and lossy, isotropic and anisotropic ma-
terial properties as well as frequency dependent material properties with arbitrary order for
permittivity and for permeability as well as material parameter fitting functionalities. Es-
tablished simulation tools such as "CST Microwave Studio" use the FIT in the time domain
[Weil 77; Rien 85; CST 10]. However, very large and complex problems require a large number
of grid cells for an appropriate modelling of the investigated problem, especially when models
contain curve shapes and when they have multiple layers with different material parameters.
Therefore, additional approaches like the Perfect Boundary Approximation (PBA) allowing
accurate and fast computation of arbitrarily shaped objects are used. Furthermore, the Thin
Sheet Technique (TST) is used as a special approach for the efficient computation of thin
metallic objects such as housings [Weil 77; Rien 85]. Figure 3.4 shows an example when the
three approaches are used to solve an electromagnetic problem.

3.2.3 Transmission Line Matrix Method

The Transmission Line Matrix Method (TLMM) is based on the analogy between the field
theory represented by Maxwell’s equations and the transmission line theory described by Kirch-
hoff’s equations [Russ 00; Dres 05]. The problem volume is discretized by so called TLM cells.
Figure 3.5 shows an example of a TLM cell.
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Figure 3.5: Discretization scheme of the transmission line matrix method.

The information about the material parameters of each cell is contained in their capacitances C

and inductances L. The cells form a TLM network. To describe the electromagnetic behaviour
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of the investigated problem domain, voltages and currents are applied on the wires of the
TLM cells. It is possible to model inhomogeneous dielectrics with the TLM method, however,
boundary conditions should be applied in the case of the problem volume being located in
free space. The TLM method gives a solution of Maxwell’s first (3.12) and second (3.14)
time dependent curl equations [Krum 94; Lore 05]. A uniform inter-nodal distance of Δl is
often assumed throughout the matrix (i.e., Δl = Δx = Δy = Δz). The relationship between
network and field quantities [Russ 00] is given by

Ix(x − Δl
2 ) − Ix(x + Δl

2 )
Δl

+
Iz(z − Δl

2 ) − Iz(z + Δl
2 )

Δl
= 2C

∂Uy

∂t
(3.61)

and

Ux(x − Δl
2 ) − Ux(x + Δl

2 )
Δl

=
L

2
∂Ix(x − Δl

2 )
∂t

+
L

2
∂Ix(x + Δl

2 )
∂t

. (3.62)

The consideration of both equations (3.61) and (3.62) as well as the expansion of curl equations
(3.14) and (3.12) in the rectangular coordinate system leads to the formulations

Ey ≡ Ux (3.63)

Hx ≡ −Iz (3.64)

Hz ≡ Ix (3.65)

μ ≡ L (3.66)

ε ≡ 2C . (3.67)

that describe the equivalences between the different quantities, where U is the voltage and I

is the current. In cases in which wave propagation is considered in a periodic structure, the
propagation constant k = α + jβ should be taken into account according to⎡

⎣Ui

Ii

⎤
⎦ =

⎡
⎣ek Δl 0

0 ek Δl

⎤
⎦
⎡
⎣Ui+1

Ii+1

⎤
⎦ . (3.68)

3.2.4 Transmission Line Method

The Transmission Line (TL) method is a special method based on the telegrapher’s equations
[Goub 50]. The method is based on Transversal ElectroMagnetic (TEM) wave propagation
along conductors. The application of the TL method requires certain boundary conditions to
be satisfied. By means of this, the TL method cannot be applied if vector components of the
electromagnetic field exist in propagation direction. Besides that, the conductors’ electrical
length should be larger than their cross-sections. Furthermore, investigations show that results
based on the TL method are reliable if the conductor length l is larger than about one tenth of
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the shortest wavelength λmin. The equivalent circuit of a TL element is represented in Figure
3.6.

dzR ' dzL'

dzC 'dzG ')(zU

)(zI

Figure 3.6: Transmission line element.

The so called telegrapher equations make it possible to calculate the voltage U(z) and the
current I(z) dependent on z as described for the two wire conductor configuration according
to

d2U(z)
dz2 − Z ′ Y ′ U(z) = 0, (3.69)

d2I(z)
dz2 − Y ′ Z ′ I(z) = 0. (3.70)

Z ′ and Y ′ stand for the impedance and admittance per unit length, respectively. The general
solution of the telegrapher equations is given by

U(z) = U+e−kz + U−ekz, (3.71)

I(z) =
1

Z0
(U+e−kz − U−ekz). (3.72)

U+ and U− stand for the forward and backward travelling waves, respectively.
The characteristic TL impedance Z0 is defined by

Z0 =

√
Z ′

Y ′ =

√
R′ + jωL′

G′ + jωC ′ . (3.73)

The propagation constant is given by

k =
√

Z ′ Y ′ =
√

(R′ + jωL′)(G′ + jωC ′). (3.74)

The TL parameters such as resistances R′, inductances L′, capacitances C ′ and conductances
G′ are used to describe the TL. Often these parameters are given in the so called per unit
length components.
The description of the formulation and analysis of the transmission line equations for lines con-
sisting of more than two conductors is called the Multi conductor Transmission Line (MTL)
method and is well described in [Paul 94]. The MTL parameters are stored in the per unit
length matrices for conductance G′, capacitance C′, resistance R′ and inductance L′ that
describe the complete multi conductor configuration. These matrices are also called MTL
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matrices. The main diagonal elements of the per unit length matrices contain the proper
conductor values. Outside of the main diagonal elements are values of the coupling parame-
ters. The number of these coupling parameters n increases with a larger number of conductors
#wires according to

n = #wires2 + #wires . (3.75)

Figure 3.7 shows an equivalent circuit for a multi conductor with the length dz. The multi
conductor is described by the per unit length MTL parameters.

2dzlii2dzri

2dzlij
2dzrj

20 dzr

2dzl jj

dzg ij

dzg jj dzcjj

dzcij

dzgii

2dzri

2dzlij2dzrj

20 dzr
dzcii

2dzlii

2dzljj

Figure 3.7: Transmission line method.

The multi conductor transmission line parameters could be determined analytically for simple
multi conductor shapes or approximated numerically for complex shape. The per unit length
inductance matrix L′ contains in the main diagonal the proper per unit length inductance of
the appropriate wire lii and outside the diagonal are coupling inductance lij contained with
i = 1, · · · , n and j = 1, · · · , n are indices of the matrix elements. The matrix is given by

L′ =

⎡
⎢⎢⎢⎢⎢⎢⎣

l11 l12 · · · l1n

l21 l22 · · · ...
...

... . . . ...
ln1 · · · · · · lnn

⎤
⎥⎥⎥⎥⎥⎥⎦ . (3.76)

The structure of the per unit length capacitance matrix C′ differs from the per unit length
inductance matrix in the main diagonal, where the elements are equal to the total of the
proper per unit length capacitance of the appropriate wires cii and the coupling per unit
length capacitance to the other wires cij according to

C′ =

⎡
⎢⎢⎢⎢⎢⎢⎣

∑n
k=1 c1k −c12 · · · −c1n

c21
∑n

k=1 c2k · · · ...
...

... . . . ...
−cn1 · · · · · · ∑n

k=1 cnk

⎤
⎥⎥⎥⎥⎥⎥⎦ . (3.77)
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The structure of the per unit length conductance matrix G′ is similar to the per unit length
capacitance matrix and is given by

G′ =

⎡
⎢⎢⎢⎢⎢⎢⎣

∑n
k=1 g1k −g12 · · · −g1n

g21
∑n

k=1 g2k · · · ...
...

... . . . ...
−gn1 · · · · · · ∑n

k=1 gnk

⎤
⎥⎥⎥⎥⎥⎥⎦ . (3.78)

The per unit length resistance r can be calculated with

r =
ρ

A
(3.79)

where A stands for the wire cross-sectional area and ρ stands for the resistivity. The diagonal
of the per unit length resistance matrix R′ is composed of the appropriate wire per unit length
resistance ri and the per unit length resistance of the reference conductor r0 according to

R′ =

⎡
⎢⎢⎢⎢⎢⎢⎣

r1 + r0 r0 · · · r0

r0 r2 + r0 · · · ...
...

... . . . ...
r0 · · · · · · rn + r0

⎤
⎥⎥⎥⎥⎥⎥⎦. (3.80)

It should be noted that the per unit length matrices G′, C′ and L′ are all dependent of the
multi conductor geometry so that if one matrix is defined the other matrices can be calculated
according to

C′ =
1
v2

p

L′−1 = μεL′−1 , (3.81)

G′ = μσL′−1 =
σ

ε
C′ (3.82)

where vp is the wave phase velocity depending from the wavelength λ and the period T ac-
cording to

vp =
λ

T
. (3.83)

Similar to the telegrapher equations given in (3.69) and (3.70) for the two conductor configu-
ration, telegrapher equation for multi conductor configuration can be given as

d2U(z)
dz2 − Z′ Y′ U(z) = 0, (3.84)

d2I(z)
dz2 − Y′ Z′ I(z) = 0 (3.85)

where U(z) is the voltage vector and I(z) is the current vector depending on the direction
of propagation z. Z′ and Y′ stand for the impedance and admittance matrices, respectively.

Hicham Tazi



3 Numerical Approaches for Automotive Antenna Computation Page | 53

Figure 3.8 illustrates a case, where an EM field is incident on a multi conductor and the induced
TL waves shall be computed.

Ground

),( yzB),( yzEt

a

a

y

n

z

1
2

Figure 3.8: Multi conductors exposed to an EM field.

a and a′ present the coordinates of two arbitrary points in the (y, z) plane and where the
EM field is characterized by the electric field Et(x, y) and the magnetic flux B⊥(z, y). The
telegrapher equations (3.84) and (3.85) should be extended to

dU(z)
dz

+ Z′I(z) = −UF
′(z), (3.86)

dI(z)
dz

+ Y′U(z) = −IF
′(z). (3.87)

The voltage vector V′
F the current vector I′

F can be calculated according to

U′
F (z) = jω

⎡
⎢⎢⎢⎢⎢⎣

...
a′∫
a

Bi
⊥dy

...

⎤
⎥⎥⎥⎥⎥⎦, (3.88)

I′
F (z) = −Y′

⎡
⎢⎢⎢⎢⎢⎣

...
a′∫
a

Ei
tdy

...

⎤
⎥⎥⎥⎥⎥⎦. (3.89)

3.2.5 Lumped Circuit Transmission Line Method

The Lumped Circuit Transmission Line (LCTL) method is a numerical approach used in
different simulation tools to describe EM propagation behaviour in multi conductors [User 05;
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FEKO 07]. In this approach, a segmentation of the conductors should be done primarily
according to the following rules implemented in the discretization algorithm:

• Calculation of the segmentation length with respect to the Transmission Line approach
application rules described in Section 5.2.

• Identification of the critical geometrical conductor regions such as the start and end
point of the conductors and branches.

• Subdividing of the conductors based on the chosen segmentation length and taking into
account the critical regions.

• Subdividing of segment parts, which are in the direct vicinity of metallic parts such as
housing or bodyshell in cars.

• Subdividing of basic segments, which are close to sub-segments to avoid a large variance
of the segmentation steps in the same segment so that singularities are avoided in cal-
culation. Figure 3.9 illustrates the LCTL scheme with the necessary steps to apply this
approach.

Segmentation of the 
conductor with respect to

the segmentation rules

Calculation of the MTL
parameters for each  

segment

Generation of the
electrical network

SPICE calculation with  
consideration of the wires 

terminations
Segment 1: Segment 2: Segment n:

LCTL wire segmentation

1111 ,,, GCRL 2222 ,,, GCRL nnnn GCRL ,,,

Figure 3.9: Mile stones of the LCTL approach.

Once the segmentation of the conductors is finished, MTL parameters of each segment are com-
puted numerically. Afterwards, an electric network is built taking into account the conductor
terminations and finally a Simulation Program with Integrated Circuit Emphasis (SPICE)
computation based on the Kirchhoff’s circuit laws is done to calculate the currents and voltages
in the complete network.
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3.3 Finite Volume Method

The finite volume method [Pipe 02; Fume 06] presents a very efficient method for the simulation
of unstructured meshes due to the use of tetrahedra for the discretization of the problem volume
as shown in Figure 3.10. Tetrahedral mesh models give an accurate modelling with a much
smaller number of cells compared to the finite difference method using Cartesian grid meshes
[Bayr 09; Matt 01].

3.3.1 Finite Volume Time Domain Approach

The solution of the finite volume approach in the time domain offers many advantages such
as the common time domain methods. By applying pulse excitation and building the Fourier
transformation, the frequency domain characteristics can be calculated very quickly. Further-
more, no inversions of large matrix systems are required like in the frequency domain solution.
However, the system solution is not accurate enough for very low frequencies. The FVTD gives
a numerical solution of the Maxwell’s equations (3.14) and (3.12) [Bomm 09; Fume 07].

2S

1S

4S

3S

2n
1n

4n

3n

*
kU **

kU

jld
ild

jU
iU

kS

iV

a) b)

Figure 3.10: The finite volume time domain method.

The application of both Maxwell’s equations (3.14) and (3.12) on the FVTD cell, Figure 3.10
(a), leads to the following equations

εi Vi
∂

∂t
〈 �E〉Vi =

4∑
k=1

(
�nK × 〈 �H〉SK

)
SK (3.90)

and

−μi Vi
∂

∂t
〈 �H〉Vi =

4∑
k=1

(
�nK × 〈 �E〉SK

)
SK (3.91)
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where the bracked value 〈 · 〉 indicates spatially averaged value over the thetrahedron volume
Vi with the index i or over its surface Sk. k is the index of the tetrahedral face and �nk is a unit
normal to the tetrahedral surface. The expressions �nK × 〈 �E〉SK

and �nK × 〈 �H〉SK
describe the

flux through the face SK [Pipe 02; Fume 06]. The combination of the equations (3.90) and
(3.91) gives

α
∂ �U

∂t
+ div F(�U ) = 0 . (3.92)

The material characteristics are considered in the material parameter matrix

α =

⎡
⎣ ε 0

0 μ

⎤
⎦ (3.93)

The vector �U is defined as �U = (Ex, Ey, Ez, Hx, Hy, Hz)T . The tensor F(�U ) has 3 compo-
nents

�F1(�U) = [0, Hx, −Hy, 0, −Ez, Ey]T , (3.94)

�F2(�U) = [Hz, 0, Hx, Ez, 0, −Ex]T , (3.95)

�F2(�U) = [Hy, −Hx, 0, −Ey, Ex, 0]T . (3.96)

The equations (3.92), (3.94), (3.95) and (3.96) lead to

α
∂ �Ui

∂t
Vi = −

4∑
k=1

[F+(�U∗
k ) · nK︸ ︷︷ ︸

�Φ+
ik

+ F−(�U∗∗
k ) · nK︸ ︷︷ ︸
�Φ−

ik

] SK (3.97)

representing a semi discrete formulation of the finite volume approach⎧⎨
⎩

�U∗
K = �Ui + ∇ �Ui · �dli

�U∗∗
K = �Uj + ∇ �Uj · �dlj

(3.98)

where ∇ is the Nabla operator. The right side of (3.97) can also be considered as an addition
of the incoming flux �Φ+

ik and the outgoing flux �Φ−
ik illustrated in Figure 3.10 (b).

3.3.2 Validation of the Finite Volume Time Domain Approach

For the validation of the finite volume approach, investigations were performed on a wideband
antenna. Figure 3.11 shows the measured antenna.
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Calibration plane

Figure 3.11: Picture of a wideband antenna.

The input impedance of the wideband antenna was measured and compared to simulations
based on MoM and on FVTD as illustrated in Figure 3.12.
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Comparison of simulation results with measurements

Figure 3.12: Comparison of the simulated and measured input impedance.

In addition to the input impedance, the return loss factor S11 was calculated with both nu-
merical simulation approaches and compared to the measured ones. Results are presented in
Figure 3.13.
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Figure 3.13: Comparison of the simulated and measured reflection factor.

From the results presented in Figure 3.12 and Figure 3.13, it can be seen that both simulations
based on MoM and FVTD can give very accurate results. However, due to the fact that only
one dielectric material can be taken into account when the current implemented hybrid MoM
in the used simulation framework EMC Studio is used [EMCo 09], its application for complete
roof antenna systems consisting of several materials with different dielectrics is restricted.

3.4 Numerical Approaches Based on the Method of Moments

The MoM often serves to solve complex integral equations [Harr 68; Wang 91; Jako 95], while
relatively simple basis functions can be used for the discretization of the geometry [Wang 91].

3.4.1 Mathematical Description of the Method of Moments

The basic idea of the method of moments is to convert a linear and inhomogeneous operator
equation utilizing basis and testing functions into a linear equation system [Harr 67].
The deterministic linear operator equation can be considered for the dimension x by

L(f(x)) = g(x) (3.99)
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where L is a linear operator, g(x) is a known excitation, and f(x) is unknown and to be
determined. The function can be developed with basis function βn as

f(x) ≈
N∑

n=1
βnfn(x) . (3.100)

Combining (3.99) and (3.100), following formulation is obtained:

N∑
n=1

βnL(fn(x)) ≈ g(x) . (3.101)

Afterwards inner products with adequate weighting functions wm(x) are built. The resulting
equation is

N∑
n=1

βn〈wm(x), L(fn(x))〉 ≈ 〈wm(x), g(x)〉 (3.102)

where the angle brackets are defined for the one dimension example according to

〈wm(x), g(x)〉 =
∫ x2

x1
wm(x) g(x) dx . (3.103)

The equation (3.102) can be written in matrix form as

[Zmn][In] = [bm] . (3.104)

In cases where the MoM is utilized for electromagnetic fields, [Zmn] stands for the impedance
matrix and [bm] stands for the voltage vector. From the current vector [In], important infor-
mation such as current distribution of the investigated model and antenna radiation pattern
can be derived.

3.4.2 Deployment of the Method of Moments for Electromagnetic Fields

The magnetic vector potential �A(�r ) and the scalar electric potential Φ(�r ) can be determined
in space by

�A(�r ) = μ
�

�J(�r ′)
e−jk|�r−�r ′|

4π |�r − �r ′|dr′ , (3.105)

Φ(�r ) =
1
ε

�
ρ(�r ′)

e−jk|�r−�r ′|

4π |�r − �r ′|dr′ (3.106)

where the electric charge density ρ(�r ′) can be written as

ρ(�r ′) =
−1
jω

∇ · �J(�r ′) . (3.107)

The contributions of (3.105) and (3.106) can be combined into the linear operator L to obtain
a formulation comparable to equation (3.99) in the form of

�E(�r ) = −jω �A(�r ) − ∇Φ(�r ) = L
(

�J(�r )
)
. (3.108)
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The MoM often serves to solve complex integral equations, whereas relatively linear basis
functions can be used for the discretization of the geometry. The advantage of the method of
moments compared to the finite volume method or finite element method is in the fact that
only surfaces of the simulation model must be discretized to obtain the current distribution of
the investigated problem. Once the current distribution is calculated, other parameters such
as the near field or far field behaviour of antennas can be calculated.
The equation solved by the method of moments technique is the so called Electric Field
Integral Equation (EFIE) given as a linear operator equation of the induced current density
�J(�r ) caused by the incident electrical field �Einc [Wilt 02] according to

�Einc(�r ) = Le

(
�J(�r )

)
. (3.109)

Figure 3.14 illustrates an example, where a wire is subdivided into N small segments SN .
To apply the method of moments, an incident field �Einc illuminates the wire. A part of this
electrical field is scattered �Esc. Consequently, a current density �J(�r ) is induced in the wire.

nincE

scE

)r(J
1S

2S 3S

1NS

NS

Figure 3.14: Application of the MoM on an an electric wire.

Similar to (3.109) the so called Magnetic Field Integral Equation (MFIE) can be described
and is given as a linear operator equation of the induced current density �J(�r ) caused by the
incident magnetic field �H inc according to

�H inc(�r ) = Lm

(
�J(�r )

)
. (3.110)

Both equations are usually solved with the MoM in the frequency domain. However a MoM
solution can also be given in time domain. Depending on the problem type, the EFIE or/and
the MFIE should be applied to get the correct solution with the shortest computation time
[Java 09]. The application of the MoM on the EFIE and the MFIE expands the induced
current density �J(�r ) as a finite sum of so called basis or expansion functions written in vector
form �βn according to equation (3.100). Figure 3.15 illustrates an EM wave represented in the
graph by a source irradiating a metallic Perfect Electrical Conductors (PEC) volume with
surface A. The source induces an electric current on the surface with a current density �JA(�r)
as represented in the right side of the figure.

Hicham Tazi



3 Numerical Approaches for Automotive Antenna Computation Page | 61

Source
Metallic 

volume with 
surface

Source

)(rJ A

A

Figure 3.15: The method of moments.

The following boundary condition is applied in case of PEC problem solution:

�n × �Einc = −�n × �Esc, (3.111)

with the incident field �Einc and the scattered field �Esc. Consequently a current I is induced
in the conductor. The boundary condition for the tangential electrical field �Einc

tan on the object
surface (see Figure 3.15), gives the following EFIE formulation by utilizing the dyadic Green’s

function
↔
G

E

J (�r, �r ′ ) [Harr 67] according to

− �Einc(�r )
∣∣∣
tan

=
�
A

[
↔
G

E

J (�r, �r ′) · �JA(�r ′)]da′
∣∣∣∣∣∣
tan

. (3.112)

The induced surface current density �JA(�r ) can be developed into basis functions according
to

�JA(�rn ) =
N∑

n=1
In

�βn(�rn) . (3.113)

Similar to (3.112) and taking into account the magnetic dyadic Green’s function
↔
G

H

J (�r, �r ′ ),
the boundary condition for the tangential magnetic field �H on the object surface gives the
following MFIE formulation:

− �H inc(�r )
∣∣∣
tan

= −1
2

�JA(�r ′) +
�
A

[
↔
G

H

J (�r, �r ′ ) · �JA(�r ′ )]da′
∣∣∣∣∣∣
tan

. (3.114)

Performing inner products of both sides of the EFIE equation described in (3.109) with ade-
quate testing functions �wm results in a linear algebraic equation system as

〈�wm(�rm ),
∑

In Le

(
�βn(�rn )

)
〉 = 〈�wm(�rm ), �Einc(�rm )〉 (3.115)

with the discrete current vector [I]

{In} = [I] =

⎡
⎢⎢⎢⎢⎢⎢⎣

I1

I2
...

IN

⎤
⎥⎥⎥⎥⎥⎥⎦ . (3.116)
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In cases where the basis functions are equal to the testing functions, the voltage vector elements
are calculated according to

bm = −
�
A

�βm(�rm ) · �Einc(�rm )da . (3.117)

The discrete voltage vector is described by applying the testing functions

{bm} = [U ] =

⎡
⎢⎢⎢⎢⎢⎢⎣

〈
�β1, �Einc

〉
〈

�β2, �Einc
〉

...〈
�βM , �Einc

〉

⎤
⎥⎥⎥⎥⎥⎥⎦ . (3.118)

The linear operator formulation given in (3.99) can be described with the matrix system
equation

[U ] = [Z] [I] . (3.119)

The impedance elements Zmn of the impedance matrix [Z] are calculated according to

Zmn = −j
ωμ

4π

�
A

�
A

[
�βm(�rm ) ·

(
↔
I +

1
k2 ∇∇

)
e−jk0|�rm−�rn|

|�rm − �rn | · �βn(�rn )
]

dandam , (3.120)

where ω is the angular frequency, k0 is the free space wave number and k is the propagation
constant. �rm and �rn are position vectors, �βm and �βn represent the basis and testing functions,
respectively.

The current vector elements can then be calculated by inverting the matrix equation system
described in equation (3.119) as

[I] = [Z]−1 [U ] . (3.121)

To avoid long computation time problems regarding the Z-matrix inversion, mathematical
techniques like the LU decomposition can be used.

3.4.3 Validation of the Method of Moments

In order to validate the method of moments, the reflection factor of an antenna is computed by
the MoM implemented in EMC Studio and compared to measured results. The investigated
antenna is one of the most used antennas for irradiating cars for EMC measurements and in the
antenna development process for evaluating antenna reception performance. It is a chase CBL
6111D Biconical logarithmic periodical (Bilogper) antenna operating in frequency range
from 30 MHz up to 1 GHz [Chen 03]. (See Figure 3.16).
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Figure 3.16: Simulation model of the Bilogper-antenna.

Figure 3.17 shows a comparison between measurement and simulation results of the Bilogper
antenna.
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Figure 3.17: Comparison of measurement and simulation results.

Simulation results fit very well to the measurement data. This is due to the fact that all
important antenna details for the simulation are taken into account, such as material param-
eters, geometry and the feeding point of the Bilogper antenna [Tazi 11b]. The validation of
the simulation model makes it possible to use the same simulation model of the antenna in
other simulations such as for susceptibility cases for EMC investigations. Figure 3.18 shows the
current distribution and the far field pattern of the Bilogper antenna at different frequencies.
The figure helps to give a better understanding of the mode of work of the antenna. This could
be used to develop similar antennas.
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Antenna directivity at 700 MHz Antenna directivity at 40 MHz

Current density at 700 MHz Current density at 40 MHz

Low current density

High current density

Figure 3.18: Current distribution and radiation pattern of the Bilogper antenna.

In a virtual model of the vehicle, all important parameters such as the glass of the windows have
to be taken into account. Different approaches can be applied to account for these parameters
appropriately. In the next three subsections, three approaches based on the MoM are discussed
as solutions to this problem. By means of these, it is possible to take the antenna substrate
into account, which is an improvement compared to the basic MoM.

3.4.4 Equivalent Method of Popović

Antenna structures printed on the surface of glass have complex structures. The most common
vehicle antennas are placed on the rear, side or front widows of the car. Normally, the metallic
strip of the antenna is located between the glass layers of the windscreen or printed on the
surface. The equivalent coating approach replaces a metallic strip inside a glass with coated
circular wires in free space with equivalent characteristics. Four steps are therefore needed to
calculate all parameters of the equivalent model from the real model according to [Popo 91;
Clar 05; Case 88] and as illustrated in Figure 3.19.
The first step is to determine the equivalent wire radius rw. It can be calculated from the
metallic strip width w [Popo 91] according to

rw =
w

4
. (3.122)

The second step is to find an equivalent homogeneous layer based on all layers with the thickness
di and the permittivity εi composing the glass geometry. The equivalent layer has the thickness
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de =
N∑

i=1
di . (3.123)

The equivalent electrical permittivity εe is given by

εe =
de

N∑
i=1

di
εi

. (3.124)

The third step is to define an equivalent MoM model with the transformation of the structure
in Figure 3.19 (b) into the coated wire model in Figure 3.19 (c), where

rd = rwε

[
εrd

εrd
−1

(
ln de

rw
− πε0

Ccoplanar

)]
. (3.125)
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Figure 3.19: The equivalence principle of Popović.

The capacitance of the coplanar strips Ccoplanar is determined numerically for a two wire line
by a highly oscillating function:

Ccoplanar =
πε0

ln de
rw

− (1 − 1
εrd

)
. (3.126)

Finally, an additional resistive load R′
T L is determined in order to account for surface waves

[Chan 77] with a thermal power Pt0, where the current I along the equivalent wire with length
l is integrated according to

R′
T L =

2Pt0
l∫

0
|I(ξ)|2dξ

. (3.127)

3.4.5 Thin Surface Method

Another method that can be used to take account of the dielectric parameters of glass windows
is the thin surface method based on the Impedance Boundary Condition (IBC). The IBC is

Hicham Tazi



3 Numerical Approaches for Automotive Antenna Computation Page | 66

an approximate boundary condition that makes it possible to transform a volume into a thin
dielectric substrate with specific electrical properties [Karl 09]. The IBC in "Drichlet form" is
given by

�n × �E = Zs �n × �n × �H . (3.128)

The surface impedance approach transforms the glass into an equivalent thin dielectric sub-
strate with specific properties according to [Harr 77; Harr 75]. When a volume V with the
electrical permittivity ε in an incident field �Einc is considered, then the EFIE described in
equation (3.109) can be rewritten as

Le( �J) +
�J

jω(ε − ε0)
= �Einc . (3.129)

The operator Le relates the scattered field �Esc to the current density �J(�r ) similar to (3.109)
and (3.112) according to

Le( �J ) = − �Esc = jω �A + ∇Φ . (3.130)

The determination of �J for thin dielectric shells of thickness t on a surface A can be calculated
with the following formula, when the incident field �Einc is given

Le( �J) +
�J

jωΔεt
= �Einc

tan on A (3.131)

with Δε = ε − ε0, the surface impedance is calculated as

ZL =
1

jωΔεt
. (3.132)

The surface impedance is then derived from the previous formulations and is implemented
in the used simulation framework EMC Studio to assign a dielectric impedance load to the
triangles considered as dielectric layers [EMCo 09]. This load depends on the permittivity ε,
the electrical loss tangent tan δ and the thickness d of the appropriate triangle and is given
by

ZS =
k

2jωε0(εr − εenv) sin(kd/2)
. (3.133)

The propagation constant k is given as a relationship between the angular frequency ω, the
free space permittivity, the free space permeability, the relative environment permeability μenv

and the relative permittivity εr in form of

k = ω
√

ε0μ0εrμenv . (3.134)

Hicham Tazi



3 Numerical Approaches for Automotive Antenna Computation Page | 67

3.4.6 Hybrid Method of Moments with Method of Auxiliary Sources

The hybrid MoM with the method of auxiliary sources illustrated in Figure 3.20 allows to take
into account effect of dielectric losses placed close to metallic surfaces [Bogd 09a; Bogd 10;
Java 09]. This permits the calculation of the current distribution of antenna structures placed
on a windscreen with consideration of the glass parameters. The current density on the antenna
structure �J ′ with consideration of the glass parameters can be described as

�J ′ = �Jδij +
∑

k

{vCji
k ( �Jk�n)�n + [hCji

k [ �Jk − ( �Jk�n)�n]} . (3.135)
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Figure 3.20: Hybrid method of moments with the method of auxiliary sources.

�Jk is the image current density in layer k, δij is the Kronecker delta, and �n is the unit normal on
the dielectric surface. For the current density �J in the region i (Figure 3.20), an electromagnetic
field at the observation region j = 1, 2, 3 is composed of the field of the original current �J (if
j = i) and that produced by its mirror images �Jk. The amplitudes of the current density
are calculated by taking into account vCji

k , hCji
k for vertical and horizontal components of

vector potentials and qCji
k for scalar potentials. The reflection and transmission factors for

each polarization are calculated by using following formulas [Bogd 09a]:

qRij = vRij =
εi − εj

εi + εj
, hRij =

μj − μi

μi + μj
(3.136)

and

qTji = vTji =
2εj

εi + εj
, hTji =

2μi

μi + μj
(3.137)

resulting in

tC12
−k = tT12

tRk
21, k = 0, 1, 2, ... , (3.138)
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tC22
k = tR

|k|
21 , k = ±1, ±2, ... , (3.139)

and

tC32
k = tT12

tRk
21, k = 0, 1, 2, ... . (3.140)

Considering � as an imaging operator, �Jk can be described by

�Jk = �k( �J ) . (3.141)

The current density described in (3.135) can be derived with the introduction of a transforma-
tion operator � according to

�J ′ = �( �J ) . (3.142)

Similar to the previous formula, excitation can be rewritten as

�bk = �(�b ) . (3.143)

The MoM should be fitted with the new described transformation operator as

L�( �J ) = ��b . (3.144)

The application of the hybrid MoM-MAS method for a glass antenna car problem necessitates
consideration of the complete geometry. The geometry is subdivided into the basic part B and
the antenna part A [Bogd 10] according to

G = {B, A} . (3.145)

The antenna part is composed of the antenna lines and the glass. The basic part can be
modelled with the traditional MoM and the antenna part is modelled by the MoM-MAS hybrid
method. Figure 3.21 illustrates the MoM/MoM-MAS scheme used to calculate the antenna
behaviour in automotive simulations.
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Figure 3.21: Hybrid method of moments with the method of auxiliary sources scheme.
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3.4.7 Comparison of the Presented Simulation Methods Based on MoM

In the case of printed antennas on glass, the equivalent coating approach can be applied only
when the coupling between adjacent antenna lines is negligible. This is the case when the
antenna lines are thin and located at a considerable distance to each other. This approach
does not take into account the coupling between antenna lines, which are directly adjacent.
This coupling can be taken into consideration with the surface impedance approach. The
surface impedance approach can be used for modelling glass around antenna lines. However,
a dielectric under an antenna cannot be modelled by applying this approach. The hybrid
MoM approach allows the complete printed antenna structure to be taken into account using
accurate description for electromagnetic and geometrical characteristics of the glass.
Figure 3.22 describes the differences between the three presented approaches. It can be seen
how the dielectric under the antenna structure is considered in the different approaches.
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Figure 3.22: Numerical methods based on MoM for simulations of antennas printed on
glass.

Today, simulations based on the hybrid method of MoM and method of auxiliary sources
present an integral part of the development process of window antenna systems to improve
antenna performance and to make important decisions about the location of antennas in early
stages of development [Tazi 09; Tazi 10d; Tazi 11c].
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In order to compare the three approaches based on MoM presented in Figure 3.22, a curved
rear window antenna on an AUDI A5 was considered. Figure 3.23 shows a rear window antenna
excited by an EM plane wave. The wave propagation is chosen in a way that the electric field
�E irradiates the rear window.

k

E

H

Figure 3.23: Rear window with an incident plane wave.

The coupled voltage in the AM antenna structure (printed on the rear window) was calculated.
The voltage was observed in a frequency range from 200 kHz to 1.8 MHz. A comparison of
simulation results obtained using dielectric triangles, the equivalent coating and the hybrid
MoM approach for the car model is presented in the Figure 3.24.
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Figure 3.24: Comparison of the numerical simulation approaches in AM frequency range.

From the obtained results, it can be seen that there are large differences between the different
approaches in comparison to the standard wire model (without taking into account of the glass
material) represented by the blue curve. The results differ even between the surface impedance
approach and the hybrid MoM approach. For a larger frequency range, larger differences could
be expected. Therefore, great care should be taken in the modelling of the glass windows. The
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last approach was successfully validated by measurement results in a wide frequency range
as will be shown in Chapter 6. Performed validation of hybrid MoM for modelling of glass
antennas shows good agreement of simulation results with measurements. In contrast to the
surface impedance approach in glass antenna simulations there are no restrictions on distance
between antenna lines and thickness of glass.
For an additional validation and comparison of the three approaches, an antenna structure
printed on a 50 cm x 50 cm window was considered, see Figure 3.25. Measurements of antenna
reflection coefficients were performed in the AUDI EMC Centre in the frequency range from
30 MHz to 300 MHz. Simulation models of all methods used: dielectric triangles, the equivalent
coating, the hybrid MoM approach and for the antenna prototype are presented in Figure
3.25.

e) Measurement setupd) Equivalence approachc) Thin dielectricb) MoMa) Hybrid MoM

Figure 3.25: Prototype and simulation models of the window antenna.

Figure 3.26 shows a comparison of the different numerical results. From the graph, it can
be seen that almost all methods have the same tendency as the measurement. Nevertheless,
simulation results obtained with the hybrid method are the closest to the measurement results.
This is due to the fact that this method takes into account the influence of the glass under and
between the antenna lines.
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Figure 3.26: Comparison of the different numerical results to measurement results.
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3.4.8 Incorporation of Electrical Networks into the Simulation Models

It is time consuming and not necessary to consider the complex electrical details from the
internal structure of the electronic devices for EM simulations. Devices in close vicinity to
antenna structures can be treated as black boxes, which can be described with N -port network
parameters [Bogd 10]. The incorporation of electronic devices, e.g. antenna amplifiers in
the MoM calculation necessitates to extend the basic MoM to allow the accounting of multi
port networks [Bogd 07]. Figure 3.27 illustrates a black box considered as an N -port network
connected to a MoM segment. Each network port i is characterized with an electric current Ii

and a voltage Ui.

MoM current Port 2

Port 1

Port

Port

NETWORK

mI
2U

2I

1I
1U

nI

nU

kU

kI

k

N

Figure 3.27: Incorporation of N -port network in MoM.

In electrical engineering, different forms of network parameters relating currents to voltages
can be considered to describe electrical circuits. The widely used forms in EM simulations are
listed below [Wing 08]:

• Description with impedance matrices ZNet with matrix elements ZNet
mn , the relationship

between current and voltage is given by

U = ZNetI . (3.146)

• Description with admittance matrices YNet with matrix elements Y Net
mn .

• Circuit networks described with scattering matrices SNet with matrix elements SNet
mn .

The relationship between normalized incoming waves ai and reflected waves bj is de-
scribed in Section 2.1.
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• Transmission Lines (TL) are often used to describe the electrical length of adapters
used in measurements or pigtails connected to antenna structures. The electrical length
le of cables or adapters can be calculated by taking into account the geometrical length
lg and the surrounding electric permittivity εr according to

le =
lg√
εr

. (3.147)

The incorporation of the network equations into the MoM system [Yarm 08] makes it necessary
to relate both the MoM vector matrix and the network vector matrix elements [Bogd 07;
Bogd 09b]. First, it can be distinguished between free port networks, which are controlled
with voltage sources and mixed ports composed of free and forced ports. In the first case the
port current vector I is related to the MoM segment current vector Im according to

I = −Im . (3.148)

The segment voltage vector Um is composed of external voltage source vector US
m and the

network voltage vector U in form of

Um = US
m + U . (3.149)

The insertion of equation (3.146) and equation (3.148) in equation (3.149) leads to

Um = US
m − ZNetI . (3.150)

Taking into account of the MoM formulation in equation (3.150) gives the hybrid MoM and
network algebraic system formulation:

(ZMoM + ZNet)I = US
m . (3.151)

In case of mixed ports the equation can be rewritten in

(ZMoM + Z
′Net)I = US

m + Uadd
m (3.152)

where Z
′Net = (Y

′Net)−1 is the free port impedance matrix of the N -port network. The
additional voltage vector Uadd

m describes the forcing ports according to

Uadd
m = −Z

′NetY
′′NetUS (3.153)

where Y
′Net and Y

′′Net are the free-port and mixed-port network admittance matrices, respec-
tively. To determine the network parameters of the antenna amplifier, the measurement setup
illustrated in Figure 3.28 can be used. The amplifier is fed by a 12 V voltage source and both
amplifier ports are connected to a vector network analyzer to measure the network scattering
matrix S. From the S matrix, further network parameters such as the impedance matrix Z
and the admittance matrix Y can be derived.
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Figure 3.28: Measurement of the S-parameters of an antenna amplifier.

3.5 Near Field Source Solution

Modelling of metallic parts of the car body can be efficiently done by using method of moments.
However, simulations of complex devices such as ferrite antennas may require an extended
analysis approach. One possibility for simplifying the simulation model is to simulate or
measure the field distribution in close vicinity to the antenna and introduce this field data to
the model of the remaining part as sources. This can facilitate the modelling of the antennas
and allows the substitution of all antennas, which shall be accounted in the simulation model
by near field sources [Tazi 10a]. The change of the placement of these sources in the simulation
model is much easier than to use the real geometry model of the ferrite antenna. Besides, the
computation time with the introduced near field sources is much faster since the Z matrix
contains fewer elements than in case of the real geometry of the antenna. This near field
source solution is based on the field equivalence principle [Bala 05]. This states that the
original electric current �J and magnetic current sources �M , which produce the electrical field
�E and the magnetic field �H, Figure 3.29 (a), can be replaced by equivalent sources, see Figure
3.29 (b).
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Figure 3.29: Equivalence principle.

The imaginary closed surface S surrounding the original sources is defined. �n is the unit normal
to the surface S. The field outside an imaginary surface is produced by equivalent electric and
magnetic currents on the surface S. The current densities are chosen so that the field inside
the closed surface S containing sources is assumed to be zero and outside it is equal to the
radiation produced by the original sources. In order to get correct results for near field sources
it is necessary to have full information about simulated or measured �E and/or �H fields (x, y,
z real and imaginary components, phase). Also, it should be mentioned that mutual coupling
between the replaced antenna and the car body is no longer accounted for. Figure 3.30 shows
a simulation model of a car, where the ferrite antenna is considered by an equivalent near field
source.

Figure 3.30: A car with a keyless antenna simulation model based on the equivalent
principle approach.

MoM simulation of the ferrite antenna was validated by comparing simulation results with
measurement results. For magnetic field investigations two simulation models of the ferrite
antenna were considered as shown in Figure 3.31.
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Figure 3.31: Comparison of simulation and measurement results.

At first, the complete geometry of the antenna was modelled then the Near Field Source
Solution (NFSS) model of the antenna was realized. The simulations are performed for a
coil antenna, which is placed in free space, where the magnetic field is observed along three
perpendicular directions. Both the simulation models and comparison of the two simulation
and the measurement results are shown in Figure 3.31. From the results shown in Figure 3.31,
it can be seen that magnetic field simulations with the MoM solver (EMC Studio) using the
surface integral approach is in very good agreement with measurement results and simulation
results realized with the NFSS model.
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4 Computation Time Optimization for MoM

In order to integrate simulations into the automotive antenna development process, several
algorithms leading to computation time optimization and modelling effort reduction are used,
some of which will be introduced in this chapter.

4.1 Multi Excitation Approach

It is common to evaluate different antennas, which are located in close vicinity to each other in
the automotive antenna optimization process by ensuring the best possible antenna reception
for the whole antenna system. This requires sequential analysis of the behaviour of all antennas.
The standard MoM simulation requires the simulation of all antennas. Hence, the simulation
time increases in direct proportion to the number of the antennas investigated. Obviously,
simulation of a full matrix with corresponding inversion and solution for each task is time
consuming. In the multi excitation approach, first the matrix is filled, inverted and saved on
disk and then used for computations in different excitation cases as illustrated in Figure 4.1.
Excitation vectors are exchanged depending on the simulation model.
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Figure 4.1: Multi excitation approach scheme.

This method allows much time to be saved for this kind of problem [Bogd 10; User 05]. For the
correct utilization of this approach sufficient memory resources should be available for storage
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of the matrix elements [Tazi 10a; schn 10]. Therefore, if M is the memory required to solve
the problem, then the space required to store temporary matrices is S = M · F , where F is
the number of frequency points defined in the simulation task. To utilize the multi excitation
approach, the main problem will be split into base geometry and additional excitations. In
the EMC Studio simulation framework used, it is possible to specify each excitation with help
of layers. At first, the problem with the base layer will be solved. The MoM simulation is
used to fill and invert the system matrix for each frequency defined in a simulation problem
[Bogd 09a; Wang 91]. Afterwards, different right sides of the matrix equation are considered
to solve the problem for each combination of the applied excitations (layers) see Figure 4.1.
The solutions can be found without repeating the inversion of the matrix. Thus, much time
can be saved especially if there is a large number of unknowns. Simulation of keyless entry
systems presents a perfect case, where the multi excitation approach can be used to save
much computation time. Since for fixed geometry, different excitations are observed, the multi
excitation approach can deliver solutions for the entire simulation model in a short time.

4.2 Multi Partitioning Approach

In the vehicle design development process, it often happens that a considerable part of geom-
etry remains the same in different simulations [Bogd 10]. This is the case when comparing
characteristics of different antennas mounted in a rear window of the same car model (see
Figure 4.2).

Base model

Additional parts

Additional part 2

Additional part 3

Additional part 1

Figure 4.2: Application of the matrix partitioning method to develop rear window
antennas.

Also, this is the case when considering an optimization problem regarding the optimal dimen-
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the vehicle. A partitioned MoM scheme is intended to effectively handle series of geometries
having a predominant common part [Bogd 05; Frei 06]. This scheme is based on a partitioned
calculation and inversion of unvarying (main) and differing (additional) parts of the impedance
matrices to quickly obtain solutions to EM problems on a series of geometries [Tazi 10b]. The
multi-partitioned MoM scheme is hybridized with MAS and can be used for glass antenna
simulation problems. Unlike the usual partitioned scheme [Bogd 05], a series of different par-
titioned geometries may be specified, and all the computations for the main and additional
modes are performed in a single flow. This allows to perform a simultaneous solution of a
series of antenna problems. Moreover, both the main and additional partitioned matrices may
contain both the traditional MoM elements to take into account the basic car geometry, and
the modified elements to include the dielectric effect on glass antenna elements. If a k-series
of simulation model geometries G1, G2, . . . , GK is considered with a common basic geometry
part Gb where

Gb =
k⋂

k=1
Gk . (4.1)

Each geometry Gk can be described as a sum of the common basic part Gb and a specific
additional part Ga

k according to

Gk = Gb + Ga
k . (4.2)

The basic MoM matrix formulation can then be rewritten in⎡
⎣ Zbb Zba

Zab Zaa

⎤
⎦
⎡
⎣ Ib

Ia

⎤
⎦ =

⎡
⎣ Ub

Ua

⎤
⎦ (4.3)

where Zbb represents the matrix elements describing the coupling between the basic parts and
the coupling between the additional parts is given by Zaa. Zba and Zab represent the impedance
coupling elements between the additional and the basic parts. The number of the equation
unknowns N is the sum of the additional element parts Na and the basic parts N b. The LU
decomposition of the partitioned MoM impedance matrix leads to

⎡
⎣ Ib

Ia

⎤
⎦ =

⎡
⎣ Ubb Uba

0 Uaa

⎤
⎦−1⎡⎣ Lbb 0

Lab Laa

⎤
⎦−1 ⎡⎣ Ub

Ua

⎤
⎦ . (4.4)

The Z matrix obtained from the LU decomposition shows that the basic block matrix Zbb =
LbbUbb remains the same as the one obtained from the basic geometry Gb.
In the matrix partitioning algorithm, the basic part is at first considered and the inverted
basic Lbb and U bb parts are calculated and stored. Afterwards, the additional blocks of the
partitioned impedance matrix are considered and calculated successively. The complete Z
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⎡
⎣ Zbb Zba

Zab Zaa

⎤
⎦ =

⎡
⎣ Lbb 0

Lab Laa

⎤
⎦
⎡
⎣ Ubb Uba

0 Uaa

⎤
⎦ . (4.5)

The solving time is optimized when the matrix partitioning scheme is used, especially if the
common part between the calculated geometries is much larger in comparison to the additional
parts. The obtained solution time gain G can be calculated [Harp 40] according to

G =
1

(1 − β)/(k + β)
(4.6)

where k = 1/[(1 − (1 − α)3] and α = Na/(Na + N b). β is the additional time required for a
direct task computation.

4.2.1 Matrix Partitioning for Front Window Antenna Investigations

The illustration in Figure 4.3 shows a front window of an AUDI A5, where different structures
of antennas are printed on the upper left side of the front window. Nine different antenna
structures are modelled. In all models a large geometry part remains unchanged (car body,
glass and a part of the antenna). The table shown in Figure 4.3 illustrates the differences
between all simulation models.

Part

Part

Part

Part

Part

Part

Base part

Definition of layers

Calculation 
model

Base 
layer Part 1 Part 2 Part 3 Part 4 Part 5 Part 6

Model #1 + + +

Model #2 + + + +

Model #3 + + + + +

Model #4 + + + +

Model #5 + + + + +

Model #6 + + + + + +

Model #7 + + + + +

Model #8 + + + + + +

Model #9 + + + + + + +

Car model with front window antenna

Figure 4.3: Matrix partitioning for different front window antennas.
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To validate the matrix partitioning method, simulation models based on the direct solution
and on the matrix partitioning solution of the different front window antennas were realized.
The obtained reflection coefficient of the different antennas is compared with the two solutions
in a frequency range from 30 MHz up to 150 MHz. Figure 4.4 shows both simulation models
of Model 1 and Model 2 and the simulation results obtained with the direct and the matrix
partitioning solution. On the one hand, Model 1 is composed from the base layer and part 1
highlighted in blue in Figure 4.3. On the other hand Model 2 is composed from the base layer
and part 1, 2 and 4 as shown in Figure 4.3. It can be seen that the same results are obtained
with both solutions.
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Figure 4.4: Comparison of direct and matrix partitioning solution for Model 1 and
Model 2.

Figure 4.5 shows both the simulation models of Model 4 and Model 5 and the simulation results
obtained with the direct and the matrix partitioning solution. Model 4 is composed from the
base layer and part 1 and 4 shown in Figure 4.3. Model 5 is composed from the base layer and
part 1, 2, 4, and 5 as shown in Figure 4.3.
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Figure 4.5: Comparison of direct and matrix partitioning solution for Model 4 and
Model 5.

The results obtained confirm the previous results presented in Figure 4.5. Validated simula-
tion results of the reflection coefficient from all investigated configurations are compared and
presented in Figure 4.6. In this way, the optimal obtained antenna structure that corresponds
to Model 6 in this investigation can be defined. Besides that, the antenna gains achieved from
the different configurations are compared and presented.
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Solution type Computational time for one 
frequency point 

Direct solution (9 tasks) 261 min (29 min per task)

Matrix partitioning (9 
partitions)

51 min (32 min for basis + 19 
min for 9 partitions)

The time efforts required for direct and matrix partition 
solution (25 sample points) are listed in table. Calculations 
were performed on 2-core Xeon 3.0 GHz, 2CPU, 16 GB 
RAM.
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Figure 4.6: Simulation results of the different configuration by comparison of the com-
putation time of both solution types.
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Furthermore, the figure shows a comparison between the simulation time needed for the direct
and the matrix partitioning solution. It can be seen, that the simulation time benefit is very
important. On the one hand 261 min are needed to calculate the nine different tasks for 25
frequency points. On the other hand, only 51 min are needed for all tasks and for the 25
frequency points to get the same results with the same accuracy. Both solutions are obtained
with simulations on the same hardware with details indicated at the bottom left corner of
Figure 4.6.

4.2.2 Matrix Partitioning for Glass Window Parameter Investigations

Due to the fact that supplier can change from car model to car model and that the glass
parameters can change between the glass delivered, the matrix partitioning method can be used
to investigate the impact of the glass parameters on the antenna characteristics. Various glass
types form different suppliers were measured. The results are shown in the table illustrated
in Figure 4.7. The relevant parameters are the glass permittivity εr, the dielectric loss factor
tan δ and the glass thickness d.

Dielectric Loss FactorPermittivityThicknes
sGlass Dielectric Loss FactorPermittivityThicknes
sGlass

Figure 4.7: Matrix partitioning for different front window antennas.

The results obtained from the glass parameter investigations are presented in Figure 4.8. From
the shown results, it can be seen that the different parameters can affect the antenna reflection
factor. This impact remains negligible in most of the investigated configurations. However,
to avoid any inconvenience in the results, it is advisable to take into account the precise glass
parameters.
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Figure 4.8: Matrix partitioning for different rear window antennas.

4.2.3 Matrix Partitioning for Rear Window Parameter Investigations

A further application of the matrix partitioning method is to optimize rear window antennas,
where a large part of the simulation model of all investigated configurations remains unchanged
as shown in Figure 4.9.

Antenna arm is extended

Bridge is shifted

0 50 100 150 200 250 300
-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

Frequency [MHz]

S
11

 [
dB

]

Original structure of FM1 antenna

FM1 antenna with extended arm
FM1 antenna with shifted bridge

Original antenna

Antenna arm extendedModified 1

Modified 2 Bridge is shifted S 1
1

[d
B

]

Original structure
Modified 1
Modified 2

Reflection coefficient of FM1 antenna structure

Frequency [MHz]

Figure 4.9: Optimization of printed antenna on the rear window.

The results obtained show that slight changes in the antenna structure can cause shifting of
the reflection factor. With small changes in the antenna structure, antennas can be optimized
to reach the best possible antenna characteristic in the desired frequency range.

Hicham Tazi



4 Computation Time Optimization for MoM Page | 85

4.3 Multi Partitioning and Multi Excitation Approach

An effective antenna optimization process should not only take all antenna structures into con-
sideration during the development process but also the antenna characteristics of all available
antennas should be controlled for each optimization loop. By means of this, the antenna char-
acteristics of each antenna has to be simulated. This necessitates to change the voltage sources
on the antenna terminations for each configuration. Fortunately, it is possible to combine the
multi excitation approach and the multi partitioning method to reduce computation time. The
scheme illustrated in Figure 4.10 shows an example of an optimization process of three different
antennas, which are located very close to each other. During the optimization of any one of
these three antennas, the multi partitioning approach is used for the computation and at the
same time, the multi excitation approach is used to check how the antenna behaviour of all
antennas changes during the optimization of one of the antennas.

Base model

bbb

b

ZZ

ZZ

1

111
bbZ

baZ bI bU

aUaaZ aI

Additional parts
Bridge is shifted

Antenna arm is extended

nnnb

Nbbb

ZZ

ZZ

1

111
abZ

FM1 antenna
FM2 antenna

AM antennaAM antenna
FM1 antenna
FM2 antenna

Figure 4.10: A combined multi partitioning and multi excitation approach.

An advantage of the presented scheme is furthermore demonstrated by comparison of the sim-
ulation results and computation times in a real AUDI A5 FM antenna optimization [Bogd 10].
In this investigation, a chain of simulation models with different mounted antenna amplifiers
based on the multi partitioning and multi excitation approaches are carried out. The illus-
tration in Figure 4.11 shows a vehicle exposed to electromagnetic plane waves positioned at
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different elevation angles to determine the antenna radiation pattern for both vertical and
horizontal polarization at the region of interest. Additional simulation details concerning the
antenna pigtails connecting the amplifiers to the antenna structures are illustrated in the table
shown in the figure.

Car is exposed to 36 plane waves of vertical 
polarization and 36 plane waves of horizontal 

polarization

Parameter FM1
antenna

FM2 
antenna

Pigtail

length, [cm] 10 8
radius, [mm] 0.3

Insulation radius, [mm] 0.3
permittivity 2.3

Left heating choke

FM2 antenna pigtail

FM1 antenna pigtail

Pigtails of FM1- and FM2 antennaPigtails of FM1- and FM2 antenna

Figure 4.11: Far field investigation by different antenna amplifiers.

Figure 4.12 illustrates the obtained results, where the effect of the different antenna amplifiers
suitable for different frequency ranges can be seen. The two antenna amplifiers for DAB and
TV services are operating at 177.5 MHz and 184.5 MHz. Hence, the highest obtained coupling
voltage to the antenna system is obtained in configurations with both antenna amplifiers.
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Figure 4.12: Far field results of the different antenna amplifiers.
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4.4 Further Methods for Computation Time Optimization

An additional computation time optimization is given by the Adaptive Frequency Sampling
(AFS) and the Frequency Distribution Algorithm (FDA) [User 05; FEKO 07].
The AFS algorithm allows to define the maximum number of calculated frequency points be-
tween the limits of the calculation frequency range of interest. The algorithm defines the
calculating frequencies not from the lowest to the highest frequency but rather in loops. The
first frequency loop starts with the lowest frequency and ends with the highest one from the
complete calculation frequency range. A sampling between the two frequencies is chosen con-
trolled by the maximum defined number of frequency samples and by the size of the frequency
range. An additional important parameter in the AFS is the accuracy, which controls the
fitting error limit for controlling convergence of the fitting model. The default value used in
EMC Studio is set to 5% [User 05]. The algorithm compares the obtained results between
two adjacent frequencies. If the difference between the two calculated values (impedance) is
higher then the defined accuracy value, an additional frequency point will be set between those
frequencies for calculation. This procedure is repeated until either the maximum set sampling
frequency number is reached or the accuracy condition is satisfied. Once all frequencies are
calculated, the calculated values are interpolated and give the final result. The first stopping
condition in the AFS is the accuracy parameter. By means of this, the AFS algorithm stops
the simulation when the accuracy parameter is satisfied even if the maximum number of the
sampling frequency points is not reached.
The FDA is used in particular when simulations are performed on multiprocessors, especially
for clusters and parallel computers with sufficient storage memory [Yavo 05]. The algorithm
makes it possible to perform each frequency on one processor. This approach is more effective
if the memory required for the computational task can be predicted. This memory can be esti-
mated according to the number of unknowns in the MoM equation derived from the number of
simulation model elements (triangles and segments). According to the required memory, many
simulations at different frequencies can be allocated simultaneously to the available processor
nodes. Hence, the required simulation time is reduced considerably.
A further method for optimizing computation time, in case of the method of moments, is the
Multi Level Fast Multipole Method (MLFMM), which allows large simulation models to
be handled while keeping the same accuracy as the standard MoM [Kone 05]. However, it is
difficult to implement the MLFMM in the available MoM codes containing additional hybrid
methods such as the MAS or the incorporation of network elements in the MoM while keeping
the same accuracy.
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5 Generation of the Simulation Model

5.1 General Rules for Simulation Model Generation

The Computer Aided Design (CAD) model quality is of crucial importance in electromag-
netic simulations for obtaining good agreement between simulation and measurement results
[West 10; Joba 03a]. For this reason, the majority of simulation frameworks currently available
offer several possibilities for obtaining precise virtual models. The consideration of geometrical
details increases the accuracy of results. Figure 5.1 shows an example of a simulation model
adapted for glass antenna investigations.

b) Simulation model
a) Simplified original model

Figure 5.1: Generation of an adequate simulation model.

The model building represents the first step in the simulation process [Anto 05]. Especially
for higher frequencies, the model accuracy can have a decisive impact on the accuracy of the
simulation results [Mart 05; Marh 02]. Simulation models can differ depending on the com-
putation approach used [Maur 06; Maur 01]. For example, on the one hand, MoM simulation
requires models based on surfaces to apply the Green’s function. On the other hand, FEM
simulations are performed with volume simulation models, where the complete volume is dis-
cretized. Also, depending on the Green’s functions used for MoM simulations, different meshes
must be chosen such as triangles or rectangles. The process is described in Figure 5.2. Usually,
this process takes a long time at the start of each new problem description to guarantee that
system development can be done based on simulation only.
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Model building

Model inspection

CATIA Iges

Figure 5.2: Simulation model building process.

This process can be subdivided in the following steps described in Figure 5.2.

1. Import of CAD data: The geometry of the investigated problem should be imported in
the CAD data format convenient to the simulation framework. For this, several CAD
import filters are available in the different simulation tools. Usually, CAD data are
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available in the following popular formats [Vajn 09].
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• Computer Aided Three-Dimensional Interactive Application (CATIA) data for-
mat are encountered in a CAD software developed by the Dassault Systemes com-
pany [CATI 11].

• The Initial Graphics Exchange Specification (IGES) is an additional file format
that allows the digital exchange of CAD information.

• The 3D ACIS Modeler (ACIS) format also called SAT files arises in a 3D modelling
kernel owned by Spatial Corporation ACIS and represents an underlying 3D mod-
elling functionality for different CAD tools.

• NAsa STRuctural ANalysis system (NASTRAN) is a Finite Element Analysis
(FEA) developed in the late 1960s for NASA. Nastran files are often used by
simulation tools to describe a model mesh and can be exchanged between the
different commercial simulation tools.

• The 3D ACIS Modeler is a computer-aided design 3D modelling kernel owned by
Spatial Corporation.

• Standard Template for Electronic Publishing (STEP) is also used for CAD data
exchange.

• Drawing eXchange Format (DXF) is a CAD data file format developed by Au-
todesk enabling data exchange between AutoCAD and other CAD or simulation
programs [Auto 11].

2. Cleaning phase: The next step is to eliminate all redundant data. The available CAD
data contain more model information than needed for the EM simulations.

3. Modification of the simulation model for EM simulations: In this step, the right junctions
between object parts are mandatory. The current distribution in the simulation model
can be affected in case of incorrect junctions.

4. Model completion: In this step, missing information in the simulation model should
be completed. In case of antenna simulations, it is quite often the case that only the
glass surface is available and sometimes the heating structure in the form of lines is also
existent. For an appropriate antenna simulation, the antenna model should be generated
based on the available data [Titt 91; Abou 98].

5. Assignment of material parameters: Once the geometry model is finished, the developer
can start by assigning the material parameters. The most important parameters are
[Bowl 06]:
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• the permittivity εr,

• the electrical loss factor tan δ,

• the permeability μr,

• the magnetic loss factor tan δm,

• the resistivity ρ or the conductivity σ,

• the material thickness for glass screens. In case of wires with coating, both geometry
data and material parameters for the inner radius as well as for the outer radius
should be considered.

6. Generation of an adequate mesh for computational simulation: The segment or the cell
edge size depend on the frequency range of interest or from the time steps in time domain.
Discretization should be realized by taking into account the geometry information, which
should be reflected as precisely as possible with the discretized model.

7. Model completion with environment details: Usually, simulation models are validated by
measurements. The obtained measurement results can be influenced by the measurement
setup such as the measurement cables and the general measurement environment such
as the ground. To obtain an optimal agreement between measurement and simulation
results, these details should be considered while generating the simulation model.

8. Model inspection: Once the simulation model is completed, calculations can be carried
out by using the appropriate simulator. After the first simulation, comparison between
simulation and measurement results should be realized. Afterwords, results have to be
analyzed to be able to explain any discrepancy between the obtained results. Conse-
quently, the simulation model should be improved. This improvement loop should be
applied until the agreement between the results is satisfactory.

9. Deployment of the simulation model and the simulator: When the simulation model
is validated, the development process based on simulation of the investigated problem
(antenna, device...) can start. Many simulations can be performed to investigate the
impact of geometry or material parameters with the objective of developing the best
possible device e.g.: an antenna.
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5.2 Discretization Rules for MoM Simulation

In addition to the fact that the mesh size should be chosen in a manner that the geometry
model is not infringed, accurate mesh model generation for the simulations requires certain dis-
cretization rules, which should be respected when linear basis functions for the MoM solution
are used. The following segmentation rules are derived from multiple MoM simulation experi-
ences summarized in [Tazi 08] to reach an acceptable accuracy when the simulation framework
EMC Studio is used.

• The segment length and the triangle edge length should be smaller than one tenth of the
smallest wavelength λmin according to

lelement−length <
λmin
10

(5.1)

where λmin = c0
fmax

, c0 is the speed of light and fmax is the highest frequency. In case of
a maximal frequency of 300 MHz the smallest wavelength is λmin = 1 m. Therefore, the
smallest mesh size should be smaller than 10 cm.

• In cases where the distance between two elements (segments or triangles) is a, a mesh
size of lsegment ≤ 2 a should be chosen.

• For wire modelling, if the wire diameter (including insulation) is d then it should be
ensured that the segment length lsegment ≥ 3 d .

• When the distance from a wire to a metallic plate is h then the segment lengths and the
edge sizes of triangles located directly under the wires should fulfil the following rule:

lsegment = ledge−length ≤ h . (5.2)

• The length difference between two adjacent elements has to be smaller than three times
of the smallest element length.

5.3 Glass Antenna Model Generation

Usually, the glass geometry is imported in CATIA format. Fortunately, simulation tools used
nowadays contain different CAD import filters, which make it easy and flexible for antenna
development engineers to use different available CAD data formats.
Similar to all raw CAD data, available glass CAD data contain more information than it is
needed for automotive antenna simulations. Therefore, CAD data have to be cleaned and
reduced.
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In addition to the cleaning phase stated, the process of mesh generation for the com-
putational model needs further steps, which can be summed up in the following scheme
[Gheo 11b; Gheo 11a; Gheo 09]:

• Import of CAD data. Figure 5.3 a) shows an example of imported raw CATIA CAD
data for a particular glass geometry.

a) Original CAD model b) Generated mesh model for MoM simulation

Figure 5.3: Generation of the glass antenna model for a car rear window.

• Geometry cleaning by removal of volumes, surfaces and curves, which are redundant for
the antenna computational model.

• Construction of the antenna structure by merging curves and creating surfaces for metal-
lic strips on curves.

• Projection of antenna structure to glass surface to obtain a correct geometry model.

• Removal of the antenna structure.

• Assignment of the material parameters for glass and the metallic antenna structure.

• Mesh model generation including choosing the correct mesh steps with respect to the
mesh rules for the MoM simulations stated in Section 5.2.

Figure 5.3 b) shows an example of generated mesh for MoM simulations. Accurate simulations
based on the hybrid MoM-MAS requires two different mesh files for both the model of the
printed antenna on glass and for the actual glass. The antenna structure has to be saved
separately, where triangles that do not belong to the antenna should be removed as illustrated
in Figure 5.4 a). The second file contains the glass structure with all triangles generated during
the process of mesh generation according to Figure 5.4 b).
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b) Glass mesh

a) Antenna model

Figure 5.4: Generation of the antenna and glass model.

5.4 Modelling of Electrical Networks

In addition to antenna structures and the car body, further electronic devices such as antenna
amplifiers and electronic control units can affect the RF signals [Rabi 10]. Figure 5.5 shows
a mounted antenna amplifier in a car serving to amplify and to transmit the received signals
from the antennas to the signal processing units.

Different antenna
structures printed on 

the side window

Figure 5.5: Picture of an antenna amplifier installed in a car.

Figure 5.6 illustrates a case of glass antennas using the heating structure to extend the antenna
length. To separate the RF signal from the DC current, electric filters and chokes are used.
The electrical networks and chokes used can be often described according to Figure 5.6 with
simple electric components such as resistances, inductances and capacitances.
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Heating structure used as FM 
antenna structure

Spoiler antenna

To antennaTo car body

Left heating choke

To antenna To car bodyTrap circuit

Right heating 
choke

Figure 5.6: Filter structure modelling.

Depending on the simulation purpose, different ways of integrating antenna amplifiers in
simulation models can be used. It is obvious that the antenna amplifier input impedance
often differs from the antenna input impedance and consequently changes the antenna return
loss. It is sufficient to describe the antenna amplifier network only with a complex input
impedance in cases, where the goal of the simulation is to take into account the influence
of the antenna amplifier on the antenna return loss. However, in the automotive antenna
development process, engineers are generally interested in the antenna gain as well as in
the antenna return loss. To calculate the complete antenna system gain, it is necessary
to take into account the whole antenna amplifier scattering matrix in the simulation. The
antenna installed in the car will be irradiated with electromagnetic plane waves located at
fixed elevation angles and for each polarization according to the simulation model illustrated
in Figure 5.7. The radiation pattern of the investigated antenna can be constructed from
the coupled voltage at the receiving antenna input impedance from each plane wave. From
the coupling voltage different antenna radiation patterns characteristics can be derived like
the antenna gain or antenna directivity. It is laborious and time consuming to make both
simulations of the radiation pattern and the antenna return loss separately. This is due to the
fact that two different simulation models should be prepared in the simulation preprocessing
phase. Moreover, simulation data evaluation of the multiple simulation result files in the
post-processing phase is also laborious because of the multiple radiation plane waves needed
to calculate the antenna radiation pattern.
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Network with S-matrix (receive case)

50Ω-Input resistance (Measurement setup e.g.: NWA)

Plane wave

Metallic 
body

Antenna structure

Simulation model for antenna reception case

Figure 5.7: Simulation model for antenna receiving case.

It is obvious that antenna characteristics in the emitting case remains the same in the an-
tenna receiving case for passive antenna systems because of the antenna reciprocity [Bala 05].
Unfortunately, it is different in the case of automotive antenna systems because of the active
elements in the antenna amplifiers. The simulation model illustrated in Figure 5.8 presents a
solution to overcome this simulation model generation dilemma. The system considered is in
the emitting case. This can be modelled with a 1 V voltage source at the antenna termination.
The antenna amplifier network is normally described with a Z matrix according to

Z =

⎡
⎣ z11 z12

z21 z22

⎤
⎦ . (5.3)

However, to generate a simulation model suitable for both return loss calculation and radia-
tion pattern determination, the inner network impedance matrix parameters z12 and z21 are
exchanged and the network is described with the modified Z′ matrix according to

Z′ =

⎡
⎣ z11 z21

z12 z22

⎤
⎦ . (5.4)

To validate the emitting case method, simulation models based on the voltage source method
(emitting case) and the plane wave method (receiving case) of the shown antenna structure
in Figure 5.7 and Figure 5.8 are generated. Radiation pattern results obtained from both
methods are compared.
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1 V Voltage source Important: without  50Ω 
termination load

Important: Network described with Z-matrix instead of 
S-matrix with  interchanging of Z12 and Z21 parameters

Simulation model of antenna emitting case for radiation pattern calculation

Figure 5.8: Simulation model for antenna emitting case.

From the simulation results shown in Figure 5.9, it can be seen that both methods deliver the
same antenna radiation pattern. Validation is performed for different frequencies.

Emitting case: voltage source
Reception case: plane waves

Emitting case: voltage source
Reception case: plane waves

Emitting case: voltage source
Reception case: plane waves

Emitting case: voltage source
Reception case: plane waves

Radiation pattern @ 90MHz - Horizontal Radiation pattern @ 110MHz - Horizontal

Radiation pattern @ 50MHz - Horizontal Radiation pattern @ 75MHz - Horizontal

Figure 5.9: Validation of the emitting case for far field calculation.
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Figure 5.10 gives the physical background that explains why both methods lead to the same
results. The starting point is the antenna factor, which remains the same in the case of
emitting and receiving antenna system when the antenna mismatching is taken into account.
The radiation pattern of the antenna in terms of received voltage from each plane wave depends
on the impedance antenna termination Zload, the free space wave impedance Z0, the wavelength
λ as well as from the calculated antenna gain G0 based on the network modified impedance
network Z ′.

The antenna factor remains the same in reception 
and emitting  case with accounting of the antenna 
mismatching.
The antenna mismatching factor                    is given 
by

The received voltage is calculated with accounting 
of the antenna mismatch and antenna factor as 
follows:

:Impedance at antenna termination
:Free space wave impedance 
: Effective receiving antenna, [m²]
: Antenna gain
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Figure 5.10: Calculation of the received voltage with taking into account the antenna
factor and mismatch.

5.5 Ground Modelling

Measurements of the far field radiation pattern performed at the AUDI AG measurement test
site illustrated in Figure 5.11 are done by setting the Device Under Test (DUT) on a turntable
in a free space measurement range [Tazi 11a; Ullr 10]. This is limited to an elevation angle
of about eighty-six degrees due to the fixed position of the sending antenna in the measure-
ment setup. The transmission factor between the fixed antenna and the DUT is measured
continuously during rotation of the turntable over the complete azimuth. Objects in close
vicinity to the automotive antennas such as the car’s bodyshell or the ground can influence the
antenna behaviour [Bala 82]. Hence, accurate modelling of the environment of the investigated
antenna should be provided [Tazi 11a; Ullr 10; Ullr 09]. On the one hand, it is important to
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consider the maximum amount of detail, which can affect the antenna characteristics such as
the turntable and the ground. On the other hand, it should be ensured that all details are
correctly interpreted by the simulation framework and that there are no restrictions due to the
implemented algorithms in the modelling from the simulation tool side [Hune 05]. Great care
should be taken while modelling a real ground, which is approximated by the commonly used
simulation frameworks. In [Delg 89; Awad 78], several recommendations are given for ground
modelling, permitting an accurate evaluation and development of antennas. Furthermore, in-
vestigation results concerning the influence of the glass curvature and the bodyshell on the
antenna performance are presented.

Figure 5.11: AUDI AG radiation pattern measurement setup.

The gain of the automotive antennas is measured in the far field as described in Section
2.2 by setting the car on a turntable according to Figure 5.12. Measurements of the
far field radiation pattern of automotive antennas are performed by setting the device
being tested on a turntable. Figure 5.13 shows how the measured car will be set on a
turntable, which is positioned at a distance of 75 m from the transmitting antennas. These
antennas are located at an elevation angle of 86◦ for the horizontal and the vertical polarization.
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Figure 5.12: AUDI AG radiation pattern measurement setup.
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Figure 5.13: Far field measurement at AUDI AG measurement setup.
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Figure 5.14 shows how the CAD coordinate system is defined at the Volkswagen Group. It is
very important for this to be defined in advance in order to avoid any errors caused by different
coordinate systems when measurement results from different car companies are compared or
when measurements and simulations are compared.

90

0

360:0

0

360:0

x

z
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CAD (0,0,0)

z
y

x

Figure 5.14: Far field definition for simulation and measurement.

Moreover, the modelling of the metallic turntable and the real ground should be taken into
account due to their non negligible effects on the far field behaviour. In order to investigate
the turntable and the real ground effects, six different simulations were performed. A printed
antenna on the car side window was simulated under these configurations. Figure 5.16 shows
the difference in the return loss between the individual configurations. This difference is rela-
tively small between all configurations except for configuration a) Turntable with real ground.
In this configuration, it can be observed that the resonant frequency is shifted slightly to a
higher frequency.

a) Turn table + Real ground b -c) Real ground \ PEC d) Turn table e) Free space
Car investigations: Influence of the ground:

Configuration 1 : Simulation in free space

Configuration 2: Simulation with PEC

Configuration 3: Simulation with real ground

Configuration 4: Simulation with turn table

Configuration 5: Simulation with turn table with real 
Ground (The car is positioned in a height of 28cm). 
Reference point (0,0,0) at the PEC plane 

The realized Gain was 
calculated at the same 
elevation angle as in 
measurement Theta=486

Figure 5.15: Ground modelling investigation.
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Figure 5.15 illustrates simulation models of the considered configurations. Both the return loss
and the gain in terms of coupled voltage were compared between the different configurations.
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Figure 5.16: Ground modelling investigation results (Reflection factor).

Figure 5.17 shows the influence of the ground and turntable on the far field performance of
the car antennas in the six different configurations shown in Figure 5.15. The mean value of
the coupled voltage to the antenna from the transmitting antenna over all elevation angles
or azimuth angles is presented. Results for different values of the elevation angle ϑ and the
azimuth angle ϕ are compared. It can be seen that the difference between the individual
configurations is not negligible for the different angles. In the worst case, this difference can
reach values of 30 dB. Some configurations show the same results like the configuration d) PEC
alone and configuration b) PEC with turntable for all presented cross-sections. The difference
between configuration e) Turntable and Configuration f) free space is relatively small. Unusual
results are obtained with configuration b) Turntable with real ground. This is attributed to
the fact that the used simulation tool (EMC Studio) gives incorrect numerical results for the
interpretation of this case, where the metallic part (turntable) is in very close vicinity to the
real ground. The height from the turntable to the real ground is 1 cm. Because of this, great
care should be taken for modelling such problems. Therefore, the correct interpretation of
the simulation model by the simulation framework is very important for obtaining correct
results. It is important to note that all configurations except configuration b) show the same
tendency. This is very important for the development of antennas under consideration of the
measurement environment (real ground and turntable). The results from 5.17 show that the
only difference between the simulation in free space and the others is a given offset. Therefore,
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for the purpose of design, it is possible to consider the free space case in order to simplify
modelling and reduce computation time required for the simulation.
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Figure 5.17: Ground modelling investigation results (Gain mean value).

Further investigations should be performed to improve the modelling of very close metallic parts
to a real ground for a correct interpretation from the simulation framework. Implementation
of Sommerfeld’s equations to take account of ground effects could help to obtain successful
results [Somm 09].
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6 Virtual Development of Glass Antenna Systems

Sometimes printed antennas on flat glass are used in order to predict the antenna behaviour
of the same structure on slightly curved glass antennas such the car windows [Tazi 11b]. To
ensure that the antenna performance of printed antennas on flat glass is the same as that printed
on curved glass, investigations with both variants were performed. Figure 6.1 illustrates the
investigated configurations. In the first comparison the two antennas printed on different glass
geometries were compared a) and b). In the second comparison, the two antennas without
glass were investigated c) and d).

a) Flat with glass 

c) Flat without glass 

b) Curved with glass 

d) Curved without glass 

Figure 6.1: Flat and curved glass investigation.

From the simulation results in Figure 6.2, it can be observed that the influence of curvature
on the return loss of the antenna is negligible in both cases. However, the return loss of
the antenna with glass differs from the one of the antenna without glass. This is due to the
dielectric effect of the glass. These results show that the development of glass antennas with
slight curvature can be performed without considering the glass curvature. The modelling
effort for the simulation and the laborious process of printing antennas on curved glass in real
development can thus be reduced.
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Figure 6.2: Flat and curved glass investigation results.

Besides the use of an adequate numerical simulation approach, the key to achieving accurate
and reliable simulation results is the generation of a precise simulation model as shown in
Chapter 5.
Figure 6.3 shows an example of a simulation model of an AUDI Q3 used for the virtual
optimization of several antennas located on the vehicle rear end. It is important to assign the
correct electromagnetic parameters for the windscreens and antenna structures. Investigations
performed by the AUDI AG Antenna Department indicated that it is sufficient to assign PEC
for most of the car’s metallic parts for simulations in the frequency range between 1 MHz and
1 GHz, including the operation frequencies of glass printed antenna systems.

Glass parameter

Heating structure

Car bodyshell (PEC, steel, ...)

Spoiler antenna

Figure 6.3: Q3 rear window glass antenna simulation model.
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Figure 6.4 illustrates all antenna systems installed on the rear end of the Q3 model. Effec-
tive development of all antenna systems can only occur if all systems are taken into account
simultaneously. In the development process, improvement of the antenna characteristics of the
RF services operating at the lowest frequency range is usually done at the beginning. After
this, antenna systems operating in higher frequency ranges are optimized, taking the already
optimized systems into account.

Anti resonant circuit

FM/TV

AM

FM2

AM+FM
(spoiler)+ TV1

TV2/3

Anti resonant circuit

DAB

DAB

FM2

Spoiler

Windscreen

TV2
TV3

Figure 6.4: Rear antenna system of an AUDI Q3.

When all antenna systems are optimized, one final simulation can be carried out in the fre-
quency ranges of all operating antenna systems. The computational resources can be used
optimally if the algorithms presented in Chapter 4 for reducing of simulation time and com-
putational resources are used carefully.

6.1 Strip-line Investigations

The main task of an automotive antenna system is to ensure the optimal reception for the
different multimedia services [Tazi 10c]. The LW/MW frequency band is still important for
radio reception in several countries such as USA and Canada. One procedure for measuring
antenna performance is to excite cars with a well defined homogeneous EM plane wave. AM
antenna structure is, like most antenna systems, placed on the car windows. In this section a
new procedure for calculating the antenna reception with help of a virtual strip-line is presented.
The application of this simulation procedure was validated based on measurements under the
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Figure 6.5 shows the principal overall configuration of measurement and simulation. As it
can be seen, an EMI test receiver with integrated generator was used to sweep through the
required frequency range. The generator has a fixed output voltage U = 96 dBμV, with an
internal resistance Ri = 50 Ω.

U = 96dB V

Ri = 50

R = 50
Attenuation= 20dB

2,2m

AM-amplifier:

Prototype amplifier

(v = 33dB at 12V Feeding, 50 output)

Attenuation cascade

attenuation = 16 dB

Ri = 50

Test receiver

E-Field under stripline = 63,15 dB V/m 

Ri = 50

Output resistance 
of amplifier

Attenuation= 20dB

2.2m

R=50Ω

Ri=50Ω Rout=50Ω

Output resistance of 
amplifier

AM-amplifier: Amplification factor=33dB at 12V
feeding and 50Ω output

Attenuation =16dB

Attenuation cascade

U=96dBμV

E-field under strip-line=63.15dBμV/m

Test receiver

C
oa

xi
al

ca
bl

e

50R
50outR

VdBU 96

50iR50iR

Figure 6.5: Strip-line measurement setup.

The voltage divider between the source impedance Ri and the 50 Ω termination of the strip-line
(−6 dB), together with the used attenuation of 20 dB reduces the strip-line voltage level to
70 dBμV. If the space under the strip-line is free, there will be a relatively homogeneous E-field
of 63.15 dBμV/m. The receiving port of the EMI receiver is connected to an attenuation
cascade and the output of the used antenna amplifier. The high impedance input of the
used amplifier is directly connected to the AM antenna structure, which works as a short
electric monopole. The car body acts as a reference for the antenna and amplifier. To compare
measurements with simulations, the whole setup with all used terminations, amplifications and
attenuations must be taken into account. MoM computation is used to identify the transfer
function in the frequency range between the port of the strip-line and the antenna termination.
The antenna was modelled using the hybrid MoM approach. In the post processing, all other
parameters can be taken into account. Figure 6.5 shows an exemplary simulation model of a
complete car under a strip-line. One important detail for the simulation model is the ground
connection between the feeding point of the strip-line and the amplifier case as illustrated in
Figure 6.6.

Hicham Tazi



6 Virtual Development of Glass Antenna Systems Page | 109

Figure 6.6: Strip-line simulation model with ground connection.

This connection results from the use of the EMI receiver in the measurement, which connects
the car body to the metallic floor via the outer connector of the coaxial cable. This influence
was also tested in comparison to a setup with an external signal generator, where the ground
connection did not exist. Figure 6.7 shows that the correct modelling of glass antennas and a
strict consideration of all measurement equipment, metallic geometries, antenna terminations
(including adjacent antenna terminations) and ground connections lead to very good simulation
results.
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Figure 6.7: Strip-line investigation results.

An accuracy better then 1 dB was achieved in the AM frequency range. The difference between
the two curves in the case of the setup with ground connection results from the poor modelling
of cable parasitics, which become resonant at higher frequencies. The overall method for
considering dielectric glass antennas is thus successfully validated. Figure 6.8 shows how the
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difference in coupled voltage in the AM antenna structure can be explained when the car is
located under the strip-line.

φA

E-Field under strip-line = 63,15 dBμV/m 

Key:
φA: Potential of antenna (Spoil antenna)
φK: Potential of body housing of amplifier = Ground of body shell
φM: Potential of ground

φK

Case 1: Without ground contact  body shell – ground
φA > φK > φM measured voltage U1 = φA - φK

Case 2: With ground contact:  body shell – ground
φA > φK = φM Potential difference raises, because the ground of the body shell will be contacted to the real ground

Measured voltage  U2 = φA - φM
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Figure 6.8: Coupled voltages in the car antenna under the strip-line.

The difference between the two measured cases is the reference electrical potential set to the car
body in case 1 without modelling of the measurement cable. In case 2, where the measurement
cable is taken into consideration in the simulation, the reference voltage or electrical potential
is set to ground contact. Even if the measured electrical potential at the antenna is unchanged
in both cases, the subtraction of the reference electrical potentials leads to different measured
coupling voltages in the antenna. Computation of the antenna reception in LW/MW frequency
range can be anticipated with high accuracy when the hybrid MoM presented in Section 3.4.6
is used. The procedure for calculation of the antenna reception with simulations is also verified
for different antenna structures. All investigated simulations with hybrid MoM show a very
good agreement to the measurement results. Reliable simulations in LW/MW frequency range
can thus be realized for the evaluation of vehicle glass antennas. The strip-line method can be
used to develop AM-antennas. Figure 6.9 shows an example of different AM-spoiler antennas,
which are investigated on the basis of strip-line simulations.
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Figure 6.9: Strip-line simulation models of different AM antennas.

Figure 6.10 presents the obtained results, where the coupling voltages in the different spoiler
antennas are compared. From the presented results it can be seen that the highest coupling
voltages are obtained with the antenna variants 5 and 6 with an improvement of around 4 dB in
comparison to variant 2 and 3. This investigation shows how strip-line simulations can be used
in the automotive antenna virtual development process to evaluate vehicle antenna systems in
the LW/MW frequency range.
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Figure 6.10: Strip-line simulation results of different AM antennas.
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6.2 Far Field Investigations

For further validation of the MoM-MAS method [Gheo 08], investigations of the antenna gain
with the same glass antenna were performed. The glass antenna was mounted on a metallic
box according to the illustration in Figure 6.11 d). The antenna gain measurements were
performed at the AUDI AG far field measurement test site as shown in Figure 5.13. The
coupling voltage on the antenna termination was measured and compared with the simulation
results.

a) Simulation model b) Glass antenna

d) Glass antenna on boxc) Box simulation model

Figure 6.11: Investigated glass antenna configurations.

It is important to note that the bodyshell of cars affects the automotive glass antenna behaviour
for all high frequency services offered [Joba 03a]. In order to investigate the impact of the
influence of the bodyshell on the antenna, the return loss S11 was measured and simulated
for different configurations. The glass antenna shown in Figure 6.11 b) was measured with
and without a box to simulate the car bodyshell effect. The investigation was performed for a
frequency range from 50 MHz up to 300 MHz. Figure 6.11 shows the investigated cases. From
the results shown in Figure 6.12, it can be seen that the simulation results agree well with the
measurement results. The box effect is visible and therefore the bodyshell, in this case the box,
should not be neglected in either the simulation or the measurements during the development
process.
The radiation pattern is presented in terms of coupled voltage from the fixed transmitting
antenna at the elevation angle of 86o to the glass antenna terminals. From the results shown
in Figure 6.13, it can be seen that even the measured far field behaviour of the antenna fits
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well with the simulation results for both vertical and horizontal polarizations and at different
frequencies.
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Figure 6.12: Influence of the box on the return loss of the glass antenna.

In this case the box was placed on the turntable according to the measurement setup shown
in Figure 5.13
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Figure 6.13: Box far field investigation results.
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6.3 Development Process of Rear Window Antennas

The rear window, with the heating structure, presents a suitable arrangement, which can
be used to integrate several antenna elements. Primarily, because of strict styling criteria,
antenna engineers do not have much development freedom and cannot arbitrarily change the
heating structure style. Antenna characteristic tuning can be achieved by extending the heating
structure with additional antenna elements as shown in Figure 6.14.

Figure 6.14: Modelling of the rear window antenna (1).

The additional elements are highlighted in red. A distinction can be made between two kinds
of additional elements. On the one hand, the most commonly used one is the galvanic coupling,
which represents a direct antenna length extension. On the other hand, a further rather less
popular method is the capacitive coupling of the additional elements to the heating structure.
However, the latter method can be risky due to possible ion migration between the antenna ele-
ments. In the case where this scenario occurs, antenna reception quality cannot be guaranteed.
Another way of tuning the antenna characteristics is illustrated in Figure 6.15.
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Figure 6.15: Modelling of the rear window antenna (2).

Additional vertical antenna elements could be placed on the heating structure with respect to
the model symmetry.
Regarding simulation of the proposed antenna models, it is time-consuming to carry out simu-
lations at many frequency points for all designed models. Simulations are therefore performed
only at certain frequency points belonging to each RF service frequency range as shown in
Table 6.1.

FM range DAB range TV range (band III)

79 MHz 174 MHz 177.5 MHz

89.3 MHz 198 MHz 184.5 MHz

93.6 MHz 253 MHz 191.5 MHz

100 MHz 198.5 MHz

106.6 MHz 209.5 MHz

212.5 MHz

219.5 MHz

226.5 MHz

Table 6.1: List of calculated frequency points.

The chosen frequency points are the same such as those chosen during the antenna measure-
ment process. This makes it possible to compare the obtained simulation results with the
measurement results at any time .
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7 Keyless Entry Systems

Keyless entry systems allow the driver to open the door and activate certain electrical systems
while being outside the vehicle. Also, keyless entry systems allow the driver identification by
the car electronics and starting of the engine without a mechanical key [Take 98; Hira 98]. The
commonly used antennas for automotive smart or keyless entry systems are ferrite antennas,
which work in the low frequency range [Kimu 06]. Operation of the system is usually real-
ized at two defined frequencies: 21.8 kHz for transmission mode, and 433 MHz or 315 MHz for
receiving mode. Figure 7.1 illustrates the functionality principle of the keyless entry system.
Keyless entry systems are becoming more and more important and belong nowadays to stan-
dard automotive equipment for premium cars. These systems require a high level of security
for the car entry and start engine permission. The keyless go system should enable to start
the engine only if the key is recognized inside the car. This is important to ensure that the
car cannot be started misleadingly. The system is composed of two parts, the first of which is
represented by several antennas placed in the car.

UHF receiver

LF transmitter

Micro-
controller

UHF
transmitter

LF receiver

Micro-
controller

LF signal
(21.8 kHz or 125 kHz)

UHF answer
(315 MHz, 433 MHz or 

868 MHz)

Basis station Key

Figure 7.1: Functionality of keyless entry systems.

The second part is the driver remote key. The characterization of the field behaviour inside and
outside the vehicle is of prime importance for evaluating and optimizing the system [Roy 94;
Suga 07; Sato 99]. Figure 7.2 illustrates both areas, where the car key has to be detected to
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allow the driver to enter the car and the area, where the key should be detected to permit the
driver to start the engine.

Position of key
1.2m

0.6m

1.2m

1.2 m

0.6 m

0.6 m 0.6 m 1.2 m

0.6 m
1.2m

0.6m
1.2 m

0.6m

1.2 m
0.6m

1.2 m

Figure 7.2: Areas where the key should be recognized from the keyless entry system.

Measurements used for this purpose need a long time for the system to be evaluated. 3D
field simulation can be used to optimize the placement of the appropriate antennas. Figure
7.3 shows how simulations can be deployed to predict the antenna system performance at an
early stage of development. This would facilitate the development process of these antenna
systems. Besides that, the need for costly and time consuming prototype measurements can
be reduced.

Antenna

Area with magnetic field 
above a defined value

Figure 7.3: Application of the EM simulation for keyless entry system evaluation.
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In addition, the number of antennas needed could be reduced while maintaining an equivalent
system performance. In many cases, there is still a need of such optimization in order to find
out the best antenna positioning in the vehicle [Tazi 10a].

One way to model the ferrite antennas, which are responsible for detecting the key is to use
the equivalent near field sources [Tazi 10a]. Those sources allow substitution of the antenna
geometry in a relatively simple way taking into account the environment of the antenna. By
means of this, the modelling of the antenna structure can be simplified. The multi excitation
approach is deployed in order to save computation time when the complete geometry of the
simulation model is the same and the effect of different sources are to be be investigated. That
is the case in automotive keyless antenna systems, when the radiated field of active antennas
from the same car should be calculated with different combinations of source excitation. In this
chapter, simulation results of the keyless antenna systems are presented. Furthermore, mag-
netic field measurements inside and outside the car serve to validate the presented simulation
procedure of the keyless antenna systems.

7.1 Laboratory Investigations

In this section, two different smart entry system antennas are investigated. The difference
between the two antenna systems is the transmission frequency of data from vehicle antenna
to the key antenna. The first presented antenna concept uses loop antennas permitting data
transmission at 125 kHz and the second system is based on ferrite antenna systems working at
a lower frequency of 21.8 kHz.

7.1.1 Loop Antennas Systems

The loop antenna illustrated in Figure 7.4 (a) is produced by Siemens and operates at 125 kHz.
The antenna consists of 74 windings of copper wires with a diameter of d = 0.2 mm. The
antenna is of an elliptic form with the radii r1 = 3.2 cm and r2 = 5.2 cm. The plastic housing
is used only to stabilize the antenna form and to facilitate the mounting of the antenna in cars.
Figure 7.4 (b) shows an example of an opened loop antenna, where the windings are visible.
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(a) (b)

Figure 7.4: Loop antenna for keyless systems.

According to the antenna data sheet [schn 10], the operating antenna current is I < 300 mA.
The antenna parameters lead to an inductance of 1.2 mH ±10% with a resistance of 12 Ω ±2 Ω.
To feed the antenna with a current of 300 mA, a voltage of 286 V has to be applied to the
antenna impedance according to

U = (R + jXL) I = (R + j2πf L) I (7.1)

= (12 Ω + j2π 125 kHz 1.2 mH) 300 mA ≈ 286 V . (7.2)

The simulation model of the loop antenna consists of one equivalent winding of the 74 windings
to avoid any modelling problems due to the fact that the huge number of windings are very close
to each other. However, the compensation of the winding number is ensured by multiplying the
antenna feeding current by the number of windings. The parasitic capacitances and inductances
between the windings are negligible and should not be taken into account in the antenna
simulation model. The obtained simulation model shown in Figure 7.5 takes into account the
antenna geometry data.

d

x

y

z

Figure 7.5: Simulation model of the loop antenna.

To validate the simulation model, the magnetic field of the loop antenna is measured with a
probe connected to a test receiver at different distances from the antenna and compared to the
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values calculated with the simulation model. The probe is located in a way that the maximum
magnetic field component of the three axes (x, y, z) can be measured (see Figure 7.6). The
z-component correlates with the highest measured magnetic field for this setup. The probe
surface should therefore always be set parallel to the x-y-plane to measure the magnetic field
z-component.

1
3

2

Figure 7.6: Magnetic field measurement setup for the loop antenna.

The loop antenna simulation model is extended by setting field probes on the three antenna
axes to get the magnetic field values at the same positions as in the measurement. The antenna
is fed by a signal generator with a voltage of 20 V on a 50 Ω impedance. The resulting current
in one winding of the loop antenna is 11 mA according to equation (7.2). Figure 7.7 shows
the simulation model of the measurement setup, where a current source of 814 mA is used
according to the multiplication of 11 mA by 74 windings as explained above.

(z)

10
cm

15
cm

20
cm

80
cm

Field probes

Current source:
814 mA

(x)

(y)

(z)

Figure 7.7: Simulation model of the loop antenna measurement setup.

Simulations are performed for the system operating at 125 kHz, where the obtained
z-components of the set field probes are compared with the appropriate measurement values.
Figure 7.8 shows the obtained results.
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Figure 7.8: Validation of the loop antenna simulation model.

From the graph, it can be seen that the simulation results agree very well with the measured
data for the three axes and at all distances from the loop antenna. Hence, the loop antenna
model is validated and can be used for car simulations.
Since the loop antenna is not common in current AUDI models, more detailed investigations
on cars with the presented antenna are not performed in this work.

7.1.2 Ferrite Antenna Systems

Coil antennas with ferrite are used very often in keyless entry systems. For analysis of problems
related to smart entry systems, accurate simulations of the magnetic field produced by the
antenna is required. For this purpose, the parameters of the antenna should be well known. The
ferrite core has high magnetic permeability (μr from 100 to 4000). This core is surrounded by
a large number of wire turns, which represent the antenna structure. The operating frequency
of the system is very low and usually varies from 20 kHz up to 125 kHz. Figure 7.9 shows a
ferrite core with copper windings used as a magnetic antenna operating at 21.8 kHz for keyless
entry systems from the company Marquardt [Marq 10].
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Ferrite rod
Turns

Connection wires

Figure 7.9: Ferrite core with copper windings used as magnetic keyless antenna.

In addition to the inductance of the coil, a capacitance is usually added to obtain an LC

resonance with a peak at the required frequency, for example 21.8 kHz. To tune the LC

resonance to the required frequency, the value of the antenna inductance should be known.
The presence of the ferrite rod increases the sensitivity of the antenna to the external magnetic
fields, but usually not by the value of the relative magnetic permeability of the core. μrod is the
relative ’rod’ permeability and represents the effective magnetization of an external magnetic
field. μrod can be calculated according to [Cros 01] as

μrod =
(

l

d

) 5
3

+ 2.5 (7.3)

where l is the length of the rod and d is the diameter of the rod for a rod with circular
cross-section. In case of a core with rectangular cross-section, width a and height b, the
following formulation can be considered by

d =

√
a b

π
2 . (7.4)

For small l/d the following approximation formula pursuant to [H 04] can be applied:

μ′
rod =

μrod μr

μrod + μr
. (7.5)

The first step to build the antenna simulation model is to verify the indicated parameter by way
of measurement. The utilized measurement setup for this purpose consists of the impedance
analyzer Agilent 4294A serving to measure the frequency dependent input impedance of the
ferrite antenna as depicted in Figure 7.10. Table 7.1 shows a comparison between the indicated
and measured values.
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Figure 7.10: Parameter measurement with the impedance analyzer.

Parameter Indicated values Measured values
Capacitance C of the capacitor 0.33 μF 0.33 μF
Inductance L of the coil 161.5 μH ±10% 167 to 171 μH
Resistant R in resonance case < 0.35 Ω 0.3 Ω
Diameter d 0.5 mm 0.5 mm
Geometry of ferrite core 90 × 10 × 7.5 mm 90 × 10 × 7.5 mm
Resonant frequency f0 21.8 kHz ±2% (at 23 oC) 21.3 kHz
Number of windings N 45 45

Table 7.1: Comparison of measured and indicated values of the ferrite antenna.

As shown in Table 7.1, the measured parameters agree well with the indicated values or are
within the tolerance interval.
The next step is to create a simulation model according to the values given in Table 7.1. The
permeability value can be read out from the antenna specification sheet as μr = 2400. In
addition, the capacitance and resistance values given in Table 7.1 should be applied to the
wire segment elements as a complex impedance. The obtained simulation model can be seen
in Figure 7.11.
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μr = 2400
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N = 4545N
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Figure 7.11: Simulation model of the ferrite antenna.

The ferrite core antenna is connected to a 0.33 μF capacitor to obtain a resonant frequency
at 21.8 kHz. The resonant frequency of f0 = 21.8 kHz can be calculated with Thomsons’s
oscillation equation

f0 =
1

2π
√

LC
(7.6)

with an obtained resistance value at the resonant frequency of 350 mΩ according to

f0 =
1

2π
√

161.5 μH 0.33 μF
= 21.8 kHz . (7.7)

Figure 7.12 shows that more accurate results are achieved when the ground is taken into con-
sideration in the simulation model. Therefore, it is recommended to include the ground in the
ferrite antenna simulation model to avoid any inconvenience in comparison of simulation and
measurement results especially when the ferrite antenna simulation model is used in complex
configurations such as those with a complete car.
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Figure 7.12: Validation of the ferrite antenna simulation model.
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Ferrite antennas are placed near the car body. In order to take into account the influence of
the metallic surface of the car body on the magnetic field behaviour of the antenna, further
simulation models of the ferrite antenna near a metallic plate were done. Figure 7.13 (a) shows
a ferrite antenna in a height of 3 cm from the metallic plate. The magnetic field was calculated
in the z-direction. Further investigations were performed to examine the effect of the ground
on the accuracy of the simulation results. Figure 7.13 (b) shows a simulation model of the
ferrite antenna, where an endless PEC ground is considered.

(a)

Comparison of simulation and measurement results
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Simulation

(b)

Figure 7.13: Validation of simulation model of the ferrite antenna over a metallic plate.

Investigations of the z-component of the magnetic field at different distances from 5 cm to
90 cm from the ferrite antenna were carried out. From the obtained results, it can be seen
that an accurate system modelling of the ferrite antenna with the metallic plate leads to good
agreement between measurement and simulation results.

7.1.3 Ferrite Antenna Sensitivity Determination

Usually, the key magnetic field sensitivity is not given in system specifications [schn 10]. Even
with the very sensitive equipment available at the AUDI AG EMC and Antenna Departments,
it is not possible to determine the minimal LF receiving signal that can be recognized from
the key antenna.
With help of simulation and a modified Body Computer Module (BCM), the sensitivity value
could be determined. Normally, the ferrite antenna keyless entry system is conceived such that
a processor unit sends an LF signal only when certain incidents happen, for example when
the system is woken up because of a key approaching the car. On the other hand, the key is
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programmed to answer the incoming signal with a flashing Light Emitting Diode (LED).
Figure 7.14 shows the used BCM instead of a processor unit, which is programmed so that it
permanently sends an encoded signal to the ferrite antenna with a maximal current of 8 A.

Feeding

Key

Distance x

Ferrite antenna

BCM

LED

Figure 7.14: Setup to determine the key magnetic field sensitivity.

To determine the sensitivity value, the key is positioned at a distance to the antenna, where
the LED is barely flashing properly. At greater distances, the LED flashing gradually decreases
until a distance of 7.80 m where the LED no longer flashes at all.
The simulation model depicted in Figure 7.15 can be used to illustrate a ferrite antenna in free
space with two field probes 1 and 2 located at the points determined by measurement.

Field probes

Source: 5A

Ground

1 2

3

Figure 7.15: Keyless entry antenna ground simulation model.

The two field probes are at a distance to the antenna of 6.10 m and 7.80 m, respectively. The
antenna is fed in both simulation and measurement by a current of 8 A. The simulation is carried
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out at the antenna system operating frequency of f = 21.8 kHz. The calculated magnetic field
at probe 1 and 2 is 32.85 dBμA/m and 26.56 dBμA/m, respectively. Hence, the sensitivity of
the ferrite antenna system is determined and can be used for car investigations.

7.2 Virtual Development of Keyless Entry Systems

In this section, three different investigations are presented. Firstly, a simulation model of the
ferrite antenna mounted on a car door will be validated. After that, the simulation model will
be extended with consideration of the complete car bodyshell. Simulation models are validated
with measurements performed in the EMC Department chamber. Last but not least, multi
excitation approach is used to facilitate the integration of the simulation in the keyless system
development process.

7.2.1 Ferrite Antenna Mounted in Car Door

The keyless system development can be achieved only if the complete car body, which affects
the magnetic field of the ferrite antenna, is taken into account during the development process.
The proper incorporation of the car body in the keyless system simulation model requires the
system complexity to be increased in steps. First step concerning simulation model validation
of the ferrite antenna above a metallic plate was realized and presented in Section 7.1.2. After
that, the ferrite antenna will be mounted at two different positions on the car door. The
picture in Figure 7.16 shows both mounting positions of the ferrite antenna on an AUDI A5
Coupé driver’s door at a distance of h = 19 cm above the ground. In position 1, the antenna
is directly mounted on the door sheet metal. In position 2, the antenna is fixed on a wooden
staff in the door cavity.

Position 1Position 2

Figure 7.16: Ferrite antenna mounting positions on an AUDI A5 driver’s door.
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The antenna is connected directly to an amplifier, which is fed by a sinusoid signal generator.
The amplifier is used to boost the low current signal generator to 5 A required for the high
power in keyless systems. The magnetic field are measured at different distances from the ferrite
antenna with help of magnetic field probes connected to a test receiver. The magnetic field
loop is positioned perpendicular to the ferrite antenna at different distances from the antenna
to measure the highest magnetic field component, which corresponds to the x-component.
To consider the shielding effect of the door, investigations of the ferrite antenna irradiated
magnetic field are performed in the internal space as shown in Figure 7.17 (a) and in the
external space as illustrated in Figure 7.17 (b).

(a) (b)

Figure 7.17: Measurement setup for internal space (a) and for external space (b).

Figure 7.18 illustrates the corresponding simulation model to the measurement setup shown
in Figure 7.17.

Field probes 
inside

Field probes 
outside

Antenna at position 2
Current source: 5A

Antenna at position 1
Current source: 5A

Ground

h = 19cm

Figure 7.18: Simulation model of the keyless system door investigation.
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The field probes are positioned at distances to the ferrite antenna, which correspond to the
measured magnetic field positions. Both antenna configurations are modelled according to
Figure 7.18. Two simulations at a frequency of 21.8 kHz are carried out, where one of the
modelled antennas is fed by 5 A while the other one is passive.
The simulation results obtained for the first antenna configuration are plotted in Figure 7.19.
The related measurement results of both antenna positions are also presented. Besides that,
the measurement results of the ferrite antenna in free space at the same distances to the an-
tenna like in this door investigation are also plotted to visualize the door shielding effect. For
the internal space, the results obtained are very close to the results of the antenna in free
space. This can be explained with the non-existing shielding effect of the door in the internal
space. Therefore, magnetic field distribution in the internal space could be approximated by
a ferrite antenna simulation model in free space.
From the obtained results, it can be seen that the measurement results agree well with the
simulation results for both the internal and the external space. Besides that, it can be men-
tioned that the magnetic field radiation of the antenna in the external space is much lower in
comparison to the results obtained of the ferrite antenna in free space. This is evident due to
the metallic shielding effect of the vehicle door.
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Figure 7.19: Validation of the simulation model in position 1.

Figure 7.20 illustrates both obtained results in external space of the two investigated antenna
positions.
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Figure 7.20: Validation of the simulation model for both positions.

The obtained results with position 2 confirms the obtained results with position 1 shown in
Figure 7.19. Hence, a further validation of the ferrite antenna was achieved and the keyless
entry system complexity can be elevated.

7.2.2 Ferrite Antenna Mounted in Vehicle Car Bodyshell

Next, the ferrite antenna model is integrated to a complete AUDI A5 Coupé car bodyshell.
Figure 7.21 illustrates the measurement setup used. The investigated antenna positions are
the same as those in the previous driver’s door investigations. The antennas are fed with
a current of 5 A with the previously mentioned sinusoidal signal produced from the signal
generator and amplified with an amplifier at a frequency of f = 21.8 kHz.

Figure 7.21: Measurement setup of the keyless car body investigation.

Initially, the ferrite antenna is mounted at position 1. Measurements are performed at a
complete distance of 2 m from the car body. Measurements are performed in the external
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space of the car on an axis perpendicular to the ferrite antenna in the same way as in the
measurement in the previous investigation. Afterwards, investigations are realized with the
ferrite antenna mounted on position 2. Measurements are performed in the same way as the
previous investigation with the driver’s door.
A suitable simulation model for the measurement setup shown in Figure 7.21 is illustrated
in Figure 7.22. All accounted details in the simulation model can be read out from the door
simulation model.

Ground Antenna at position 2
Current source: 5A

Antenna at position 1
Current source: 5A

Field probes for 
position 2

Field probes for 
position 1

20cm

Figure 7.22: Simulation model of the keyless system car body investigation.

From the obtained results shown in Figure 7.23, very good agreement between simulation and
measurement results is achieved even with the complex car model. For antenna position 2,
the small difference between measurement and simulation can be explained with the impre-
cise antenna position in simulation. However, even this difference is still acceptable for the
development of keyless antenna systems.
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Figure 7.23: Validation of the car body simulation model.
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7.2.3 Integration of the Keyless System Simulation in the Development Process

Keyless entry system simulations could be utilized to predict the electromagnetic field distri-
bution caused by the ferrite antennas installed in car. In this way, system antennas could
be placed efficiently in the car so that the best system performance can be ensured with the
maximum level of car access and car starting security. Furthermore, problem regions related to
EMC, where a car control unit should not be placed in the vicinity of the ferrite antennas could
be predicted at an early stage of development so that optimal compromises can be found.
The depicted simulation model shown in Figure 7.24 presents the keyless entry simulation
model on the AUDI A5 Coupé. The model consists of seven different ferrite antennas placed
at different positions in the car. The seven positions could be reserved for ferrite antennas.

Ant. 2

Ant. 1

Ant. 6

Ant. 5

Ant. 4Ant. 3 Ant. 7

Figure 7.24: Positions of the ferrite antennas in multi excitation approach.

The goal of this investigation is to predict the number and the position of the ferrite antennas
in order to predict the optimal system performance in term of security. First of all, simulations
with only one ferrite antenna in each case were performed. After this, different antenna com-
binations were investigated. Table 7.2 shows the different investigated antenna combinations.
In sum, 17 different antenna combinations were proposed. The multi excitation approach de-
scribed in Section 4.1 was used to optimize the necessary computational time. To visualize the
field distribution [Gheo 10], three near field areas were placed at distances of 50 cm, 65 cm and
80 cm from the ground in addition to the different modelled antennas as shown in Figure 7.25.
An infinite PEC ground plane was considered in the simulation model. Because of the model
size, simulations were performed on a cluster with 40 processor units and a maximal storage
capacity for 160 GByte.
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Ant.1 Ant.2 Ant.3 Ant.4 Ant.5 Ant.6 Ant.7
Configuration 1 x
Configuration 2 x
Configuration 3 x
Configuration 4 x
Configuration 5 x
Configuration 6 x
Configuration 7 x
Configuration 8 x x x x
Configuration 9 x x
Configuration 10 x x
Configuration 11 x x x
Configuration 12 x x x
Configuration 13 x x x
Configuration 14 x x x
Configuration 15 x x
Configuration 16 x x
Configuration 17 x x x x x x x

Table 7.2: Investigated antenna combinations.

Figure 7.25: Simulation model with near field areas.

Table 7.3 shows simulation details of two configurations, the first one, with only one antenna
and the second one with seven antennas. Information about the required computation time
and storage capacity and about the number of elements can be extracted from the table.
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Number of elements Required storage capacity Computation time
1 antenna 26331 24.6 GByte 26 min
7 antennas 30004 44.7 GByte 50 min

Table 7.3: Simulation details of the calculated cases.

The total computation time required for all configurations presented in Table 7.2 on said cluster
is 500 min when simulations are performed in sequence. If the multi excitation approach is
used, the computation time on the same cluster for all configurations is reduced to 116 min.
That means 85% of computation time can be saved.
It should be mentioned that contrary to the basis MoM simulation models, multi excitation
approach simulation models contain antennas, which would not exist in reality depending on
the considered simulation case. These antennas are then passive structures. However, antenna
elements such as the ferrite antenna could influence the simulation results. Therefore, further
comparisons between simulations based on normal MoM solutions and those based on the multi
excitation approaches were performed. Figure 7.26 shows the obtained results of magnetic field
distribution for a field area with and without passive antennas.

(a) (b)

Figure 7.26: Comparison of magnetic field distribution of simulations without (a) and
(b) with passive Antennas in the near field area at h = 65 cm.

From the results obtained, it can be seen that at areas marked with boxes, where passive
antennas are located, high magnetic field distribution could be registered. This is due to
the fact that passive antennas contain ferrite elements, which concentrate the magnetic field.
Nevertheless, this effect is still negligible in comparison to the complete field distribution caused
by active antennas. Besides that, these areas are directly connected to the passive antenna
positions. Therefore, simulations based on the multi excitation approach, where additional
passive antennas are taken into account are not falsified by the passive antennas. The two
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color magnetic field representation presents a further simulation setting option to facilitate the
definition of regions, where keyless entry system recognizes whether the key is in the right area
to allow car to start or to be accessed [Gheo 10; schn 10]. It is possible in this way to define
a magnetic field level so that only regions above or under this threshold are visualized in one
color according to Figure 7.27(b).

(a) (b)

Figure 7.27: Magnetic field distribution on a near field area (a), with definition of a
threshold value (b).

Figure 7.28 shows the results for the case that both antennas 2 and 5 are excited. The
arbitrarily chosen reference level is 10 mA/m. The green area shows the value of the magnetic
field, which is higher or equal to the given reference value. The blue region represents field areas
below 10 mA/m. Keyless entry system development can be performed according to Figure 7.28,
where different areas are positioned in car to calculate the magnetic field.

Field area 1 
Field area 2 

Field area 3 

Simulation models Multi color representation of field Two color representation of field

Figure 7.28: Smart entry two color representation investigation.
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8 Development of Very High Frequency Antenna
Systems

The integration of the high frequency services in present-day vehicles requires antennas,
which often have to be placed very close to each other. This is the case with roof anten-
nas that operate in different frequency ranges for GSM, UMTS, GPS and SDARS applications
[Tazi 11c; Rabi 10]. The depicted roof antenna assembly in Figure 8.1 shows an antenna sys-
tem comprising three antennas: an UMTS antenna emitter and two patch antennas for SDARS
and GPS services.

Phone antenna

SDARS antenna

GPS antenna

Substrate 1

Substrate 2
Substrate 3

Antenna structure

Simulation model of the roof antenna 
assembly Picture of the roof antenna assembly

Figure 8.1: Prototype and simulation model of a roof antenna system.

Both, antenna and the equivalent CAD data of the antenna system are presented. The de-
velopment of such antenna systems poses a new challenge due to the fact that more antennas
should occupy the same space reserved for existing systems as that the exterior design remains
unchanged. This will be the case with the additional integration of LTE, WIMAX and Car-
2-X antennas. Besides that, the performance of individual services should be kept constant
regardless of the antenna system configuration. In other words, a customer should have the
possibility to order a system without one or more services, the remaining antennas must retain
the same individual performance.
In order to expedite the development process and reduce the costs relative to the use of pro-
totype cars, numerical computations based on the surface discretizing method of moments are
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successfully used for the development of different glass antenna systems as shown in Chap-
ter 6. However, for roof antenna systems, volume discretizing simulation approaches appear
to be a better choice. The implementation of the method of Finite Volume Time domain
[Pipe 02; Fume 06] described in Section 3.3.1 into the used simulation framework requires
that a complete system evaluation based on simulations using volume discretization to be
accurately performed. In this chapter, a comparison between simulations realized with the
standard MoM solution used in EMC Studio and simulations based on the FVTD method will
be presented. In addition, the simulation results are validated by measurements. Further-
more, potential coupling between different antennas is investigated. Besides that, suggestions
for optimal individual antenna positions inside the roof antenna system are given. Finally,
3D field measurement results are used to investigate the car roof influence on the antenna
characteristics.

8.1 Roof Antenna Systems

Several RF services use antennas located on the roof. Figure 8.2 and Figure 8.3 show a roof
antenna assembly consisting of patch antennas mounted on a ground plane (GPS, SDARS) and
a radiating structure (GSM, UMTS). In order to integrate more antennas on the roof permitting
the working of the new RF services, antenna systems have to be extended by keeping the same
roof antenna assembly size [Tazi 11c]. Such system extensions can be performed only if the
system integrity of the existing antennas is not affected. Besides that, sufficient space should
be found to accommodate these additional antennas. In other words, the existing antennas
should eventually be miniaturized while keeping the same performance.

Port 2Port 1
Port 3

Phone antenna

GPS

WLAN

SDARS

Phone antenna
WLAN

GPS

Port 2Port 1
Port 3

SDARS

Figure 8.2: Position of different antennas in the roof antenna assembly.
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Roof antenna cover

Figure 8.3: Model of cover of the roof antenna system.

Because of strict styling restrictions, further antenna systems such as LTE antennas, WLAN
and Car-2-X antennas should also be placed in the roof antenna assembly without enlarging
the cover, which represents a boundary condition that cannot be changed.

8.2 Application of the Finite Volume Approach for RF System
Development

In Section 3.3, simulations based on the FVTD were validated with measurements and simu-
lation approaches based on MoM and hybrid MoM.
The next important step to integrate the FVTD simulations in the roof antenna development
process is to increase the simulation model complexity. This can be achieved by considering
real roof antenna CAD data. Available roof antenna CAD data contains several geometry
details, which may complicate the simulation model.
Simulations of RF systems in this chapter are calculated with the FV-Modeller, which is a
simulation tool from the company EMCoS based on the Finite Volume Time Domain method
presented in Section 3.3.1. The simulation tool is used for the virtual development of an
antenna with a very high frequency range. Simulations are performed in the following steps:

1. Data import: Firstly, CAD data such as ACIS data that support the cleaning and
simplification of the geometry should be imported into the simulation tool.

2. Meshing: The second step consists of determining the frequency range of interest to
define the minimum required mesh steps. Generally, CAD data contains several hundreds
of surfaces, volumes and edges for modelling small geometry details. Consequently, mesh
generators may produce very small tetrahedra with a large ratio between the tetrahedral
surfaces. The mesh steps should be fitted in certain areas to the geometry requirements
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of complex shaped models. Great care should be given by modelling of coaxial cables
with small inner and outer radii to avoid poor meshes. The most important criterion
when analyzing mesh quality is the stability criterion presented in [Fume 08; Fume 06]
as

Δt ≤ Δtmax =
1
c

min
(

Vi∑4
k=1(Ak)

)
. (8.1)

Vi and Ai are the ith tetrahedral volume and surfaces, respectively. The equation states
that the smallest tetrahedral edge defines the computation time step Δtmax. Poor meshes
might contain very small tetrahedral surfaces, which might affect the simulation time.
The computation time step should be controlled by the smallest tetrahedron and not by
the poorest one in terms of relationship between tetrahedral faces. Analyzer tools make
it possible to show invalid tetrahedra by setting a reference value, which does not fall
below the regular tetrahedron volume by a factor of 100 times. A regular tetrahedron is
characterized by a value of

v =
min(MFK)

sj
(8.2)

where M is the midpoint of a tetrahedron and MFK is the edge between M and its
projection on the kth tetrahedral face. sj is the mean value of the tetrahedral edges.

3. Material parameters assignment: In the third step, material parameters such as the
permittivity εr and permeability μr are assigned. These parameters can be given as
frequency dependent functions εr(f) and μr(f), respectively.

4. Boundary box modelling: The complete space is discretized in the FV method. The
boundary box is used to limit the simulated device environment and should model the
infinite space expansion. Figure 8.4 shows an example of a boundary box model for a
Bluetooth antenna simulation model. The box is placed empirically in λmin/2 distance
to the antenna borders. λmin represents the smallest wavelength in the material with
the highest material permittivity εrmax controlled by the maximum frequency of interest
fmax and the free space, c0 is the speed of light according to

λmin =
c0

fmax
√

εrmax
. (8.3)
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a) SM-ABC boundary box optimized for the antenna 
geometry

b) SM-ABC boundary box optimized for the antenna 
radiation pattern

Boundary
box

Bluetooth
antenna

Metallic plate

Plane cross-
section

Figure 8.4: Modelling of the SM-ABC boundary box.

There are different approaches for modelling the boundary box. The method imple-
mented in the used simulation framework is the Silver-Mueller Absorbing Boundary
Box (SM-ABC) method [Sank 07]. This approach reduces wave reflections on the
boundary box surfaces to 50 dB when the incident wave fronts are perpendicular to the
boundary box surface. Otherwise, the reflection can be higher, which means that en-
ergy is sent back to the system, falsifying the system characteristics. Hence, to ensure
reliable simulation results, it is advantageous to model the SM-ABC taking into account
the estimated radiation pattern of the antenna.
The Perfectly Matched Layer (PML) is a better method for modelling the boundary
box, which is independent of the antenna excited wave fronts and has a better wave
reflection factor exceeding 80 dB [Sank 05; Fume 05]. This method will be implemented
in a further version of the used simulation tool.

5. Lumped circuit settings: Often, lumped circuits are used to tune antenna characteristics
or to filter undesired signals. In this case, it is possible to complete simulation models
with concentrated RLC parameters.

6. Port determination: Antenna feeding points should be determined for calculating an-
tenna parameters of interests such as the return loss parameter. The designed points are
excited by electrical signals quantified by electrical energy. System characteristics such
as the system reflection factor or system transfer function can be calculated when the
feeding energy is completely swung off and converges to zero. The FVTD method and all
numerical methods in time domain are therefore not generally suitable for systems with
resonant characteristics because the system energy will probably be conserved inside the
system and will never converge to zero.
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The reflection factor of an automotive patch antenna deployed in a car information communi-
cation system service in Japan (see Chapter 1) is calculated by both MoM-MAS and FVTD
methods and measured in a simulation range from 3 GHz to 10 GHz. Both simulation models
and the real patch antenna are illustrated in the Figure 8.5.

a) FVTD Simulation model b) MoM Simulation model c) Patch antenna modela) FVTD simulation model b) MoM simulation model c) Patch antenna model

Figure 8.5: Picture and simulation models of the patch antenna.

Figure 8.6 shows the obtained results confirming the previous validation investigation shown in
Section 3.3. Both simulation curves fit well with the measurement curve in the whole frequency
range. The MoM results show a deeper resonance than in measurements. This means that
the MoM input impedance differs from the measured one. This can be attributed to the MoM
simulations that do not take the skin-effect into account.
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Figure 8.6: Validation of the simulation model of the patch antenna.
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In addition to the patch antenna, a Bluetooth antenna is investigated with both numerical
simulation approaches. The FVTD simulation model and a picture of the Bluetooth antenna
are illustrated in Figure 8.7.

Simulation model of the Bluetooth antenna Picture of the Bluetooth antenna

Substrate

PEC

Plate
Antenna structure

Figure 8.7: Picture and simulation model of the Bluetooth antenna.

Figure 8.8 shows the results obtained with the FVTD methods, which agree well with the
measurement results. The simulation results obtained by the MoM-MAS method show a
discrepancy to the measurement results. This can be explained by the metallic strips printed
on both sides of the Bluetooth substrate, which cannot be taken into account properly by the
imaging method of the auxiliary sources used in the MoM-MAS method.
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Figure 8.8: Validation of the simulation model of the Bluetooth antenna.
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8.3 Influence of the Antenna Environment on the Antenna
Performance

In order to reduce the simulation model complexity in relation to roof antenna systems several
investigations based on measurements were carried out [Boch 11].
Usually, roof antenna assemblies with the same antenna system are placed on different car
models. An additional objective of the said investigations is to explore the influence of the
antenna environment on both the antenna radiation pattern and the antenna return loss. On
the one hand, return loss parameter measurements were performed at the AUDI AG antenna
laboratory. On the other hand the 3D antenna radiation pattern was measured at the European
Microwave Signature Laboratory (EMSL) in Ispra, Italy. Figure 8.9 illustrates a 3D radiation
pattern measurement setup for a roof antenna mounted on an AUDI A8 car. The measurement
setup consists of a hemispherical absorbing chamber with a diameter of 20 m. A platform is
positioned in the center of the chamber, where a complete car with a maximal weight of 3 t
could be placed.

Ispra –Measurement setupMeasurement setup

24 hours measurement with online 
measurement setup control
One measurement takes ca. 10 h for 
complete azimuth and elevation in 2°
steps for a frequency range from 800
MHz to 6GHz in 5MHz steps

Field measurement:
Elevation angle from -110° to 110° in 
0.5° steps
Azimuth angle from 0° to 360° in 1°
steps
Signal sweep in frequency range from 
700 MHz to 20GHz in 1MHz steps

Figure 8.9: Picture of the radiation pattern measurement setup in Ispra.

The platform can be rotated in ϕ = ±180◦ so that 3D radiation pattern measurements are
possible as shown in Figure 8.10.
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Antenna being tested

90 90

Rotation axis

Receiving antenna

h

R

Platform

Figure 8.10: Radiation pattern measurement setup at EMSL.

The chamber contains two separate TX/RX antenna modules fixed on two sleds permitting a
coverage of an angle interval of ±115◦. Both the antenna being tested, in this case the sending
antenna, and the receiving antenna are connected to a Network Vector Analyzer (NVA)
sending a frequency sweep from 500 MHz to 20 GHz. At each measuring point, the receiving
antenna measures the vertical and horizontal polarization components separately at the same
time.
The system is calibrated at the start of each new measurement configuration with a reference
antenna to deliver a calibration parameter when analyzing the measurement results. Besides
that, measurement errors related to the fact that the antenna being tested is not positioned in
the center of the chamber should be investigated. Usually, the reference antenna is positioned
in the center of the chamber during the measurement setup calibration process. The antenna
being tested corresponds to the roof antenna mounted on a car and it is located at 60 cm
height from the skid level at ϑ = 90◦ and ϑ = 270◦, respectively and at a distance of 1 m from
the chamber center according to Figure 8.10. Firstly, the case in which the height difference
between the two antennas is set to zero to define the maximum antenna position caused a
horizontal error. Afterwards, the worst case is considered for all azimuth angles ϕ = ±180◦.
The distance between the antenna being tested and the receiving antenna is d = R0+ΔR =
9.5 m+1 m=10.5 m. Assuming that the investigated case corresponds to the far field and the
field decreases relative to the distance r in the far field with 1/r, the horizontal measurement
error for both directions corresponds to ±20 log10(9.5 m/10.5 )m=±0.87 dB. Similar to the
maximum horizontal error, the maximal vertical antenna position, which causes an error can
be calculated. For the measurement at ϑ = 180◦ with consideration of the height difference of
0.6 m in the worst case, the distance is calculated by d = R0 + Δh = 9.5 m-0.6 m=8.9 m. The
obtained measurement error is 0.57 dB.
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The executed investigations comprised the following antenna environment parameters, which
may affect the antenna characteristics:

• Roof antenna cover

• Roof curvature

• Roof size

• Roof material

Figure 8.11 shows a measured roof antenna system equipped with a WLAN antenna while
keeping the same roof antenna assembly size of a regular AUDI antenna.

Roof antenna assembly with cap Roof antenna assembly without cap

Phone antenna

GPS antenna
WLAN antenna

Figure 8.11: Investigated roof antenna assembly with and without cover.

Normally, roof antenna systems are developed without much attention being paid to the roof
antenna cover. The goal of the first measurement is to investigate the effect of the cover on the
roof WLAN antenna performance. Figure 8.12 shows the S11 measured curves for the WLAN
antenna with and without cover. From the results obtained, it can be seen that the difference
between the two configurations is negligible in a frequency range up to 4.7 GHz.
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Figure 8.12: Influence of the roof antenna cover on the S11-parameter.

The realized antenna gain of both configurations for different elevation angles was measured
and averaged over all azimuth angles and plotted as function of frequency f to facilitate the
comparison of the measured configurations. Figure 8.13 shows the results obtained for both
elevations at ϑ = 100◦ and ϑ = 80◦.
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Figure 8.13: Influence of the roof antenna cover.

For higher frequencies, a remarkable improvement in the configuration with antenna cover can
be detected. This can be explained by the fact that the antenna cover presents an additional
capacitance that improves the return loss parameter at this frequency range. Both elevation
angles are very important for Car2Car applications, where the antenna performance should
have its best radiation pattern characteristics. For both angles, it can be observed that the
measured configuration with roof antenna cover has a better performance especially at fre-
quencies greater than 4 GHz, which can be explained by the fact that the return loss factor is
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included in the formulation for the realized gain calculation Grealized according to the antenna
gain G formula:

Grealized = G (1 − |S11|2) . (8.4)

Hence, reliable system evaluation requires the roof antenna cover to be taken into account
during the system development process at least for the return loss parameter. For the radiation
pattern in terms of antenna gain, simulation models could be simplified by reducing the cover
from the geometry model complexity, which can reduce the calculation time significantly.
In the second step, the effect of the roof curvature on the roof antenna system performance is
investigated. For this purpose, another antenna type is considered. The wideband antenna used
was developed at the Volkswagen research center as part of a Masters thesis and shows very
good antenna characteristics for most installed automotive roof antenna service requirements
(GSM, LTE, Car2Car, GPS, SDARS) [Kwoc 10]. Since this antenna has only one port, it can
easily be used for measurement at the different frequency ranges. This antenna is used for the
next investigations concerning the roof curvature, roof material and roof size.
Both the used roof antenna and the wideband characteristic of the return loss parameter in a
frequency interval from 1 GHz to 6 GHz are illustrated in Figure 8.14.
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Figure 8.14: Picture and return loss of the wideband antenna used.

In order to investigate the effect of the car roof curvature on the antenna performance, the
wideband antenna was mounted on a roof section with a size of 70 cm × 100 cm and on a flat
plate with the same size and material of the roof section to get comparable setup to the car
measurements. Both mounted antenna configurations are depicted in Figure 8.15.

Hicham Tazi



8 Development of Very High Frequency Antenna Systems Page | 149

Wideband antenna on a flat plate:

Wideband antenna on a roof opening:

Figure 8.15: Mounted antennas on a roof section and on a flat plate.

Both the car roof section and the plate are placed on a stand covered with absorbent materials
as shown in Figure 8.15. Figure 8.16 presents the measured return loss parameters in the
frequency interval from 1 GHz to 6 GHz for both configurations.
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Figure 8.16: Influence of the curvature of the car roof.

From the obtained results, it can be seen that both curves are very similar except for a small
discrepancy in the frequency range from 3.5 GHz to 4 GHz, where the third antenna resonance
appears. Due to the fact that this difference affects levels smaller than −15 dB, it can be
assumed that this difference is negligible and can be attributed to measurement uncertainty in
the measurement setup. Hence, antenna development in terms of the reflection factor could be
simplified in both measurement and in simulations taking into account flat shapes as a reference
electrical ground of the roof antenna system. Figure 8.17 shows the average realized antenna
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gain measured average realized antenna gain measured the two configurations at ϑ = 60◦ and
ϑ = 90◦ as function of the frequency f .
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Figure 8.17: Influence of the roof curvature.

The results obtained at both elevation angles show the same curve shape. For both configura-
tions, the two measured curves differ from each other and a difference value of 3 dB is achieved.
Since the measured return loss parameter for both configurations is very similar, this effect
can only put down back to the geometry model showing a curvature difference. Therefore, to
evaluate the real antenna radiation pattern, the roof curvature should be taken into account
during the system development. The third investigation is related to the impact of the model
reduction on the antenna characteristics. By means of this, two different configurations are
considered. In the first one, the antenna system is mounted on the whole car and measured.
In the second configuration, the antenna is mounted on the roof section used in the second
investigation. The goal of this investigation is to see if it is possible to reduce the system
model to an antenna mounted on reference ground for the roof antenna system development.
Figure 8.18 presents the return loss parameters measured in the frequency interval from 1 GHz
to 6 GHz for both configurations.
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Figure 8.18: Influence of the roof size on the S11-parameter.

Similar to the S11 results obtained in the previous investigation, it can be seen that both curves
are very similar except for a small discrepancy in the frequency range from 3.5 GHz to 4 GHz
for the third antenna. That means, a system reduction does not affect the accuracy of the
results for the return loss parameter. From the obtained results of the average realized antenna
gain measured over all azimuth angles of both configurations at ϑ = 60◦ and ϑ = 90◦ shown in
Figure 8.19, it can be seen that for both configurations, the two measured curves differ from
each other and reach values of approximatively 5 dB apart.
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Figure 8.19: Influence of the roof size.

Therefore, to evaluate the correct antenna radiation pattern, the complete car should be taken
into account during the virtual system development process. Simulations can be used in a first
step to optimize the best antenna configuration with a reduced simulation model. In this case,
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it is sufficient to use models with a part of steel roof instead of complete car. This system
reduction is done in order to save computation time. The results of the different antenna
configurations could be compared to give a statement about the best optimized system, which
fits with the one developed on the basis of measurements. In order to evaluate the real system
performance in the field, a complete car should be taken into account in last step of the system
simulation process.
In the next investigation, the influence of the roof material on the antenna performance is taken
into account. This is important for the system developer to know how the antenna behaves on
cars with different roof configurations. In this investigation, two different AUDI A8 cars are
used. The first with a steel roof while the second is equipped with a sliding glass roof. Gain
in terms of realized gain is measured and compared.
The obtained radiation pattern results for the vertical antenna pattern cut is presented in
Figure 8.20.
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Figure 8.20: Influence of the roof material on the vertical antenna pattern cut.
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The presented measurements were realized at frequencies relevant for Car2Car applications.
The vertical antenna pattern cut measurement was performed for the azimuth angle ϕ = 0◦

and the elevation angles from ϑ = −100◦ to ϑ = 100◦ in 1◦ steps for the steel roof and
from ϑ = −100◦ to ϑ = −80◦ and from ϑ = 80◦ to ϑ = 100◦ in 1◦ steps for the glass
roof. The measurement angle limitation for the glass roof configuration is due to measurement
time restrictions, which did not permit to extend the measurement interval to be extended in
the complete upper side of the vertical antenna pattern cut. However, the obtained results are
sufficient to evaluate both configurations for Car2Car applications. From the results depicted in
Figure 8.20, it can be seen that all realized gains measured for the glass antenna are lower than
the ones measured with the steel roof for the elevation angle interval ϑ = −100◦ to ϑ = −80◦.
For Car2Car applications, this interval is one of the most important regions allowing the
antenna to communicate with antennas installed in cars in the front. The difference between
the two configurations can reach more that 4 dB. Besides that, the obtained radiation pattern
results for the horizontal antenna pattern cut are illustrated in Figure 8.21.
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Figure 8.21: Influence of the roof material on the horizontal antenna pattern cut.

Hicham Tazi



8 Development of Very High Frequency Antenna Systems Page | 154

The horizontal antenna pattern cut measurement was performed at the elevation angle ϑ = 90◦

and for the azimuth angles from ϕ = 0◦ to ϕ = 360◦ in 1◦ steps. Similar to the results presented
in Figure 8.20 the results depicted in Figure 8.21 show that all realized gains measured for
the glass antenna are lower than the measured ones with the steel roof for the azimuth angle
interval from ϕ = 150◦ to ϕ = 210◦. That means that the glass roof antenna performance
is very poor compared to the steel roof configuration for Car2Car applications, where the
azimuth angle interval from ϕ = 150◦ to ϕ = 210◦ plays a major role because of diverse
Car2Car communication scenarios. The difference between the two configurations can exceed
8 dB. From the results obtained for both antenna pattern cuts, it can be deduced that much
attention needs to be paid when roof antenna systems developed close to a certain part of roof
material. Hence, roof material parameters should be taken into account in the simulation to
ensure a reliable antenna development process.

8.4 System Development

In this section, it will be shown how simulations based on the FVTD method can be deployed
to predict roof antenna system characteristics at very high frequencies.
Figure 8.22 shows an antenna assembly comprising three different antennas operating in dif-
ferent frequency ranges:

1. UMTS + GSM transmitter for mobile applications consisting of strips printed on a
substrate according to Figure 8.22

2. GPS patch antenna used for the positioning system

3. SDARS patch antenna used for satellite radio service

UMTS

GPS patch

SDARS  patch

Figure 8.22: Roof antenna assembly.
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In the first stage of development, it is advisable to investigate the difference between the an-
tenna characteristics of the single antenna and the same antenna integrated in an antenna
assembly. Figure 8.23 shows an SDARS antenna mounted on a metallic plate and its corre-
sponding FVTD simulation model [Boch 11]. The antenna feeding point remains unchanged
in comparison to the antenna mounted in a roof antenna assembly.

Metallic plate

Picture of the SDARS antenna aloneSimulation model of the SDARS antenna 
alone

Antenna substrate
Feeding point

Antenna structure

Feeding point

Figure 8.23: Picture and simulation model of the SDARS antenna alone.

From the presented results of the antenna reflection factor in a frequency range from 1 GHz
to 5 GHz depicted in Figure 8.24, we can see that the simulation results agree well with the
measurement results. Both curves indicate resonances at two frequency points, 2.4 GHz and
4.7 GHz. The SDARS service operates at 2.4 GHz.

Measurement

Simulation FVTD

Reflection factor of the SDARS antenna
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Figure 8.24: Validation of the FVTD simulation results of the SDARS antenna alone.
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In a second step, it is interesting for antenna development engineers to investigate the inter-
action between two antennas, which are stacked such as the previous SDARS patch antenna
and the GPS patch antenna as shown in Figure 8.25 [Iche 01]. Both antennas are mounted on
a metallic plate.

Metallic plate

Picture of the GPS and SDARS antennaSimulation model of the GPS and SDARS 
antenna

GPS antenna substrate GPS feeding point

SDARS antenna 
structure

Vacuum

Figure 8.25: Picture and simulation model of the SDARS stacked with GPS antenna (1).

From the results presented in Figure 8.26 concerning the reflection factor S11 in a frequency
range from 1 GHz to 5 GHz, we notice that the influence of the mounted GPS patch antenna
on the SDARS antenna is negligible. Obtained simulation results based on the FVTD show
good agreement with the measurement results.

Measurement
FVTD simulation 

Reflection factor of the SDARS antenna with GPS patch

S 1
1
[d

B
]

-20

-15

-10

-5

0

5

10

4.53.52.51.5 4321 5
Frequency [GHz]

Figure 8.26: Validation of the FVTD simulation results of the SDARS antenna with GPS
antenna.
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Similar to the previous investigations, the UMTS antenna is soldered on a metallic plate
according to the Figure 8.27 illustrating the antenna model and its appropriate simulation
model.

UMTS antenna

Picture of the UMTS antenna aloneSimulation model of the UMTS 
antenna alone

Metallic plate

Antenna substrate

SMA connector

Figure 8.27: Picture and simulation model of the UMTS antenna.

Again, measured and simulated results illustrated in Figure 8.28 related to the antenna reflec-
tion factor agree satisfactorily in a wideband frequency range from 1 GHz to 5 GHz, where both
curves show antenna resonances at the same frequency points or very close to each other. It
should be noted that the value of the loss angle tan δ of the antenna substrate was not available
at the time of the simulation exercise. Therefore, this parameter was estimated. That could
explain why at certain frequencies the simulated resonance level differs from the measured
one.

Reflection factor of the UMTS antenna

Measurement
FVTD simulation

Frequency [GHz]

S 1
1

[d
B

]

1 2 3 4 5
-20

-10

-15

-5

0

5

10

Figure 8.28: Validation of the FVTD simulation results of the UMTS antenna.
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Table 8.1 shows simulation details of each executed simulation, where the number of the tetra-
hedra is directly related to the required simulation time. It should be noted that the last listed
simulation model containing a very high number of tetrahedra was a first rough model and
is shown in the table to exploit the modelling effect on the required simulation time. Hence,
it is meaningful to spend more time to generate clean models with an acceptable number of
tetrahedra that will be balanced during simulation.
Besides that, Table 8.1 gives the stability factor and the poorest tetrahedron parameter men-
tioned in Section 3.3.1, which describe the mesh quality of each simulation model. Empirically,
to obtain reasonable simulation results, the stability factor and the poorest tetrahedron param-
eter have to be higher than 1% and 10%, respectively. If this rule is not respected, simulation
accuracy could decrease.

110012.51.261200011SDARS+GPS

38014.71.34946908GPS

15215.13.94874501SDARS

130510.34.001992953UMTS

6116.93.76632039Bluetooth

7717.02.67766018Patch

Simulation time  
[min]

Poorest 
tetrahedron 

parameter [%]

Stability factor  
ζ [%]

Number of 
tetrahedraSimulation model

Table 8.1: Simulation information for the results presented above.

Investigations have shown that the development of roof antenna systems requires to consider
both the antenna cover, the ground plane of the roof antenna, and at least a small part of
the car roof. These details shown in Figure 8.29 affect the antenna reception behaviour and
cannot be neglected to achieve accurate results.

Ground plane of the 
roof antenna assembly

Part of the car roof

Roof antenna coverageRoof antenna coverage

Part of the car roof

Ground plane of 
the roof antenna 
assembly

Figure 8.29: Cover and ground plane of the roof antenna assembly.

Figure 8.30 shows a simulation model of the roof antenna assembly consisting of a WLAN
antenna, GPS antenna and UMTS antenna. The goal of this investigation is to see the effects
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on the UMTS antenna performance due to antennas placed in the immediate vicinity.
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Boundary box

WLAN antenna

GPS antenna

UMTS antenna

Figure 8.30: Simulation model of roof antenna system.

From the results shown in Figure 8.31 it can be seen that the coupling from the WLAN antenna
(Port 2) to the UMTS antenna (Port 1) and from the coupling of the GPS antenna (Port 3)
are negligible. This is desirable as the different services should not affect each other.
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Figure 8.31: Results of the roof antenna sytem.

Also, development of the UMTS antenna can be performed without taking into account of the
adjacent antennas to save simulation time. However, it is recommended in the last stage of
development to consider all antennas including the ground plane and roof antenna cover as
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shown in Figure 8.29 for a realistic evaluation of the complete system.
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One possibility to integrate the new wireless LAN antenna used for Car2X communication
systems is to stack it on the GPS antenna. Figure 8.32 shows a simulation model of the wireless
LAN antenna located in free space without taking into account of the adjacent antennas.

Figure 8.32: Wireless LAN antenna system.

Figure 8.33 illustrates the simulation model of the wireless LAN antenna by taking into account
the GPS and SDARS antennas.

WLAN antenna

GPS antenna

Figure 8.33: Wireless LAN and GPS antenna system.

Figure 8.34 shows a comparison of simulation results from the wireless LAN antenna in free
space and by taking into account the GPS antenna and the ground plane. From the results
below we can see how the reflection factor changes by placing the antenna on the existing GPS
antenna.
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Figure 8.34: Wireless LAN and GPS antenna system results.

From these results, it can be seen how important it is to develop new antennas such as the
wireless LAN antenna with consideration for other antennas in its vicinity. From the investi-
gation results shown above, we can see that numerical approaches based on the finite volume
method can provide a tool for the evaluation and development of wideband antenna systems
for automotive applications. Hence, new challenges can be tackled by way of simulation in
order to reduce the physical size of the antenna system. This helps to integrate the increasing
number of antennas into the same allotted space while at the same time achieving a good
compromise between system design and good reception quality for all available multimedia
services.
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9 Conclusion and Outlook

Due to the increasing number of car models and car configurations as well as the short
development time, EM simulations are needed more than ever. The use of numerical sim-
ulation approaches is essential to ensure the best possible reception quality of the multiple
automotive antennas installed in present-day vehicles, as presented in Chapter 1.
Optimized automotive antennas have to take into account several criteria as listed in Chap-
ter 2.
Figure 9.1 gives an overview of the different simulation approaches applied in the virtual de-
velopment process of automotive antennas.
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1MoM: Method of Moments
2MAS: Method of Auxiliary Sources
3FIT: Finite Integration Theory
4FV: Finite Volume method
5FD: Finite Difference method
6FEM: Finite Element Method
7MoM-FEM: Hybrid method of MoM with FEM
8MoM-FV: Hybrid method of MoM with FV
9MoM-FD: Hybrid method of MoM with FD
10(TD/FD): In Time Domain or in Frequency Domain
11TLM: Transmission Line Matrix method

Figure 9.1: Numerical methods for RF automotive simulation.

The method of moments is one of the most popular simulation methods for automotive antenna
simulations due to acceptable accuracy within a reasonable simulation time. The MoM taking
into account the EFIE and MFIE formulations presented in Chapter 3 can be used in a low
frequency range starting at 20 kHz such as for keyless entry or keyless go systems as shown in
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Chapter 7. One challenge of the MoM applications in the treatment of glass antenna systems
is to take into account the dielectric effect of sheet glass. Therefore, several approaches based
on the MoM were developed to reflect the non negligible effect of the glass material. Three
of the most used approaches for glass antenna simulations are described in Chapter 3. These
numerical methods are validated by comparison with measurements as presented in Chapter 3
and Chapter 6. The hybrid MoM approach delivers with correct modelling of the simulation
environment good results compared to measurements for both return loss and radiation pattern
for glass antennas. Highly accurate simulation results can only be achieved if all measurement
parameters are correctly modelled in the simulation framework such as the ground and the
glass parameters. Geometry models of the car bodyshell affect the behaviour of glass antennas
and should be taken into account for a correct simulation. Besides that, it can be assured that
the best optimized automotive glass antenna in free space will be the best one when considered
in its real environment. In the last stage of the automotive glass antenna development process,
once the antenna is optimized in free space, one last measurement considering the complete
antenna environment can be performed to check the simulation results. For very high frequency
ranges, FIT, FV or FD could be applied to calculate antenna characteristics in a very high
frequency range as for radar and sensor applications. In a frequency range from 1 GHz up
to 5 GHz, it is recommended to take into account the influence of the car body. Simulation
models can be quite large and require a long computation time. Therefore, computation time
optimization methods described in Chapter 4 should be used to save computation time. In
order to reduce the computation resources, hybrid methods based on MoM and FV, FEM or
FD can be used [Jako 99; Brun 04; Pier 97; Alay 02; Thie 75; Geor 05].
Figure 9.2 gives an example of an antenna assembly mounted on the car roof.

FVTD method

Roof antenna coverage

Roof antenna ground

Computation based on 
the method of 

moments

Figure 9.2: Hybrid method for calculating the roof antenna parameters taking into ac-
count the effect of the car body.
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could be approximated by the FVTD method and the influence of the car body can be consid-
ered by the MoM. In this way, it should be possible to give approaches covering all automotive
antenna applications. Besides that, it is suitable to use channel simulations to predict the
antenna behaviour in a real environment [Budd 11]. Such investigations could deliver more
input information about the quality of the antenna diversity and positioning of new antenna
concepts in future cars.

Hicham Tazi

In order to obtain accurate results, new approaches could be investigated. The roof antenna
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