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1 Introduction

Ever since the invention of the first telephone by Phillip Reis in 1861, the twisted-pair
copper wiring exists worldwide as part of gradually constructed infrastructure to support
speech communications with an extremely large coverage. Developed over a century, the
expanding network contains several hundred million copper telephone loop plants.

Indeed, such huge resource can be used not only for voice communications but also for to-
day’s digital communications and transmission technique with extremely high data rates.
Therefore, the technology which can enable broadband digital communications over the
existing telephone infrastructure is urged. Digital subscriber line (DSL) technology was
developed to provide digital data transmission as well as telephony since the late 1980s
[SCS99] [SSCS03]. In the past three decades consumer-oriented Asymmetric DSL (ADSL)
as well as High speed DSL such as high bit rate DSL (HDSL), Symmetric DSL (SDSL) and
Very high speed DSL (VDSL) were designed and operated in the market.

Nowadays, driven by the new applications such as the triple play of voice, data and video,
consumers start to require fiber-fast broadband capacity and additionally high reliable
transmission. Unfortunately, extending fiber to every home is still economically infeasi-
ble. Modern DSL systems such as VDSL2 systems are expected to be the last mile between
the customer premise equipments (CPE) and the fiber-network core, and to enable the
transmission with higher data rate and better quality of service (QoS).

Accordingly, modern DSL systems require those transmission techniques using larger fre-
quency bands. Unfortunately, using larger frequency bands naturally leads to the prob-
lem of high crosstalk interference among copper lines which are originally designed for
the purpose of speech communications. As the dominant impairment of DSL systems,
crosstalk interference is typically 10 - 15 dB larger than background noise [GDJ06]. There-
fore, crosstalk interference is the major issue need to be considered in modern DSL sys-
tems. Furthermore, the preferred transmission techniques should also have higher band-
width efficiency and more flexibility and adaptivity to deal with various users and trans-
mission scenarios.

In reply to those challenges, some technical solutions have been provided by researches.
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CHAPTER 1. INTRODUCTION

In particular, Multiple-Input-Multiple-Output (MIMO) technology has been studied for
years. Normally, MIMO systems refer to multiple antenna systems in wireless communi-
cation systems where similar challenges exist. Due to the high capacities and the potential
to dramatically improve the data transmission reliability, MIMO technology is highly rec-
ommended in wireless communication systems [TV05]. Generally, a MIMO system can
be regarded as a system having multiple transmitters and receivers. In this respect, we
can also apply the MIMO technology of multiple antenna systems into multiple coper
line systems to deal with crosstalk interference. In other words, MIMO technology can
be adopted for crosstalk cancellation in DSL systems where a plurality of coper lines are
bundled together.

Typically, there is a central office (CO) of a DSL system being connected to the core of
the fiber network via fiber. As shown in Figure 1.1, copper lines provide the further con-
nection between the CO and the CPEs. From the user’s perspective, the upstream (US)
transmission is defined as the transmission from CPEs towards the CO. Conversely, the
downstream (DS) transmission is from the CO to CPEs. A plurality of transceivers can be
co-located in the CO while different CPEs are distributively located according to the users.
Such deployments ensure that MIMO applications are feasible.

Figure 1.1: Transmission with co-located transceiver in CO

For many years, Discrete Multi-Tone (DMT) technique has been applied in DSL systems.
In a single copper line, the DSL channel has very long transmission taps and is highly
frequency selective. DMT technique, also known as Orthogonal Frequency Division Mul-
tiplexing (OFDM) technique [Roh11] in wireless communications can effectively partition
a frequency selective channel into a large number of independent narrowband subchan-
nels. By this means, high frequency selectivity over the complete channel band is con-
verted into individual complex fading factors for each subchannel. With a sufficient long
cyclic prefix inserted in each symbol, intersymbol interference (ISI) due to long transmis-
sion taps can be avoided. Meanwhile, adaptive modulation technique can be applied as
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each subchannel can be modulated individually according to the quality of the subchan-
nel or possibly also to the transmission scenarios.

Furthermore, DMT/OFDM technique can be efficiently combined with MIMO techniques.
The combination is natural and beneficial since DMT/OFDM technique dramatically sim-
plifies the equalization procedures in MIMO systems, thereby supporting more transmit-
ters and wider bandwidths in the combined systems.

Within the above-described context, this thesis is to analyze the crosstalk interference in
modern DSL systems and focuses on the topic of crosstalk interference cancellation tech-
niques. MIMO-OFDM transmission techniques are applied for crosstalk interference can-
cellation. The computation complexity of interference cancellation techniques is investi-
gated for providing a reasonable trade-off in the systems. Moreover, QoS requirements of
different users or lines are considered in the systems. Besides the interference cancella-
tion techniques, power allocation for crosstalk cancellation is further studied.

Chapter 2 describes the physical as well as electrical characteristics of copper lines and
the modeling for system simulations are introduced. In Chapter 3, the fundamentals of
DMT transmission technique are discussed. In view of MIMO technology, the concrete
system structures and models are given in Chapter 4.

After that, crosstalk interference cancellation techniques for both upstream transmission
and downstream transmission are presented in Chapter 5 and the channel estimation
(CE) aspects are considered in Chapter 6. The performance of the crosstalk interference
cancellation techniques with and without perfect channel state information (CSI) is given
in chapters 5 and 6, respectively. In Chapter 7, partial crosstalk cancellation with compu-
tation complexity reduction is proposed and the corresponding system performance is
analyzed.

Faced with high QoS demands driven by those new applications, crosstalk cancellation
techniques being aware of QoS requirements of different users are presented in Chapter 8.
In particular, the crosstalk cancellation technique facing dynamic situations occurring in
the systems is proposed.

In Chapter 9, power allocation for crosstalk interference cancellation is introduced. A
heuristic method of distributing the transmit power of individual lines and its combina-
tion with partial crosstalk cancellation techniques are given, and the corresponding per-
formance is provided.

In the end, summary is made in Chapter 10.

3



2 DSL Channel

Backing to the original invention of telephone in 1879, copper lines have served for more
than one century as transmission lines between transmitters and receivers. The DSL chan-
nel itself is very old and not much changed; however, a system design is confined by the
property of the channel. The designer shall be aware of the channel characteristics. In
this chapter, physical as well as electrical characteristics of telephone loops are described,
then the crosstalk interference issue is addressed and the channel model considering
crosstalk interference is given.

2.1 Physical characteristics of copper lines

The quality of the early approach of telephony was very poor since only a single conduct-
ing wire with the ground acting as the return path was used as the transmission line. The
situation was dramatically improved by using a second conductor for differential mode
signaling instead of the common mode. Meanwhile, within a cable the two wires of each
pair are twisted around each other to form an unshielded twisted pair (UTP). Each pair is
insulated by plastic material in distinctive color. To isolate the cable pairs from outside
sources of electronic interference they are surrounded with a metallic shield.

In a cable with 25 twisted pairs or less, the pairs are usually enclosed in bindings of a
certain color and forming a cylindrical shape. For larger cables, units of 25 pairs or super-
units of 50 or 100 pairs are assembled to form a substantially cylindrical shape [GDJ06].
Each unit binder or super-unit binder are color coded such that each 25 pair group can be
identified from the others. In this thesis, we focus our research on the cable scare within
one or two units. A cable with a certain number of twisted pairs is referred to as a cable
binder.

In the following, we first consider a single cable situation and describe the general elec-
trical characteristics of twisted cable pairs in Section 2.2. Then, a cable binder situation
is considered in sections 2.3 - 2.5 where crosstalk interference among the cable binder
dominates the system performance degradation.
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2.2. ELECTRICAL CHARACTERISTICS OF A SINGLE TWISTED CABLE PAIR

2.2 Electrical characteristics of a single twisted cable pair

As transmission lines, the twisted cable pairs have the electrical characteristics which can
be derived from the classic transmission line theory [Dwo79]. One can consider an in-
finitely small portion of uniform line d x as depicted in Figure 2.1. The circuit is made
of the concatenation of a series impedance and a shunt impedance. Without the loss of
generality, the series impedance is made of a resistance Rd x and an inductance Ld x; the
shunt impedance is made of a conductance Gd x and a capacitance C d x. The parameters
R, L, G , and C are the so-called primary parameters and cited per unit length. So they
are usually frequency dependent but assumed to be independent of length. The RLGC-
parameters characterize the behavior of the transmission line. The propagation constant
γ and characteristic impedance Z0 of the transmission line are defined as

γ =
√

(R + j 2π f L)(G + j 2π f C ), (2.1)

Z0 =
√

R + j 2π f L

G + j 2π f C
. (2.2)

Figure 2.1: Line section of length d x with primary parameters

Now considering a line of length l connected with a voltage source VS with the impedance
ZS and terminated with a load impedance ZL as described in Figure 2.2, the cable line
can be modeled as a two-port network with ABC D parameters. If the load impedance ZL

matches the characteristic impedance Z0, i.e., ZL = Z0, the transfer function between VL

and VS at frequency f becomes

H( f , l ) = VL

VS
= 1

2
e−lγ( f ). (2.3)

For practical reasons, it is often more relevant to use the concept of insertion loss instead
of the transfer function. From a measurement perspective, it’s very difficult to access VS
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CHAPTER 2. DSL CHANNEL

due to internal loading of the source. So telecommunication engineers use the ratio be-
tween the voltage over the load VL , with the wireline inserted between the source and
load, and the voltage over the load when it is connected directly to the source without the
wireline in between. In many cases it is actually the insertion loss that is referred to as the
transfer function.

Figure 2.2: Uniform line of length l modeled as a two-port network

2.2.1 Classic direct channel model and measured channels

As described above, for a single transmission line the direct transmission channel can be
considered as a Linear Time-Invariant (LTI) system characterized by its impulse response
h(t ) and the corresponding channel transfer function H( f ). From equation (2.3) it can be
seen that the channel transfer function H( f ) of a twisted pair depends on the length l of
the wire and the propagation constant γ. Indeed, the frequency dependent propagation
constant γ( f ) is a very accurate (± 0.2 dB) predictor of the attenuation at frequencies
above about 20 kHz [Bin00].

The propagation constant is also called the complex propagation constant and can be
written as

γ=α+ jβ, (2.4)

where the real part α is the so-called attenuation constant and the imaginary part β is
the phase constant. The attenuation constant is often measured in nepers per meter and
a neper is approximately 8.7 dB. It can be obtained by RLGC-parameters, as shown in
equation (2.1).

6



2.2. ELECTRICAL CHARACTERISTICS OF A SINGLE TWISTED CABLE PAIR

per cables. One of the empirical models is defined as

R( f ) = (r 4
0c +ac f 2)1/4

L( f ) = (
l0 + l∞( f

/
fm)b)/(1+ ( f

/
fm)b)

C ( f ) = c∞+c0 f −ce

G( f ) = g0 f ge ,

where r0c , ac , l0, l∞, fm , b, c∞, g0, and ge are line constants and depend on the cable
diameter, materials and construction. For the cables employed in different countries or
regions, the values are different and some parameter sets are provided in the standard
specification [vdB98]. Table 2.1 lists the line constants for three widely used cable types
specified by American National Standards Institute (ANSI) and European Telecommuni-
cations Standards Institute (ETSI). For the performance evaluation in this thesis, line con-
stants for British DWUG (drop wire for underground distribution) cables are chosen.

Table 2.1: Line constants for ANSI and ETSI standard cables

Standard ANSI ETSI
cable type TP1 TP2 BTDWUG

diameter (mm) 0.4 0.5 0.5
r0c (Ω / km) 286.17578 174.55888 179
ac 0.1476962 0.053073481 0.03589
l0 (μH/km) 675.36888 617.29539 695
l∞ (μH/km) 488.95186 478.97099 585
b 0.92930728 1.1529766 1.2
fm (kHz) 806.33863 553.760 1000
c∞ (nF/km) 49 50 55
c0 (nF/km) 0.0 0.0 1.0
ce 0.0 0.0 0.1
g0 (nS/km) 43 0.00023487476 0.5
ge 0.70 1.38 1.033

In Figure 2.3, the measured direct channel transfer function for a 1 km cable line is shown
and the direct channel transfer function obtained by the corresponding empirical model
is also plotted. The measurement data are provided by Forschungszentrum Telekommu-
nikation Wien (FTW) [Nor03] and the cable diameter is 0.4 mm (type F-02YHJA2Y). It can
be seen that the empirical model fits quite well with the real measurement for a single
twisted cable pair.

7
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CHAPTER 2. DSL CHANNEL

Figure 2.3: Direct channel transfer functions for a 1 km cable line with diameter 0.4 mm

2.3 Crosstalk interference in a twisted pair cable binder

From this section, a telephone loop transmission system which contains multiple cables
in a cable binder is considered, for example, shown in Figure 1.1. Indeed, such system
faces a variety of impairments. In general, they can be classified as extrinsic or intrinsic
to the cable environment [CKB+99]. The extrinsic impairments are rather unpredictable
and geographically variable, for example, the impulse noise originating from rapid volt-
age changes and radio frequency interference (RFI) from broadcasting and radio trans-
mitters. The intrinsic impairments are typically the thermal noise, echoes and reflections,
crosstalk interference and so on. By far, crosstalk interference contributes the most signif-
icant performance degradation in DSL systems. Therefore, in the scope of this thesis, we
mainly consider this dominant impairment.

Crosstalk is the leakage into one channel of signal power from another channel. In the
subscriber-line systems, crosstalk is caused by capacitive and inductive coupling between
the twisted cable pairs within a cable binder. Therefore, crosstalk is strongly related to the
construction of a cable binder. In most cases, it is worst among adjacent pairs. For any
two twisted cable pairs inside a binder, the crosstalk coupling does not usually change
appreciably over time, and it is symmetrical in that the same coupling function can be
observed between two ends when measured in either direction. In this thesis, we focus
only on the so-called far-end crosstalk (FEXT) which is the crosstalk coupling between
transmitters and receivers at the opposite ends of a binder, as shown in Figure 1.1.

8



2.3. CROSSTALK INTERFERENCE IN A TWISTED PAIR CABLE BINDER

2.3.1 Classic crosstalk model and measured crosstalk

The characteristics of FEXT can be derived from transmission line theory [Bin00] and the
crosstalk models in common use are empirically based. The early research based on cable
measurements has found out that FEXT has an f 2 power law in frequency and is propor-
tional to cable length; it also suffers the same attenuation as signals in the cable.

It is very common to use “99% worst case crosstalk models”, which are constructed such
that in 99% of cases the crosstalk is less severe than that predicted by the models. Specifi-
cally, the worst-case FEXT coupling in a equal-length cable binder is given by∣∣∣HF E X T ( f ,L, N )

∣∣∣2 = N 0.6KF E X T f 2L
∣∣∣H( f ,L)

∣∣∣2, (2.5)

where L here denotes the cable length, N is the number of the disturbing lines in the cable
binder, f is the frequency, KF E X T = 10−19.5 is a constant for European cables and H( f ,L)
is the transfer function of the disturbed lines [GDJ06].

It can be seen in equation (2.5) that the crosstalk interference increases with the number
of disturbing lines N . The mean power coupling must also increase and be proportional
to N . However, the model does not represent the mean value but rather a near worst case
bound. When the number of disturbers increases, some disturbers are located far from
the victim loop so that they generate less crosstalk. Therefore, the model provides a less
than linear increment of the bound as the number of disturber increases. The exponent
term of the disturber number N reflects this fact.

Equation (2.5) provides the 99% worst case crosstalk models for equal-length cable binders.
In reality, the transmitters and/or the receivers of individual cable lines are often not co-
located as shown in Figure 2.4. The empirical crosstalk model between a transmitter TX j

and receiver RXi is specified by the standard [ETS03]:

Hi j ( f ) = δi j

(
f ,Lcoupling

i j

)∣∣∣H( f ,Li j )
∣∣∣, (2.6)

where the crosstalk coupling coefficient is

δi j

(
f ,Lcoupling

i j

)
= Kxf f

√
Lcoupling

i j

and Kxf = 0.0056 is a constant, f is the frequency in MHz. Shown in Figure 2.4, Li j in km
denotes the distance between the disturbing transmitter TX j and victim receiver RXi , and
H( f ,Li j ) is the line transfer function for a channel of length Li j given by equation (2.3).

Lcoupling
i j is the so-called coupling length between cable lines indicating within which dis-

tance range the crosstalk coupling between line i and line j physically occurs.

9



CHAPTER 2. DSL CHANNEL

Lcoupling
ij

Figure 2.4: crosstalk coupling between two cable pairs

2.4 Deterministic MIMO model for cable binders

In the view of MIMO technology, the physical channel between the multiple transmitters
and receivers in DSL systems can be described as the direct channels characterized in
different cable lengths and the crosstalk channels characterized by the crosstalk coupling
lengths and the lengths between disturbing transmitters and victim receivers.

Considering a cable binder composing M twisted cable pairs and each cable with spe-
cific length Li , the channel transfer function of all direction channels H( f ,Li ) is given by

equation (2.3), and the crosstalk channel transfer function Hi j ( f ,Lcoupling
i j ,Li j ) between a

transmitter TX j and a receiver RXi is defined by equation (2.6).

In the scope of this thesis, we merely consider the scenario where the transceivers are
co-located in the central office (CO) as generally illustrated in Figure 1.1.

In the upstream (US) transmission where the signal is transmitted from the customer
premise equipment (CPE) to the CO, the receivers are co-located in the CO, shown in Fig-
ure 2.5. In this case, the distance Li j between the disturbing transmitter TX j and victim
receiver RXi is equal to the length of the disturbing line L j and the corresponding line
transfer function for the channel of length Li j is equal the channel transfer function of
the disturbing line:

H( f ,Li j ) = H( f ,L j ). (2.7)

Thus, the crosstalk channel transfer function between a transmitter TX j and a receiver
RXi can be expressed as the multiplication of the crosstalk coupling coefficient and direct
channel transfer function of the disturbing line:

Hi j

(
f ,Lcoupling

i j ,Li j

)
= δi j

(
f ,Lcoupling

i j

)∣∣∣H( f ,L j )
∣∣∣. (2.8)

10



2.5. STOCHASTIC MIMO MODEL FOR CABLE BINDERS

Lcoupling
ij

Figure 2.5: US crosstalk coupling

However, in the downstream transmission (DS) the channel transfer function looks differ-
ent. As shown in Figure 2.6 the transmitters are co-located in the CO. So the distance Li j

between the disturbing transmitter TX j and victim receiver RXi is equal to the length of
the victim line Li and the corresponding line transfer function for the channel of length
Li j is equal to the channel transfer function of the victim line:

H( f ,Li j ) = H( f ,Li ). (2.9)

Therefore, on the contrary to that of the US transmission, the DS crosstalk channel trans-
fer function between a transmitter TX j and a receiver RXi shall be expressed as the multi-
plication of the crosstalk coupling coefficient and direct channel transfer function of the
victim line:

Hi j

(
f ,Lcoupling

i j ,Li j

)
= δi j

(
f ,Lcoupling

i j

)∣∣∣H( f ,Li )
∣∣∣. (2.10)

2.5 Stochastic MIMO model for cable binders

In the above section, MIMO modelling for a cable binder is described. However, it is based
on the so-called 99% worst case modelling of the crosstalk for the lines in a binder which
only depends on different transmission ranges, crosstalk coupling lengths and frequen-
cies. For the purpose of the simulation and evaluation of the signal processing techniques
dealing with FEXT in the systems, a more accurate modelling of the MIMO crosstalk chan-
nel is needed.

11



CHAPTER 2. DSL CHANNEL

Lcoupling
ij

Figure 2.6: DS crosstalk coupling

In this thesis, we adopt the stochastic MIMO model as proposed in [Ver08] which is based
upon measurements on real cables and is much more realistic in describing the coupling
coefficients among transmitting lines and receiving lines.

The stochastic MIMO model still uses the 99% worst case modelling, but further intro-
duces an amplitude offset of the crosstalk transfer function:

Hi j =
∣∣∣Hi j ,W C

∣∣∣exp
{

jϕ
(

f
)}

10
XdB

20 , (2.11)

where Hi j ,W C is the crosstalk channel transfer function based on the 99% worst case
model and obtained from equation 2.8 for the upstream transmission and from equa-
tion 2.10 for the downstream transmission, ϕ( f ) is the phase of the crosstalk transfer
function and XdB is the amplitude offset of the crosstalk transfer function, relative to the
amplitude of the 99% worst case model and expressed in dB.

The phase ϕ( f ) is linearly dependent on frequency, with a slope that is identical to the
slope of the phase of the direct path. The probability density function (pdf) of the phase,
at any frequency, is uniformly distributed over the range [0, 2π] as crosstalk measure-
ments show a nearly linear phase behavior over frequency.

The amplitude offset XdB is independent of frequency, and its pdf has a BETA distribu-
tion:

p(XdB) =
(
XdB −a

)α−1(b −XdB
)β−1

B(α,β)
(
b −a

)α+β−1
(2.12)
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2.5. STOCHASTIC MIMO MODEL FOR CABLE BINDERS

where B(α,β) is the beta function.

The parameters used for the BETA distribution are found empirically as follows:

a = −60dB

b = 10dB

α = 11

β = 6.6.

As the amplitude offset XdB is independent of frequency, this stochastic model results
in a shifted replica of the worst case crosstalk curve, shifted by a value drawn from the
random amplitude offset variable XdB. In other words, for a number of FEXT coupling the
model generates several curves, each with a random amplitude offset which is constant
over frequencies.

Real cables on the other hand do have frequency variation of their relative amplitude com-
pared to the worst case model. However, such simplification in the model can be done
based on the fact that measurements have revealed that this frequency variation of the
amplitude is usually rather small for the stronger crosstalkers. That’s to say: if the crosstalk
coupling between two pairs is strong on one frequency, it will probably also be strong on
other frequencies. Therefore, for the performance simulation the frequency variation of
the amplitudes in real cables is neglected in this thesis and such simple stochastic MIMO
model is used.

13



3 Discrete Multi-Tone (DMT)

In broadband transmission systems such as VDSL, the transmission channel behaviour is
strongly frequency selective. As an example shown in Figure 2.3, there exists tens of dB
channel gain difference within the overall transmission band. Considering a single cable
line, inter symbol interference (ISI) is a main issue in the systems due to such channel
condition. Conventionally, ISI is removed by the use of a decision feedback equalizer
(DFE) in the receiver and/or a Tomlinson-Harashima precoder at the transmitter. Thus,
the systems might have high run-time complexity and also experience error propagations
[GDJ06].

To combat this problem, it is preferred to use the Discrete Multi-Tone (DMT) technique,
which is robust against ISI and also known as the Orthogonal Frequency Division Multi-
plexing (OFDM) technology in wireless communications.

The principle of DMT technique is to effectively partition the frequency selective chan-
nel into a large number of orthogonal narrowband subchannels. A single subchannel is
also called a tone in DSL systems. Due to the orthogonality, each subchannel can be used
independently. Thus, the signals can be modulated individually and transmitted in a su-
perimposed form. As the sinusoidal transmit waveforms are actually the eigenfunctions
of an LTI channel in a DMT system, the orthogonality is maintained at the receiver. If
the bandwidth of an individual subchannel is sufficiently narrow and the resulting sym-
bol duration is long enough, any ISI contribution can be avoided in the received signal.
Consequently, very simple equalization can be applied at the receiver.

Furthermore, DMT systems with multiple subcarriers have the possibility of transmit-
ting different numbers of bits across the bandwidth according to the signal-to-noise ra-
tio (SNR) of the subcarriers and the desired symbol error probability. Therefore, as a key
benefit of the DMT technique, transmission in noisy or highly attenuated regions of the
channel can be avoided.

The following sections describe the DMT technique in detail.
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3.1. DMT TECHNIQUE

3.1 DMT technique

The essential idea of the DMT technique is to represent a high rate input bit stream by
a superposition of several subcarrier-modulated waveforms of low rate substreams. The
transmit signal is the sum of K independent subcarrier signals with equal subchannel
bandwidth Δ f . The subchannel bandwidth is also called subcarrier spacing. When the
subchannel bandwidth Δ f is so narrow that the channel frequency response is effectively
flat across it, the Nyquist criterion is satisfied and ISI from one symbol to the next can be
eliminated [Pro00].

Although the partitioning of a channel into subchannels can be accomplished using any
set of orthonormal basis function, the DMT technique employs the Fourier transform as
the OFDM technique does, in particular, the inverse discrete Fourier transform (IDFT).
IDFT has the advantage in implementation due to the development of digital signal pro-
cessor and the introduction of the fast Fourier transform (FFT).

To keep the orthogonality among the subchannels, the transmit symbol duration Ts is
chosen in relation to the subcarrier spacing Δ f as

Ts = 1

Δ f
. (3.1)

The transmit samples
{

xn
}
,n ∈ [0, N−1] are calculated by taking the IDFT of the N -dimension

sequence
{

Xk
}
:

xn = 1�
N

N−1∑
k=0

Xk e j 2πkn/N , ∀n ∈ [0, N −1], (3.2)

where N is twice the number of subchannels K :

N = 2K . (3.3)

DSL systems are baseband transmission systems. The signals transmitted over copper
lines are naturally one dimensional (real-valued). In other words, the time domain signal,
the output of IDFT in the DMT modulation shall be real and able to be transmitted directly
to the channel after digital-to-analog conversion. For this reason, the signal spectrum
must be prepared in a Hermitian way. The input N -dimension sequence

{
Xk

}
,k ∈ [0, N −

1] of IDFT shows the property of Hermitian symmetry:

Xk =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ℜ{XK } k = 0

Xk k = 1, . . . ,K −1
ℑ{XK } k = K
X ∗

N−k k = K +1, . . . , N −1.

(3.4)

15



CHAPTER 3. DISCRETE MULTI-TONE (DMT)

The sequence
{

Xk
}
,k ∈ [0,K −1] is the frequency domain signal sequence for K subcarri-

ers. In fact, DMT modulation performs N -point complex-to-real IDFT for the transmis-
sion of signals on K subcarriers.

Ideally, when the number of subcarriers K is sufficiently large, the subchannels are free
of ISI. However, in practice, the frequency response of individual subchannel might not
be always flat and its channel impulse response length is greater than one. To completely
eliminate the effect of ISI, a cyclic prefix is added at the beginning of each DMT symbol
as shown in Figure 3.1. The cyclic prefix is also called guard interval in the OFDM tech-
nique. The number of time domain samples of the cyclic prefix NC P is chosen to be larger
than the channel impulse response length. In this case, the DMT symbol rate fs can be
calculated as:

fs =
fsample

N +NC P
, (3.5)

where fsample is the sampling rate which is twice of the system bandwidth.

NCP

Cyclic prefix

Data

DMT Symbol i time

... ...

Figure 3.1: Illustration of the cyclic prefix

As introduced above, the DMT technique uses Fourier transform to partition the over-
all channel into independent subchannels. Shown in equation 3.2, a transmit sample
is in fact a superposition of orthogonal exponentials weighted by the frequency domain
symbols

{
Xk

}
. As complex exponentials are always eigenfunctions of an LTI system, the

orthogonality among the subcarriers remains even at the receiver despite of the propaga-
tion delay. Thus, if cyclic prefix is applied to completely remove ISI, the received symbol
in frequency domain Yk can be simply expressed as

Yk = Hk Xk +Zk , ∀k ∈ [0,K −1] (3.6)

where Hk denotes the channel transfer factor on subcarrier k and Zk is the corresponding
noise component.
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3.2. SYSTEM STRUCTURE

3.2 System structure

Figure 3.2 shows the general schematic diagram of a coded DMT transceiver structure.
The info bit stream is encoded by a forward error correction (FEC) code with a certain
constraint length and then scrambled by a bit-level interleaver for the purpose of cor-
recting burst errors. In DSL systems, trellis coding is applied. After interleaving, the
coded bits are mapped onto complex modulation symbols

{
Xk

}
using an appropriate

QAM-constellation diagram.

Figure 3.2: Schematic diagram of a coded DMT transceiver structure

Thereafter, the DMT processing is performed: a serial-to-parallel converter segments ev-
ery K modulated symbols, and then the N -point complex-to-real IDFT/IFFT is performed
to each segment yielding a discrete-time sequence

{
xn

}
, n ∈ [0, N −1]. To completely re-

move the ISI, a cyclic prefix is added at the front of the sequence
{

xn
}
. Following the

digital-to-analog (D/A) conversion, the corresponding continuous-time signal is gener-
ated and further transmitted over a twisted cable pair.

At the receiver the inverse procedure in accordance with the signal processing at the trans-
mitter is performed. After the analog-to-digital (A/D) conversion, the cyclic extension
which might be corrupted is discarded. An N -point real-to-complex DFT/FFT coverts the
received time domain signals

{
yn

}
, n ∈ [0, N −1] back to the frequency domain. Then, the

parallel-to-serial conversion is performed. After the DMT inverse processing, the proce-
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CHAPTER 3. DISCRETE MULTI-TONE (DMT)

dure may follow sequentially with the frequency domain equalization, de-mapping, de-
interleaving and channel decoding.

3.3 Channel capacity for a single cable line

In 1948, Claud Shannon introduced the remarkable mathematical theory to compute the
performance of communication systems [Sha48]. He referred the maximum transmission
rate over a given channel as the channel capacity of the communication system which can
be defined as

C = max
P (X)

{I (X,Y)}, (3.7)

where I (X,Y) is the mutual information between the transmit signal X and received signal
Y, and P (X) is the probability distribution of the transmit signal X.

Considering a single cable line, this channel capacity in presence of additive white Gaus-
sian noise (AWGN) is determined by system bandwidth W and the quality of the transmis-
sion in terms of the post-estimated SNR:

C = W log2(1+SNR)

= W log2

(
1+ |H |2σ2

s

σ2
z

)
, (3.8)

with SNR = |H |2σ2
s

σ2
z

, (3.9)

where H is the channel transfer factor, σ2
s and σ2

z are the transmission power and the
noise power.

In a DMT system, the overall channel has been partitioned into a large number of inde-
pendent parallel narrowband subchannels. According to equation (3.8), each of those
subchannels with a bandwidth of Δ f has a channel capacity Ck

Ck = Δ f log2(1+SNRk ), (3.10)

with SNRk =
|Hk |2σ2

s,k

σ2
z

, ∀k ∈ {0,1, . . . ,K −1
}

(3.11)

where Hk , σ2
s,k and σ2

z are the channel transfer factor, transmit power and noise power
on subcarrier k, respectively. It is assumed that the noise power on each subcarrier is
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identical. Thus, the capacity of the overall channel in the DMT system can be calculated
as the sum of all K subchannel capacities:

C =Δ f
K−1∑
k=0

log2

(
1+

|Hk |2σ2
s,k

σ2
z

)
. (3.12)

For each amplitude modulation, in particular QAM performed in DMT modulation, the
bit error rate is a function of the signal-to-noise ratio and the number of bits per symbol.
So the number of bit bk being able to be loaded on a subcarrier k can be derived by so-
called gap approximation given a desired bit error rate Pe and the signal-to-noise ratio
SNRk on the subcarrier k [Cio91]:

bk = log2

(
1+ SNRk

Γ

)
, (3.13)

with Γ = Γ(Pe )γm

γc
(3.14)

where γc is the coding gain for a FEC code, γm is the noise margin for proper operation
of the system and Γ(Pe ) is the Shannon gap at the desired bit error rate. For QAM with
Pe = 10−7, the Shannon gap is 9.75 dB.

Thus, the achievable data rate R in a DSL system for a single cable line can be calculated
by summing up the data rates Rk on individual subcarriers:

R =
K−1∑
k=0

Rk

= fs

K−1∑
k=0

bk

= fs

K−1∑
k=0

log2

(
1+ 1

Γ
·
|Hk |2σ2

s,k

σ2
z

)
. (3.15)

Hereinafter, such practical data rate instead of the theoretical channel capacity will be
used for system performance evaluation.
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4 Multiple-Line DMT

In the last two decades, MIMO techniques have been developed rapidly in the wireless
communication area. Multiple antennas are used in radio systems to take the advantage
of the fact that different antennas are spatially separated in a dense multipath scattering
environment. Depending on the objective, MIMO techniques can be categorized into two
groups: diversity techniques and spatial multiplexing techniques.

MIMO diversity techniques are aiming at increasing transmission reliability and improv-
ing the receive signal-to-noise ratio. Examples of these diversity techniques include the
space-time block codes (STBC) [Ala98], [TJC99], space-time trellis codes (STTC) [TSC98],
maximum-ratio combining (MRC) and so on.

MIMO spatial multiplexing techniques linearly increase the channel capacity without re-
quiring additional spectral resources [Tel99]. Examples of multiplexing techniques can be
beamforming techniques, V-BLAST detection techniques [WFGV98] and so on. In MIMO
spatial multiplexing, independent data symbols are sent via sufficiently-separated anten-
nas which use the same frequency resource. In this aspect, an overall DSL system compris-
ing multiple transmission cable lines can be regarded as a MIMO system and the MIMO
spatial multiplexing techniques developed in wireless communications can be also ap-
plied among multiple cable lines.

Furthermore, in a broadband radio environment combining MIMO techniques together
with the OFDM technique is an effective method to combat fading and to achieve high
data rate communications. By combining the OFDM technique, the transmission in broad-
band is converted to the transmission in a large number of narrow bands and the MIMO
signal processing in the broadband transmission can be implemented in a much easier
way on each subcarrier. Thus, the transceiver structure and the signal processing proce-
dure can be simplified in wireless communications. Similarly, such technique combina-
tion and advantages can be also adopted in the wireline transmission for the same pur-
pose.

In the following the transceiver structure and the signal model of multiple-line DMT trans-
mission systems is introduced.
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4.1 Transceiver structure

In a modern DSL system, transceivers can be co-located in the CO where joint signal pro-
cessing is feasible. However, the transceivers on the user side are located in a distributed
way. For this reason, the MIMO techniques requiring both transmitter and receiver co-
ordination can not be directly applied. Nevertheless, we can obtain the capacity gain by
only exploiting the MIMO signal processing in the CO.

Figures 4.1 and 4.2 illustrate the block diagrams of multiple-line DMT systems in the up-
stream and downstream transmission respectively. M represents the number of twisted
cable pairs in the cable binder and it is assumed that the system only comprises one cable
binder.

Figure 4.1: Block diagram of the US transceiver structure

In the upstream transmission, the signal processing at each transmitter of M individual
lines is an independent procedure from one to another. Thus, it can be performed on
each customer side without the aid from other transmitters. Under the circumstances,
the transmitter structure for each line is the ordinary DMT system transmitter structure
as depicted in Figure 3.2 of Section 3.2, namely channel coding followed by interleaving,
mapping and DMT processing.
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Figure 4.2: Block diagram of the DS transceiver structure

As the signals transmitted through the multiple-line channel having AWGN noise, DMT in-
verse processing is performed for each individual line on the CO side. Afterwards, MIMO
signal processing is applied simultaneously to all M received signals. The obtained signals
are then de-mapped, de-interleaved and decoded independently.

For the downstream transmission, as shown in Figure 4.2, each bit stream corresponding
to the source data for the individual lines or users is encoded, interleaved and mapped in-
dependently in the CO. Then, MIMO signal processing is performed simultaneously on M
input signals. Thereafter, the obtained signals are individually processed by DMT modula-
tion and further transmitted over the multiple-line channel as described in Section 3.2.

On the receiver side, as the modems are distributively located, the receiver structure of
the individual line can be exactly the same as the receiver structure described in Sec-
tion 3.2.

4.2 Signal model

It has been introduced that with DMT modulation, the overall bandwidth of a broadband
transmission can be divided into a large number of narrow bands and the transmission
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channel is partitioned into corresponding parallel subchannels. If the number of sub-
channels is large enough, the subchannels are free of ISI and a one tap frequency domain
equalizer (FEQ) is sufficient on each subcarrier. In other words, the frequency-selective
broadband channel is turned into a large number of parallel flat subchannels. Therefore,
the narrowband MIMO signal processing is feasible and can be performed on each sub-
carrier.

As shown in Figure 4.1, for the upstream transmission the input signal is referenced after
the mapper at the transmitter and the output signal is referred to the signals obtained by
DMT inverse processing at the receiver. Let Xi ,k represent the transmit signal for line i
on subcarrier k, where i ∈ [1, M ], k ∈ [0,K −1] and K is the number of subcarriers. The
received signal Yi ,k for the line i on the k-th subcarrier having been transmitted through
the multiple-line channel can be expressed as

Yi ,k = Hi i ,k Xi ,k +
M∑

j=1, j 	=i
Hi j ,k X j ,k +Zi ,k , (4.1)

where index j denotes any line other than the i -th line, Hi j ,k is the flat subchannel trans-
fer coefficient from line j to line i on subcarrier k and Zi ,k is the corresponding noise
component.

Let H k denote the multiple-line channel transfer function on subcarrier k. The matrix H k

holds all M ×M channel coefficients on subcarrier k as

H k =

⎛⎜⎝ H11,k . . . H1M ,k
...

. . .
...

HM1,k . . . HM M ,k

⎞⎟⎠ . (4.2)

The transmit symbols for all considered M cable lines and for a single subcarrier k can be
described as a transmit signal vector

X k = (
X1,k , X2,k , . . . , XM ,k

)T , (4.3)

where (∗)T denotes the transpose of the matrix/vector (∗). The received signals for all M
adjacent cable lines and for subcarrier k are thus described by a received signal vector

Y k = (
Y1,k ,Y2,k , . . . ,YM ,k

)T , (4.4)

which can be calculated by the following linear equation:

Y k = H k X k +Z k , (4.5)

where Z k is the noise vector comprising the AWGN noise samples for each line on the
subcarrier k and given as

Z k = (
Z1,k , Z2,k , . . . , ZM ,k

)T . (4.6)
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In the downstream transmission, referring to the corresponding Figure 4.2 , the input sig-
nal is again referenced after the mapper at the transmitter and the output signal is re-
garded as the signals obtained by DMT inverse processing at the receiver. Let Xi ,k repre-
sent the QAM modulated symbol for line i on subcarrier k. The sequence X i =

{
Xi ,k

}
,k =

0,1, . . . ,K −1 corresponds to a DMT symbol for line i and the sequence X k = {
Xi ,k

}
, i =

1,2, . . . , M corresponds to the symbols for all M lines on the subcarrier k.

Denoting W k as the precoding matrix of the MIMO signal processing on subcarrier k,
the signal vector P k = (

P1,k ,P2,k , . . . ,PM ,k
)T obtained after the MIMO processing can be

expressed as
P k =W k X k . (4.7)

Like in the upstream transmission, the received signal Yi ,k for line i on the k-th subcarrier
can also be calculated as

Yi ,k = Hi i ,k Pi ,k +
M∑

j=1, j 	=i
Hi j ,k P j ,k +Zi ,k . (4.8)

Using a matrix expression, all received signals for M adjacent cable lines on subcarrier k
can be simply presented as

Y k = H k P k +Z k (4.9)

= H kW k X k +Z k .
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5 Crosstalk Cancellation

Starting with the classical digital subscriber line technology, which uses a bandwidth of
several Kilohertz for voice signal transmission, modern very-high-speed digital subscriber
line systems, e.g., VDSL systems and VDSL2 systems extend the system bandwidth to
more than ten megahertz for high-speed internet access and other applications. In this
case the crosstalk interference due to electromagnetic coupling between adjacent twisted
pairs inside a cable binder is one of the major system limitations. Typically, the crosstalk
interference level is 10−15 dB larger than the background noise power.

Conventionally, such kind of crosstalk interference is regarded as unknown and uncon-
trollable random noise and is accepted as a performance limitation. Correspondingly, the
DSL deployments are always engineered to function in a statistically worst case scenario.
Such simple but conservative treatment of crosstalk interference often leads to unneces-
sarily low bit rates.

Figure 5.1 shows the data rate performance achieved by a small cable binder having 10
twisted cable pairs. The adjacent cable pairs are mutually interfering one another. As
crosstalk interference is tolerated in the system, the achieved data rate averaged over all
lines in the cable binder are significantly lower than the achievable data rate without the
existence of crosstalk interference. Especially, when the cable lengths are relatively short,
there exists a huge data rate performance gap in between.

Therefore, it will be advantageous for future systems to consider the crosstalk not as just
noise contributions but as deterministic interference. In this case the crosstalk signal
parameters can be measured adaptively, the crosstalk interference can be cancelled out
by signal processing procedures. Consequently, the system performance can be improved
significantly.

In the following crosstalk cancellation techniques based on the MIMO signal processing
techniques and DMT modulation for the upstream transmission as well as for the down-
stream transmission are discussed.
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Figure 5.1: Data rate performance gap due to the crosstalk interference

5.1 Upstream crosstalk cancellation

As it is introduced in Chapter 3, the ISI of a transmit signal due to the frequency selective
channel is combated by DMT modulation in DSL systems, and the resulting narrowband
transmission over a twisted-pair copper line is only impaired by the direct channel atten-
uation and background noise. The achieved data rate is given by equation (3.15).

Now an upstream transmission system as illustrated in Figure 4.1 is considered. It is also
assumed that the cable binder comprises M twisted cable pairs and the transmit signals{

Xi ,k
}
,∀i ∈ [1, M ] on subcarrier k experience the multiple-line channel H k as shown in

equation (4.2), and the received signal for line i and on subcarrier k is given by equa-
tion (4.1).

As addressed above, crosstalk interference is conventionally considered as additive ran-
dom noise and as an accepted performance limitation in the system. Accordingly, the re-
ceived signal Yi ,k ,∀i ∈ [1, M ] is simply equalized by the so-called one-tap equalizer with
the corresponding direct channel coefficient Hi i ,k for each individual line. The estimated
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5.1. UPSTREAM CROSSTALK CANCELLATION

X̃i ,k = Yi ,k

Hi i ,k
= Xi ,k +

1

Hi i ,k
·
( M∑

j=1, j 	=i
Hi j ,k X j ,k +Zi ,k

)
. (5.1)

In this case, crosstalk interference is contained in the equalized signal. Actually, it is the
signal to interference-plus-noise ratio (SINR) that shall be considered for line i and on
subcarrier k at the receiver. Assuming that the same transmit power is provided on each
subcarrier for all lines, the SINR can be expressed as

SINRi ,k = |Hi i ,k |2σ2
s∑M

j=1, j 	=i |Hi j ,k |2σ2
s +σ2

z

, (5.2)

As shown in Figure 5.1 , the resulting data rate thus is significantly decreased.

To eliminate crosstalk interference, several crosstalk cancellation techniques have been
considered. For example, a so-called multichannel linear equalizer is suggested in [HCS92]
to remove crosstalk interference based on minimum mean square error (MMSE) criterion;
in [DP02] maximum likelihood (ML) multiuser detection is addressed; an equalization
based on singular value decompositions of the system channel matrices is suggested in
[TH00]. In particular, QR-based decision feedback equalization (DFE) [GC02] is of inter-
est, that is known as providing high performance gain.

5.1.1 QR-based decision feedback cancellation

DFE has been studied for decades and it is the most commonly known non-linear equal-
izer applied in DSL systems. Conventionally, it is used to deal with the ISI imposed by
frequency selective channels. By using DMT technique, DFE can be replaced by one-tap
FDE. However, its principle of combating against ISI can be applied to eliminate the co-
channel-interference (CCI), otherwise known as crosstalk interference in DSL systems.

In the upstream transmission, the co-location of receivers at the CO provides the oppor-
tunity for processing the received signals jointly. The channel transfer matrix H k on each
subcarrier k can be decomposed into a unitary matrix and an upper triangular matrix:

H k =Qk Rk , (5.3)

where matrix Qk is the unitary matrix and Rk is the upper triangular matrix.
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Figure 5.2: US block diagram with DFE

As shown in Figure 5.2, the received signals Y k are first filtered by the transpose of matrix
Qk and yield to

Ỹ k = Q H
k Y k (5.4)

= Rk X k + Z̃ k , (5.5)

where the noise Z̃ k = Q H
k Z k has the same covariance matrix as the noise Z k due to the

property of the unitary matrix Qk . As matrix Rk is an upper triangular matrix and the
noise is uncorrelated to signals, the signals contained in vector X k can be calculated by
back-substitution combined with symbol-by-symbol detection.

Thus, the decision feedback structure is derived with the feedback matrix I −Rk and the
estimated transmit signal X̃i ,k for line i and on subcarrier k is expressed as

X̃i ,k = 1

Ri i ,k

(
Ỹi ,k −

M∑
j=i+1

Ri j ,k X̂ j ,k

)
, (5.6)

j = M , M −1, . . . ,1

where Ri j ,k is the (i , j ) element of matrix Rk and X̂ j ,k = dec

[
X̃ j ,k

]
is the detected sym-

bol for line j on subcarrier k after the decision operation based on the corresponding
estimated symbol X̃ j ,k .

If it is assumed that the previous decisions are always correct, the crosstalk interference
for each line i can be cancelled out and the resulting estimated transmit signal X̃i ,k con-
tains only the transmit signal Xi ,k and the scaled noise:

X̃i ,k = Xi ,k +
Z̃i ,k

Ri i ,k
. (5.7)
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The corresponding SNR for line i and on the subcarrier k can be calculated as

SNRi ,k = |Ri i ,k |2σ2
s

σ2
z

. (5.8)

However, in reality all decision directed equalization schemes suffer from two aspects:
the phenomenon of error propagation and the latency. The former results from the fur-
ther decision error caused by the erroneous past decisions fed to the decision operation
unit. The latter is the direct consequence of the feedback structure and the impact to the
system grows with the number of lines contained in cable binder. Nowadays, real-time
applications require reliable transmission with low complexity and low latency.

5.1.2 Zero-forcing based cancellation

In this subsection, a simple linear crosstalk cancellation technique [RDR08] based on the
zero-forcing criterion is introduced.

Figure 5.3: The upstream transmission block diagram with crosstalk cancellation

As shown in Figure 5.3, the joint multiple-line signal processing is performed by a matrix
multiplication of the received vector with the inverse of the multiple-line channel transfer
matrix H−1

k . The estimation of all transmitted signals on subcarrier k will be:

X̃ k = H−1
k Y k

= X k +H−1
k Z k , (5.9)

with the error vector e = X̃ k −X k = H−1
k Z k and its corresponding covariance matrix

E
{

ee H
}

= E
{

H−1
k Z k Z H

k (H−1
k )H

}
= H−1

k σ2
z I (H−1

k )H

= σ2
z H−1

k (H−1
k )H . (5.10)
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For each individual line i , the power of the estimation error σ2
e,i is described by the auto-

correlation term on the i th diagonal of the covariance matrix:

σ2
e,i = σ2

z

(
diag

[
H−1

k

(
H−1

k

)H])
i

=
∣∣∣∣∣∣(H−1

k

)
row i

∣∣∣∣∣∣2σ2
z (5.11)

where diag[∗], (∗)i and (∗)row i denote the diagonal elements, the i th element and the i th
row of the matrix (∗), respectively. Moreover, ||∗|| is the Frobenius norm of the matrix (∗).
Thus, the obtained post-estimated SNR for line i on subcarrier k is given by

SNRi ,k = σ2
s∣∣∣∣∣∣(H−1

k

)
row i

∣∣∣∣∣∣2σ2
z

. (5.12)

Since a zero-forcing canceller always removes the channel influence, the estimated trans-
mission signals are free of the interference.

In the wireless transmission area, the zero-forcing based cancellation technique has been
well studied and is used in favor of its low complexity. However, its drawback is also quite
well-known, namely the effect of the noise enhancement. As the zero-forcing based can-
celler only concentrates on the ISI, the noise might be boosted with the inverse of the
transmission matrix. In particular, in high frequency transmit region, the attenuation of
the direct channel transfer factor is so large that the resulting post-estimated SNR is too
small for the useful signal being transmitted over the corresponding subcarriers with the
given BER requirement. In this case, such subcarriers will be not used for the transmission
taking the advantage of the DMT technique.

One could try to alleviate noise enhancement in such situation by alternatively using the
canceller applying the minimum mean square error (MMSE) criterion which aims for low
interference plus noise. In other words, try to reduce noise enhancement at the expense
of leaving some residual interference. Nevertheless, the performance of the canceller can
not be much improved simply because on those subcarriers the dominating crosstalk in-
terference components are much larger than background noise.

Another prompt of using zero-forcing cancellation in modern VDSL systems is that the
channel transfer matrix H is normally invertible. This is due to the channel properties of
the wireline transmission. In contrast to wireless transmission, where the channel trans-
fer matrix might be singular or ill-conditioned, in wireline transmission the channel trans-
fer matrix is normally diagonal dominated. Thus, rank deficiency will not occur and the
matrix is always invertible for performing zero-forcing based cancellation.
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As described in Chapter 2, the crosstalk interference is the major impairment of DSL sys-
tems and conventionally, it is tolerated as one of the noise components in the systems.
There is a so-called “near-far problem”, which is quite critical in the systems. This prob-
lem occurs in the absence of power control - if all modems were to transmit at the same
power level, the one closest to the CO could overpower all others as the signal power drops
exponentially with the distance. So the transmit power for each user must be reduced
in accordance with the individual distance so as to limit interference and maintain an
acceptable signal-to-interference ratio (SIR) for all other users. In this case, the system
capacity can be maximized.

However, in VDSL2 systems with crosstalk cancellation, the crosstalk is treated as interfer-
ence signals rather than just unknown noise, and the zero-forcing based signal processing
is used for mitigating them. It can be seen in equation (5.9) that for each individual line in
the cable binder, the estimated signal contains only the transmit signal and scaled noise
signal. As addressed above, the interference signals are perfect eliminated if the channel
state information (CSI) is known and the time/frequency is perfect synchronized. So, in
most cases power control due to the near-far situation is not necessary in the system with
zero-forcing based cancellation.

5.2 Downstream crosstalk cancellation

For the downstream transmission, individual receivers are located separately and receiver
co-ordination as performed in the upstream transmission is no longer available. However,
in the CO transmitter co-ordination can be instead performed by crosstalk cancellation
techniques such as precoding. The transmission block diagram in downstream is shown
in Figure 5.4.

Figure 5.4: The downstream transmission block diagram with crosstalk cancellation
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There are various ways to do precoding such as the direct zero-forcing precoding or QR
decomposition based precoding [GC02]. But direct zero-forcing precoding will cause sig-
nificant power increment at the transmitters. Even with power control, the performance
is poor since all modems see the channel of the worst line within the binder [CMV+04]. In
the QR decomposition based precoding, the operation may also cause undesired energy
increase. Using the concept of Tomlinson-Harashima precoding can ensure that the trans-
mission power is not increased [FYL07], but the method requires a modulo-operation at
the receiver which leads the hardware modification in the modems.

Therefore, channel decomposition based precoding is proposed [RDR08]. It is observed
that the channel transfer matrix for subcarrier k can be written as:

H k =

⎛⎜⎜⎜⎜⎝
H11,k H12,k . . . H1M ,k

H21,k H22,k . . . H2M ,k
...

...
. . .

...
HM1,k HM2,k . . . HM M ,k

⎞⎟⎟⎟⎟⎠=

⎛⎜⎜⎜⎜⎝
H11,k δ12H11,k . . . δ1M H11,k

δ21H22,k H22,k . . . δ2M H22,k
...

...
. . .

...
δM1HM M ,k δM2HM M ,k . . . HM M ,k

⎞⎟⎟⎟⎟⎠ .

(5.13)

Apparently, we could distinguish the direct channel attenuation effect and the crosstalk in-
terference effect by decomposing the channel transfer matrix for each subcarrier k into

H k = H diagH norm, (5.14)

where

H diag =

⎛⎜⎜⎜⎜⎜⎝
H11,k 0 . . . 0

0 H22,k
. . .

...
...

. . .
. . . 0

0 . . . 0 HM M ,k

⎞⎟⎟⎟⎟⎟⎠ (5.15)

is a diagonal matrix containing the direct channel transfer factors for all M lines on sub-
carrier k, and

H norm =

⎛⎜⎜⎜⎜⎜⎝
1 δ12,k . . . δ1M ,k

δ21,k 1
. . .

...
...

. . .
. . . δ(M−1)M ,k

δM1,k . . . δM(M−1),k 1

⎞⎟⎟⎟⎟⎟⎠ (5.16)

is an M-by-M matrix which contains the elements corresponding to the crosstalk cou-
pling effect and matrix H norm can be obtained by normalizing the channel transfer matrix
H k on subcarrier k with the corresponding direct channel transfer factors as expressed in
equation (5.17):

H norm = H−1
diagH k . (5.17)
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The modulated symbols X k therefore can be linearly precoded by the inverse of the nor-
malized channel transfer matrix H norm and the resulting transmit symbols P k are

P k = H−1
normX k . (5.18)

As shown in Figure 5.4, the received signal vector will be

Y k = H k P k +Z k

= H diagX k +Z k . (5.19)

Obviously, as the symbols X k are pre-distorted by the inverse of the normalized channel
transfer matrix H norm prior to being transmitted and further passed through the multiple-
line channel with transfer matrix H , the resulting signals Y k in the individual receivers are
completely independent of each other. More specifically, as shown in equation (5.19) each
received signal for a certain line i is only influenced by its direct channel transfer factor
Hi i ,k contained in the diagonal matrix H diag and the corresponding noise component.

It is thus possible to only perform the equalization for the received signal on the individual
line independently on the downstream receiver side where the individual modems are
distributedly located. Moreover, a very simple one-tap equalizer is sufficient for each line.
The estimated signals for all M lines on subcarrier k will be:

X̃ k = H−1
diagY k (5.20)

= X k +H−1
diagZ k . (5.21)

Similar to the upstream zero-forcing based crosstalk cancellation, channel decomposi-
tion based precoding in the downstream transmission also results in crosstalk-free recep-
tion and the background noise is only enhanced by the inverse of the corresponding direct
channel transfer factor Hi i ,k . The obtained post-estimated SNR for line i on subcarrier k
is

SNRi ,k = |Hi i ,k |2σ2
s

σ2
z

. (5.22)

As introduced in the beginning of this section, directly applying zero-forcing based pre-
coding may cause transmission power increment. However, when the channel decom-
position based precoding is applied, such transmission power increment can be avoided
due to the normalization of the channel transfer matrix.

The normalized channel transfer matrix H norm comprises the diagonal elements which
are all equal to 1 and off-diagonal elements which are corresponding to the crosstalk cou-
pling coefficients. Due to the channel property, on each subcarrier k, the crosstalk trans-
fer factor Hi j ,k from an interfering line j to a victim line i is normally much smaller than
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the direct channel transfer factor Hi i ,k on line i : Hi j ,k << Hi i ,k . Correspondingly, after
the normalization, the off-diagonal elements of precoding matrix H norm are far smaller
than 1, i.e., the diagonal element: δi j << 1, with i 	= j . Hence, the transmission power
enhancement on the individual line i is∣∣∣∣∣∣(H−1

norm

)
row i

∣∣∣∣∣∣2 ≈ 1, (5.23)

meaning that there will be no significant transmission power increment.

Therefore, in the downstream transmission power control is also not necessary when pre-
coding is applied to pre-equalize the crosstalk interference so that crosstalk-free transmis-
sion can be obtained.

5.3 System performance with perfect CSI

In this section, the data rate performance of the systems is evaluated in various scenarios.
Referring to Figure 5.5 we consider the cable binders of equal length cables and different
length cables, respectively, with the parameter of the line number in the cable binder M ,
in both upstream and downstream transmission. In the following, the simulation results
are categorized by the transmission links: US transmission and DS transmission.

At this stage perfect CSI is assumed for the performance evaluation. The VDSL2 trans-
mission systems with the bandwidth W = 17.667MHz and the overall number of subcar-
riers K = 4096 are considered. The band plan 998ADE17 [ITU] defined by International
Telecommunication Union (ITU) and approved by ETSI is shown in Table 5.1.

Table 5.1: Band plan

Band Band-edge frequencies (kHz)
US0 120 - 276
DS1 276 - 3750
US1 3750 - 5200
DS2 5200 - 8500
US2 8500 - 12000
DS3 12000 - 17664
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(a) Equal lengths scenario

(b) Different lengths scenario

Figure 5.5: Various scenarios
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The achievable data rates are calculated by the SNR-gap capacity approximation intro-
duced in Section 3.3, equation (3.15). The required symbol error rate for the transmission
is 10−7. No channel coding is applied. Hence, the coding gain is 0 dB. The noise margin is
considered to be 6 dB. The other important system parameters used in the simulation are
summarized in Table 5.2.

Table 5.2: System parameters

Parameter Value
Bandwidth W 17.664 MHz

Number of subcarriers K 4096
Subcarrier spacing Δ f 4.3125 kHz

Transmit symbol duration Ts 0.232 ms
DMT symbol rate fs 4 kHz

Transmit PSD −60 dBm/Hz
Background noise PSD −140 dBm/Hz

Current VDSL system standards require that modems transmit under a special mask of
−60dBm/Hz. It is assumed here that all modems are operating at this mask in the simula-
tions.

5.3.1 Simulation results in US transmission

a) Cable binder with equal length cables

In the upstream transmission, we first consider the scenario as shown in Figure 5.5a . In
this scenario all individual twisted cable pairs in the cable binder have the same length
Lcable, which also represents the length of the cable binder. The simulation runs from the
cable binder length of 0.3 km to the length of 1.2 km with 0.1 km increase.

Figure 5.6 depicts the data rate performance in case that the zero-forcing based crosstalk
cancellation procedure is applied or not. The performance for crosstalk free transmission
is also shown as a reference. The number of cable lines in the binder M is considered to
be 10. In this case, the data rate performance is averaged over 10 cable lines.

It can be observed that for the relatively short length of cable binders, e.g. less than
0.8 km, the data rate performance degradation due to the crosstalk among adjacent cables
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Figure 5.6: US averaged data rates performance in an equal length cable binder

are very high compared with the performance of the cable lines without the existence of
crosstalk interference. However, when a zero-forcing based canceller is applied, crosstalk
interference is fully eliminated as shown in the figure and a huge performance gain is
achieved.

Figure 5.7 shows a similar performance figure as shown in Figure 5.6. But the number of
cable lines in the binder M is consider to be 25 and the data rate performance is averaged
over 25 lines.

As the solid line without any symbol shows the performance of the achievable data rate
in an ideal case, namely the crosstalk free case, the performance curve is exactly the same
as in Figure 5.6. However, since more cable lines are considered in this case, the crosstalk
interference level for the individual lines in the binder increases. Therefore, as shown
in Figure 5.7, without crosstalk cancellation, the averaged data rates among 25 lines is
decreased. In another view, the gap between the crosstalk free performance and the per-
formance without applying any cancellation scheme becomes larger. Thankfully, the gap
can be filled out by the zero-forcing based canceller.
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Figure 5.7: US averaged data rates performance in another equal length cable binder

tion in both Figures 5.6 and 5.7 look similar, they are indeed corresponding to two differ-
ent systems. As the zero-forcing based cancellation scheme can eliminate all crosstalk in-
terference components in the systems, it provides great advantages in those cable binders
with large number of cable lines, e.g., the cable binder corresponding to the performance
in Figures 5.7. More specifically, in such cable binders, crosstalk interference level is very
high, and without cancellation the data rate performance is poor even for the short trans-
mission distance. In this case, when zero-forcing based cancellation is applied, crosstalk
free performance can be achieved by spending the computation complexity to fully elim-
inate all crosstalk components in the binder.

It can also be noticed that in both Figures 5.6 and 5.7, the three data rate performance
curves tend to be the same when the cable binder length gets very long, e.g. more than
1 km. This phenomenon is due to the reason that with very long cable length, the di-
rect channel transfer factors of cable lines attenuate so much and correspondingly the
crosstalk interference also gets smaller. In this case, background noise in the system be-
comes the dominant factor of performance degradation. Therefore, crosstalk cancellation
does not play an important role in these systems any more.
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b) Cable binder with different length cables

In this subsection the scenario shown in Figure 5.5b is considered, wherein the individual
cable lines in the binder have completely different lengths denoted by Lcable,i .

Similar as in the cable binder with equal length cables, performance evaluation is firstly
done for a cable binder with M = 10 lines. The lengths range from 0.3 km to 1.2 km with
0.1 km increase.

Figure 5.8 shows the data rate performance of the individual lines with and without zero-
forcing based cancellation compared with that of crosstalk free transmission. Reference
performance figure of crosstalk free transmission is used.

Figure 5.8: US data rate performance in a different length cable binder

Similar to the performance figures in case of equal length cable binder, a large gap be-
tween the data rates obtained without crosstalk cancellation and crosstalk free transmis-
sion can be observed and zero-forcing based cancellation successfully achieves the crosstalk
free performance.

When comparing with the performance curve in Figure 5.6, it can be further observed in
Figure 5.8 that on the one hand, for the very short line, i.e., the one with 0.3 km long, the
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data rate obtained without crosstalk cancellation is a bit higher; on the other hand, the
performance of cable lines with longer lengths is dramatically decreased.

This phenomenon is due to the reason that in the upstream transmission without crosstalk
cancellation, the data rate of one cable line is strongly influenced by the cable lines hav-
ing transmitters closer to the co-located receivers. Therefore, the short length cables in
a cable binder with different lengths do have the distance advantage in comparing with
the longer ones and the longer cable lines suffer from the stronger interference coming
from the shorter lines. Consequently, the obtained data rate of a short length cable in
the cable binder with different length cables is a bit higher than the averaged data rate as-
suming all cable lines have the same lengths in the binder. And in contrast, for the longer
length cables in the non-equal-length binder, the data rate tends to be very low as the
interference from shorter length cables getting higher. As shown in Figure 5.8, the cable
lines with lengths longer than 0.7 km can barely transmit anything and even the data rate
of the middle range cable lines is much lower than they were in the binders with equal
lengths.

Despite the fact that without crosstalk cancellation the data rate performance of the ma-
jor cable lines gets much worse than that in the equal length cable binders, the achieved
data rate performance with zero-forcing based cancellation is not much influenced by
the lengths of the other lines in the cable binder. Thus, we can conclude that zero-forcing
based cancellation also provides advantages in the cable binders with different cable lengths.

Furthermore, we consider more cable lines in a cable binder, for example, arranging the
cable lines from 0.3 km to 1.2 km with 0.05 km increase. In this case, there are M = 19 cable
lines in the binder. Similarly, the system performance in terms of the data rates achieved
with and without zero-forcing based cancellation as well as crosstalk free transmission is
shown in Figure 5.9.

Not surprising, the data rates obtained by some of these 19 cable lines in the case with-
out crosstalk cancellation become lower than the corresponding cable lines’ performance
shown in Figure 5.8 since the number of lines in the binder increases and the interference
level for individual lines also increases. In this scenario, without cancellation, the individ-
ual cable lines suffer from crosstalk interference so much that the data rates of major lines
tend to be zero. In other words, data transmission on the major cable lines in the binder
is not possible any more.

However, by applying the zero-forcing based cancellation technique, crosstalk free perfor-
mance can be achieved for the individual lines in the binder and the data transmission
over longer length cables is enabled.
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Figure 5.9: US data rate performance in another different length cable binder

In summary, zero-forcing based cancellation provides significant performance enhance-
ment in the upstream transmission, especially in the cable binder with a large number of
lines and/or with different cable lengths where some of cable lines suffer so much from
the crosstalk interference coming from the adjacent lines that data transmission is barely
possible. Optimal performance in terms of the data rates for crosstalk free transmission
can be nearly achieved by zero-forcing based cancellation.

5.3.2 Simulation results in DS transmission

In this subsection, system performance in the downstream transmission is investigated.
Similar to the case in the upstream transmission, performance evaluation is done also in
two scenarios as shown in Figures 5.5a and 5.5b. Furthermore, our discussions are mainly
focused on the similarities and the differences of the observations in comparing with the
upstream transmission.

a) Cable binder with equal length cables

Figures 5.10 and 5.11 depict the data rate performance of the system according to the
first scenario shown in Figure 5.5a. Both simulations run from the cable binder length of
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0.3 km to the length of 1.2 km with 0.1 km increase. However, the former figure shows the
performance for the cable binder comprising M = 10 lines and the latter corresponds to
the binder with M = 25 lines.
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Figure 5.10: DS averaged data rates performance in an equal length cable binder

In both performance figures, the averaged data rates are shown for the case that channel
decomposition based precoding is applied or not. The optimal performance in terms of
crosstalk free transmission is also shown as a reference.

Similar to the performance obtained in upstream transmission, in the equal length cable
binder, the averaged data rates achieved in downstream transmission without performing
precoding are influenced by the cable binder lengths and by the number of the adjacent
crosstalk interference components. In general, although the crosstalk interference level
for each cable line decreases as the cable length increases, the achieved averaged data
rate decreases along with the cable binder length as shown in both figures since the direct
channel attenuation increases faster than the rate of crosstalk decreasing.

It can also be observed that a significant data rate gap exists between the performance
of crosstalk free transmission and that of the transmission without crosstalk cancellation,
namely without downstream precoding. In particular, when the cable binder contains
more cable lines, the performance gap becomes larger.
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Figure 5.11: DS averaged data rates performance in another equal length cable binder

as the proposed precoding technique fully eliminates the crosstalk interference for each
individual cable line.

b) Cable binder with different length cables

Next, we consider the downstream transmission in the scenario shown in Figure 5.5b,
where individual twisted cable pairs in the binder have different lengths Lcable,i .

The cable length parameters chosen for the binder with different length cables in the up-
stream transmission are also used here in the downstream. The cable lengths range from
0.3 km to 1.2 km and even increasements of 0.1 km and of 0.05 km are considered, re-
spectively. In other words, data rate performance in a cable binder of M = 10 cables and
in another M = 19 cable binder has been evaluated and the corresponding quantitative
results are shown in Figure 5.12 and Figure 5.13 .

In contrast to the other scenarios previously considered, it can be observed in both per-
formance figures that without precoding, the data rate performance of all cable lines tend
to be similar as that of the cable line with 1.2 km, i.e. the worst performance. The gaps
when compared with the performance of crosstalk free transmission are extremely large
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Figure 5.12: DS data rate performance in a different length cable binder
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Figure 5.13: DS data rate performance in another different length cable binder
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in both figures. In general, the achieved data rate for a cable line is only about 10% to 50%
of the data rate without crosstalk interference.

However, such phenomenon is not difficult to be understood: although the short cable
lines experience smaller direct channel attenuation when compared with those longer
cable lines, they do suffer from much higher level crosstalk interference. As shown in
equation (2.10), the transfer factors Hi j of the crosstalk interference to the victim line
i is proportional to the direct channel attenuation Hi . Although the crosstalk coupling
coefficient δi j increases for longer lines, the direct channel transfer function Hi is the
dominant factor and causes higher interference level to short lines and lower interference
level to long lines in a cable binder.

Therefore, for the downstream transmission in the binder with different length cables,
high data rate transmission is barely possible without precoding. Even for the short lines
in the cable binder, the performance is very poor. Channel decomposition based pre-
coding provides a possibility to enable high data rate transmission which achieves the
performance as crosstalk free.

In this chapter, subcarrier-based crosstalk cancellation techniques are introduced for VDSL2
systems. In particular, zero-forcing based upstream crosstalk cancellation and downstream
channel decomposition based precoding are proposed. System performance in terms of
achievable data rates is evaluated in both upstream and downstream transmission. Ca-
ble binders with different numbers of lines M have also been considered. Perfect CSI is
assumed on the receiver side in the upstream and on the transmitter side in the down-
stream.

It is shown that the proposed upstream zero-forcing based crosstalk cancellation tech-
nique and downstream channel decomposition based precoding technique provide crosstalk
free performance and significantly burst the data rates when compared with the perfor-
mance achieved without applying any crosstalk cancellation technique.

More specifically, in the upstream transmission the data rate performance without can-
cellation is severely affected by the number of lines in the cable binder, i.e., the number of
adjacent crosstalk components. It also strongly depends on the length of the individual
cable line. In particular, within the cable binder having cables with different lengths, the
middle range and long range lines can barely transmit anything. Thus, zero-forcing based
cancellation in the upstream provides great advantages in performance enhancement, es-
pecially in the cable binder having a large number of cable lines and/or with different
cable lengths.
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is also affected by the number of lines in the binder, especially for the binders having
equal length cables. Moreover, in the binders with cables having different lengths, the
performance of all cables are very poor and tends to be same as the worst performance
corresponding to the longest cable line. High data rate transmission is not possible with-
out precoding. However, when the proposed channel decomposition based precoding is
applied, it is possible to boost the data rates of the existing cables lines and achieve very
high system performance.
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6 Channel Estimation

In the previous chapter it is shown that nearly optimal performance can be achieved in
the upstream transmission with zero-forcing based crosstalk cancellation or in the down-
stream transmission with channel decomposition based precoding, given the perfect CSI.
However, in reality perfect CSI could never be known a priori. So, one of the key issues in
the transmission applying crosstalk cancellation schemes is channel estimation (CE). The
performance of the cancellation techniques highly relies on the estimation of the crosstalk
channel among cable pairs as well as the direct channels of each individual cable pair.

In general, the channels of DSL copper lines are regarded as time-invariant channels.
However, they might change very slowly with temperature, humidity, pressure and so on
[DRR10]. More severe cases will occur when newly activated users generate new chan-
nels. So, channel estimation algorithms in the considered VDSL2 systems should be able
to deal with different scenarios and provide fast, reliable and accurate estimation of CSI
for upstream crosstalk cancellation and downstream precoding.

6.1 Introduction

For coherent demodulation, channel estimation techniques have long been investigated
in wireline transmission systems as well as in wireless transmission systems. The main
task of the channel estimation is to provide the receiver and/or transmitter the channel
information as accurate as possible so that the channel influence can be compensated.
Typically, channel estimation techniques could be considered to estimate the channel im-
pulse response (CIR) with the time domain signal processing based on its deterministic or
stochastic parameters [ZJOP03], [VdBES+95],[MB00], or to estimate the channel transfer
functions with the frequency domain signal processing [HW98], [CEPB02a], or to estimate
the channel based on both time and frequency characteristics of the channel [LCJS98].

As introduced in the previous chapters, in multiple-line DMT based transmission sys-
tems a frequency selective channel can be converted into a large number of parallel flat
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channels and ISI is eliminated by extending the symbol duration. Under such condition,
crosstalk interface among adjacent cable lines can be handled much more easily per sub-
carrier in frequency domain than in the time domain. Therefore, it is straightforward in
this thesis to consider the channel estimation techniques in frequency domain for each
individual subcarrier.

In general, the classical channel estimation techniques for conventional Single-Input-
Single-Output (SISO) system fall in three main categories: channel estimation with pilot
symbols, blind channel estimation and semi-blind channel estimation.

Channel estimation using pilot symbols which are known by both transmitter and re-
ceiver is a prominent technique. On the transmitter side, the pilot symbols are inserted
into data symbols and are transmitted over the physical channel. With each pilot symbol,
channel measurement can be made. Pilot symbols are transmitted periodically in time
and spread over the whole frequency band so that channel estimation can be performed
[BFH+98] .

Typically, depending on how the pilot symbols are allocated in the two-dimensional time-
frequency grid for OFDM systems, there are three major types of pilot patterns [TL07]: the
comb-type in which pilot symbols are always allocated at a fraction of the subcarriers in
the considered frequency band, the block-type in which pilot symbols are allocated on all
subcarriers but such pilot OFDM symbols are interleaved with data OFDM symbols, and
the mixed-type including e.g., the rectangular-type, diamond-type, linearly increasing-
type etc. [CL04], in which pilot symbols are allocated in a fraction of the subcarriers and
different pilot OFDM symbols are interleaved with data OFDM symbols.

On the receiver side, the pilot symbols are first analyzed to obtain the CSI at the pilot po-
sition, and then the CSI at the other data position is interpolated by employing the coher-
ence between channel samples in time and frequency directions [CEPB02b] [CEPB02a].
Finally, the data symbols can be estimated at the receiver.

The second category is the so-called blind channel estimation/identification techniques.
In these techniques, pilot symbols are not used and the techniques are mainly based on
second or higher order statistics, for example, applying correlation methods at the re-
ceiver [ZDS00] [CA00]. The blind channel identification techniques have the benefit of
reducing the overhead compared with the pilot based techniques, however might suffer
from the slow convergence rate.

The third category is the semi-blind channel estimation/identification techniques. Lim-
ited pilot symbols are used in conjunction with blind algorithms so as to improve the con-
vergence rate and reduce the computation complexities. For example, a decision-directed
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channel estimation method is introduced in [RGR+03].



6.2. PILOT BASED CHANNEL MEASUREMENT

In this chapter we mainly focus on the channel estimation techniques based on pilot sym-
bols and extend the conventional methods used in SISO systems so as to be applied in the
multiple-line transmission systems.

6.2 Pilot based channel measurement

Pilot symbol based channel measurement is a well established technique to measure the
channel transfer factors. In multiple-line DMT systems, the channel measurement can
be performed subcarrier-wise. Figure 6.1 and Figure 6.2 show the block diagrams of pi-
lot based channel measurement for subcarrier k in a multiple-line DMT system with up-
stream crosstalk cancellation and downstream precoding, respectively.

H̃k

Xi,k

Yi,k H̃k

Figure 6.1: Block diagram of the US pilot based channel measurement

Referring to the two figures, the procedure of the pilot based channel measurement in the
system can be described as follows. On the transmitter side, pilot symbol Xi ,k is gener-
ated for each line i ,∀i ∈ [1, M ] on the k-th subcarrier and integrated before performing
DMT modulation on each line according to a pilot distribution pattern. The modulated
symbols are transmitted over the multiple-line channel with transfer function H k . On
the receiver side, after inverse DMT modulation the received pilot symbol Yi ,k for each
line i is extracted for measuring the channel transfer matrix H k on subcarrier k of the
multiple-line channel:

Given the known modulated symbol, pilot symbol X j ,k ,∀ j ∈ [1, M ], a single complex divi-
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sion at the receiver i yields the measurement of the channel transfer factor
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Yi,k

Xi,k

H̃k

1/H̃11,k

H̃diag,k

1/H̃MM,k

Hk

H̃k

Figure 6.2: Block diagram of the DS pilot based channel measurement

H̃i j ,k = Yi ,k

X j ,k
. (6.1)

According to the expression of a received signal shown in equation (4.1), the measurement
error εi j ,k of the channel transfer factor Hi j ,k on subcarrier k can be calculated as:

εi j ,k = H̃i j ,k −Hi j ,k

=
M∑

m=1,m 	= j

Hi m,k Xm,k

X j ,k︸ ︷︷ ︸
Interference

+ Zi ,k

X j ,k︸ ︷︷ ︸
Noise

(6.2)

comprising the noise portion and the interference portion.

As shown in Figure 6.1, in the upstream transmission the estimated results H̃ k can be
directly applied for the upstream crosstalk cancellation. However, in the downstream
transmission CSI has to be fed back to the transmitter side as the receivers are located
distributedly and precoding is performed in the centralized transmitters. According to
the proposed channel decomposition based precoding in Section 5.2, it is only needed
to feed back the off-diagonal coefficients of matrix H̃ norm,k , which is obtained by normal-
izing the estimated channel transfer matrix H̃ k with the corresponding estimated direct
channel transfer factor H̃i i ,k of each line i . Then, the normalized matrix H̃ norm,k is ap-
plied on the transmitter side for the downstream precoding as shown in Figure 6.2 and
the direct channel transfer factor H̃i i ,k is used at the receiver side for the equalization for
each individual line i .
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6.3. STEP-BY-STEP TECHNIQUE WITH A SINGLE PILOT SYMBOL

Several techniques for channel estimation with pilot symbols have been introduced in
[RDR08]. In the following, the techniques for reducing the channel estimation error in
view of the interference and/or noise in the multiple-line transmission are described.

6.3 Step-by-step technique with a single pilot symbol

A straightforward way to eliminate crosstalk interference in measuring the crosstalk and
direct channel coefficients simultaneously is to transmit pilot symbols exclusively for a
single cable line, i.e. to sequentially transmit the pilot symbols cable by cable. The trans-
mission pattern for M copper lines in M time slots is illustrated in Figure 6.3.

Figure 6.3: Transmission pattern for the step-by-step technique

In each time slot, a single transmitter j transmits a pilot symbol X j ,k on subcarrier k and
all receivers i ,∀i ∈ [1, M ] detect the signals and further estimate the crosstalk coefficients
{Hi j ,k },∀i 	= j and the direct channel coefficient H j j ,k . The procedure continues from one
transmitter to another until all channel and crosstalk coefficients {Hi j ,k },∀i , j ∈ [1, M ] are
estimated.

By this means, the received signal in a certain time slot at a receiver i ,∀i ∈ [1, M ] is

Yi ,k = Hi j ,k X j ,k +Zi ,k , (6.3)

which contains only the direct channel component and the measurement noise at the
j -th receiver or contains only a crosstalk component and the measurement noise at an
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arbitrary receiver i , i 	= j . Therefore, the crosstalk coefficient or direct channel coefficient
Hi j ,k ,∀i , j ∈ [1, M ] can be easily estimated as

H̃i j ,k = Hi j ,k +
Zi ,k

X j ,k
. (6.4)

In this case, the interference in the measurements is fully eliminated and the crosstalk
and channel measurements are effected only by noise:

εi j ,k = H̃i j ,k −Hi j ,k = Zi ,k

X j ,k
. (6.5)

Based on the average transmit power σ2
s and noise power σ2

z , the mean squared error
(MSE) of the channel estimation procedure for each crosstalk or channel coefficient can
be described quantitatively as:

MSE = E
{∣∣∣εi j ,k

∣∣∣2}= σ2
z

σ2
s

. (6.6)

In this pilot based technique, the estimation of the crosstalk and channel matrix H̃ k is
performed in a step by step procedure. During each time slot, a single column of the
matrix H̃ k is estimated in the upstream or downstream transmission. In total, at least M
time slots corresponding to the number of cable lines are needed to estimate the complete
crosstalk and channel matrix H̃ k .

6.4 Techniques to improve the estimation accuracy

As shown in equation (6.5) the resulting MSE of the estimation procedure is influenced
by the noise power and the transmit power. To improve the estimation quality and re-
sulting accuracy the following three alternatives of pilot signal structures as illustrated in
Figure 6.4 could be considered:

(a) A pilot sequence of length L instead of a single pilot symbol is transmitted for each
cable line. In this case the total transmit energy is increased, the MSE is reduced and the
estimation accuracy is improved by a factor of L. However, the measurement time is also
extended by a factor of L.

(b) A set of L orthogonal pilot sequences each of which comprises L pilot symbols is trans-
mitted over the adjacent cable lines. For example, a set of Walsh-Hadamard orthogonal
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Figure 6.4: Pilot pattern for the improved measurement accuracy

sequences can be applied. In this case again the overall transmit energy is increased, the
MSE is reduced and the estimation accuracy is improved by the factor of L. The measure-
ment time is not extended in this case.

(c) Pilot symbols are transmitted with the power boosted by L times. The estimation accu-
racy is improved in the same way as in case (b).

With all these three pilot signal patterns, the MSE of the estimation procedure and for
each crosstalk coefficient is reduced by the factor of L to

MSE = σ2
z

L ·σ2
s

. (6.7)

Although in Figure 6.4a the pilot sequence of each cable is illustrated as a sequence trans-
mitted in a consecutive way, it is also possible to arrange the pilot symbols for a cable
line with the spacing of the time slot for transmitting the pilot symbols for other cable
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lines. In this case, the transmission of a pilot sequence of one line is interrupted by the
transmission of the pilot sequence of other lines, for example, as shown in Figure 6.5.

Figure 6.5: Alternative pilot pattern for the improved measurement accuracy

6.5 System performance with estimated CSI

In this section, system performance in terms of the achievable data rates with respect to
different channel estimation accuracies is investigated with upstream crosstalk cancella-
tion as well as downstream precoding.

The basic system parameters are set as in Table 5.2 of Section 5.3.

6.5.1 Simulation results in US transmission

In the upstream transmission, we consider the scenario where copper lines with different
lengths are comprised in the cable binder. The scenario is shown in Figure 5.5b.

To have a better comparison, the parameters of the number of lines M and the length of
each individual line are chosen to be the same as those in Section 5.3.1.b: M = 10 and the
line lengths range from 0.3 km to 1.2 km with 0.1 km increase.

In Figure 6.6, the data rates achieved by the upstream crosstalk cancellation schemes with
estimated channel as well as with perfect channel knowledge are illustrated.
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Figure 6.6: US achievable data rates based on pilot sequences

It can be observed that although the data rates achieved by using a cancellation technique
with perfect CSI can approach the data rates obtained in the crosstalk free transmission,
there is a significant data rate loss in the crosstalk cancellation procedure if the CSI is pro-
vided by the step-by-step technique with a single pilot symbol being applied. Therefore,
the estimation accuracy has to be improved.

According to Section 6.4, the channel estimation accuracy can be improved by a factor
L. Figure 6.6 further shows three performance curves with the factor L equal to 2, 10 and
20, respectively. From the curves, how the estimation accuracy influences the achievable
data rates can be observed. In particular, we can find that when the factor L grows to 10,
the gap between the performance with perfect CSI and with estimated CSI has been sig-
nificantly reduced and there is left only a very small performance loss due to the channel
estimation.
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6.5.2 Simulation results in DS transmission

Similar to the upstream transmission, the scenario as shown in Figure 5.5b is considered
in the downstream transmission. The number of lines M is chosen to be 10 and cable
lines in the binder are arranged from 0.3 km to 1.2 km with 0.1 km increase.

Figure 6.7 shows the data rate performance which is achieved by the discussed precoding
procedure with estimated channel coefficients and perfect CSI as well as the worst case
assumption where no precoding is applied. Similar to the case of the upstream transmis-
sion, the data rates decrease a lot if the estimated channel information is obtained by the
step-by-step technique with just one single pilot symbol for each line.

Figure 6.7: DS achievable data rates based on pilot sequences

Figure 6.7 also shows how strongly the system performance is improved if the crosstalk
measurement accuracy is increased. The precoding technique shows nearly the same per-
formance enhancement with respect to the improvement of the crosstalk measurement
accuracy. With the factor L = 10, the resulting data rate with estimated crosstalk coeffi-
cients are close to the performance of an ideal case.
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In this chapter, the upstream crosstalk cancellation schemes as well as downstream pre-
coding schemes are evaluated in case there is provided non-perfect channel knowledge.
The step-by-step technique based on pilot signals is proposed for channel and crosstalk
estimation. Three alternatives of pilot signal structures are further introduced to improve
the quality and resulting accuracy of the estimation by a factor of L.

Performance curves Figures 6.6 and 6.7 illustrate the fact how the achievable data rates
are affected by the channel estimation quality and accuracy for the upstream and down-
stream transmission, respectively. It can be observed that there exists significant perfor-
mance loss due to the limited channel estimation accuracy. However, the performance
curve can be improved by the proposed three techniques in both upstream and down-
stream transmission. With the factor L = 10, the data rates achieved by the crosstalk
cancellation techniques with estimated channel knowledge are already close to the per-
formance of the ideal case. Moreover, similar performance improvement of the data rates
can be observed in both transmission directions.
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7 Crosstalk Cancellation with Complexity
Reduction

In Chapter 5, subcarrier-based crosstalk cancellation techniques are introduced for VDSL2
systems. It has been shown that tremendous performance gain in terms of achievable
data rates can be obtained by applying the proposed zero-forcing based upstream crosstalk
cancellation and downstream channel decomposition based precoding techniques. But
unfortunately, such performance gain never comes alone: a high computational complex-
ity has to be paid.

Supposing a cable binder comprises M +1 cable lines, the crosstalk cancellation for such
a cable binder requires a computational complexity of O (M 2) multiplication for each
tone/subcarrier. So, for a single DMT symbol, O (K M 2) multiplications have to be pro-
cessed, where K is the number of tones. In a realistic system with 30 cable lines inside a
single binder, a DMT symbol rate of 4KHz and K = 4096 tones, the complete crosstalk can-
cellation will lead to a computation complexity of 1.5×1010 multiplication/sec, which is a
huge burden to the hardware implementation. Therefore, it is of interest to find low com-
plexity crosstalk cancellation techniques which provide a reasonable trade-off between
the achievable data rates and the computation complexity to be paid.

In this chapter techniques for reducing computation complexity in the subcarrier-based
crosstalk cancellation schemes are introduced. The trade-off between computation com-
plexity and resulting system performance is analyzed.

For convenience, the notation M is used to indicate the number of crosstalk interference
components instead of the total number of cable lines hereafter. Furthermore, perfect
synchronization as well as perfect channel state information is assumed in the systems.
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7.1 Partial crosstalk cancellation

It has been found out that the crosstalk coupling between adjacent cables can be very
different from lines to lines. In most cases, the major crosstalk interference for a certain
line comes from only a few "crosstalkers", for example, the directly adjacent cables in the
binder. This is mainly due to the geometry of the cable binder or the near-far situation
of the lines. Therefore, it is theoretically possible to neglect the small crosstalk interfer-
ence components during the crosstalk cancellation procedure so that the computation
complexity of crosstalk cancellation can be reduced.

In this section, partial crosstalk cancellation schemes cancelling only the crosstalk inter-
ference from the lines that cause the most interference are introduced. The objective is
to maximize the data rates given a certain computation complexity in terms of the num-
ber of multiplication for the cancellation. The partial crosstalk cancellation schemes in
both upstream and downstream transmission are investigated and the trade-off between
achievable data rates and the computation complexity is studied.

7.1.1 Upstream partial crosstalk cancellation

In a multiple-line channel transfer matrix H k on subcarrier k, the diagonal element Hi i ,k

represents the direct channel transfer factor of receiver i and the non-diagonal elements{
Hi j ,k

}
,∀ j 	= i in the i -th row of matrix H k corresponds to the individual crosstalk transfer

factors generated from other cable lines to line i . Therefore, partial crosstalk cancellation
can be processed for each line i by properly selecting the crosstalk components to be
cancelled or to be neglected in the cancellation.

As partial cancellation is to be performed in the same way on each subcarrier, the subcar-
rier index k is dropped for the variables in the following description to clarify the nota-
tions.

Define index set Ωi as the set of the line indices showing the lines which generate the
crosstalk interference components to be cancelled in the partial cancellation scheme for

line i . The elements of set Ωi should exclude index i : Ωi ⊆
{{

1,2, . . . , M , M+1
}
\i
}

. The cor-

responding complement set Ω̄i contains the indices of the crosstalk components which
are neglected in the cancellation procedure. For each cable line i , a shrunk crosstalk ma-
trix T i can be generated from the channel transfer matrix H by first crossing out the rows
and columns corresponding to the crosstalk components neglected in the partial cancel-
lation procedure and then ordering the shrunk matrix so that its first element describes
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The individual shrunk matrix for line i can be mathematically represented as

T i =

⎛⎜⎝ Hi i
(

H
)

row i ,cols Ωi(
H
)

rows Ωi ,coli

(
H
)

rows Ωi ,cols Ωi

⎞⎟⎠ (7.1)

where
(∗ )

rows Ωi ,cols Ωi
denotes the submatrix formed by the rows Ωi and columns Ωi of

the original matrix
(∗ ).

As an example, Figure 7.1 illustrates this procedure of generating the shrunk crosstalk
matrix T i for line i . It is assumed that the upstream partial crosstalk cancellation is to be
performed on line 3 in a cable binder which comprises 8 cable lines. The dimension of
the channel transfer matrix H is chosen purely for the purpose of convenience in drawing.
Each block in the figure represents an element in matrix H .

Supposing that set Ωi=3 is selected as
{
1,4,5

}
in this example, namely the crosstalk inter-

ference components generated by lines 1, 4 and 5 are selected to be cancelled for the
victim line 3, the crosstalk channel transfer factors with respect to transmission lines
Ω̄i=3 = {

2,6,7,8
}

are thus not considered in the partial crosstalk cancellation procedure.
Consequently, the corresponding elements in the rows Ω̄i=3 and columns Ω̄i=3 of the
channel transfer matrix H can be crossed out and the shrunk matrix can be obtained.
The shrunk matrix is then further rearranged so that the first row of the obtained crosstalk
matrix T i , i = 3 describes the channel information of the considered victim line 3.

T i=3

H

Figure 7.1: Crosstalk matrix regeneration in the US partial crosstalk cancellation scheme

Having obtained the shrunk crosstalk matrix T i for line i , a receive signal vector Y i con-
taining only those received signals needed in the partial crosstalk cancellation is prepared
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for line i in a received vector selection procedure shown in Figure 7.2. In this line-wise
procedure, the elements of the receive signal vector Y i are selected and arranged in ac-
cordance with the channel and crosstalk element indices in the shrunk crosstalk matrix
T i :

Y i =
(

Yi(
Y
)
Ωi

)
. (7.2)

Therefore, the first element of the receive signal vector Y i is the received signal on line i
and the other elements correspond to the received signals on those lines which generate
the crosstalk interference to be cancelled in the partial cancellation scheme.

X̃1

αi=2

αi=M+1

Y M

Y 2

Y 1

Y M+1

X̃2

X̃M+1

X̃M

X̃Y

αi=M

αi=1

Figure 7.2: The receiver structure in the US partial crosstalk cancellation scheme

Further, zero-forcing based crosstalk cancellation is performed among the victim line i
and the selected lines which generate the crosstalk interference considered in the partial
cancellation scheme. The rest of the lines in the cable binder are omitted in the interfer-
ence cancellation procedure. Define the partial cancellation coefficients for line i as a
vector

αi =
((

T i
)−1 )

row 1
, (7.3)

which is the first row of the inverse of the shrunk crosstalk matrix inverse T i . As illustrated
in Figure 7.2, the transmit signal on line i is thus estimated as

X̃i =αi Y i . (7.4)

It has been shown in Section 5.1.2 that the upstream zero-forcing based crosstalk cancella-
tion can fully eliminate the crosstalk interference considered in the cancellation scheme
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and the remaining noise is scaled by the cancellation coefficients. Similarly, in the partial
crosstalk cancellation scheme, the crosstalk interference components being selected and
considered in the cancellation are fully removed, and the rest of the interference compo-
nents being treated as noise are scaled by the cancellation coefficients.

The receive signal vector Y i indeed can be described mathematically as

Y i = T i X i + T̄ i (X
)
Ω̄i

+Z i , (7.5)

with the vectors X i =
(

Xi ,
(

X
)T
Ωi

)T
and Z i =

(
Zi ,

(
Z
)T
Ωi

)T
representing the transmit signal

vector and noise vector corresponding to the selected and rearranged receive signal vector

Y i for the partial crosstalk cancellation on line i and matrix T̄ i
including all the crosstalk

transfer factors concerning those interference components not being considered in the
partial cancellation procedure for line i :

T̄ i =

⎛⎜⎝
(

H
)

row i ,cols Ω̄i(
H
)

rows Ωi ,cols Ω̄i

⎞⎟⎠ . (7.6)

Hence, the estimated transmit signal on each line i can be expressed as

X̃i = Xi +αi
(
T̄ i (X

)
Ω̄i

+Z i
)
, (7.7)

which comprises only the transmit signal on line i and the scaled summation of the noise
and crosstalk interference not considered in the partial cancellation.

The obtained SINR in this case can be calculated for line i as

SINRi =
σ2

s∣∣∣∣∣∣αi T̄ i
∣∣∣∣∣∣2σ2

s +
∣∣∣∣∣∣αi

∣∣∣∣∣∣2σ2
z

. (7.8)

7.1.2 Downstream partial crosstalk cancellation

As described in Section 5.2, crosstalk interference cancellation in the downstream trans-
mission can be performed on the transmitter side since in the CO, the transmitters are
co-located and downstream precoding can be done with the normalized channel transfer
matrix H norm instead of the crosstalk transfer matrix H used in the upstream transmis-
sion. The partial crosstalk cancellation structure introduced in the upstream transmis-
sion can be applied in a similar way in the downstream transmission.
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Downstream partial crosstalk cancellation is also a line-wise processing and the precod-
ing matrix is obtained by calculating the precoding coefficients for each line. Figure 7.3
shows the procedure of obtaining the precoding matrix in downstream partial cancella-
tion.

W

TM

T 2

T 1

TM+1

Hnorm

αi=2

αi=M+1

αi=M

αi=1

(
T i

)−1

row1

Figure 7.3: Precoding matrix generation in the DS partial crosstalk cancellation scheme

Starting with the normalized channel transfer matrix H norm, each line i generates its own
shrunk crosstalk matrix T i with an index set Ωi . The set Ωi denotes the properly selected
lines considered in the downstream partial cancellation scheme. The procedure of gener-
ating a shrunk matrix is illustrated in Figure 7.1 and described in detail in Section 7.1.1.

Again, defining the partial cancellation coefficients αi for line i as the first row of the
inverse of the shrunk crosstalk matrix inverse T i , the vector αi is calculated as in equa-
tion (7.3) for each cable line. The precoding matrix W for all cable lines in the partial
crosstalk cancellation scheme is then obtained by first arranging the individual elements
of each partial cancellation coefficient vector αi into its i -th row according to the indices
Ωi and then padding zeros to those entries of matrix W corresponding to the interference
components being neglected in the partial cancellation scheme. In other words, the par-
tial precoding matrix W is arranged so that the following expression is fulfilled:

αi =
(
Wi i ,

(
W

)
row i ,cols Ωi

)
. (7.9)

With the obtained precoding matrix W , crosstalk cancellation can be applied to all cable
lines in the binder and the transmit signals after this processing can be expressed as

P =W X . (7.10)

Since the precoding matrix W contains only the coefficients for cancelling the crosstalk
interference considered in the partial cancellation procedure and zeros are padded in the
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entries corresponding to the neglected crosstalk components, the precoding is performed
partially among each victim line and the properly selected lines which generate crosstalk
interference. Nevertheless, the transmission and reception structures in downstream par-
tial crosstalk cancellation remain unchanged as shown in Figure 5.4 and the received sig-
nal vector Y can be also described by equation (5.19) omitting the subcarrier index k.

Although in downstream partial crosstalk cancellation the precoding matrix W differs
from the precoding matrix H−1

norm in the ordinary downstream crosstalk cancellation scheme,
the equalization on the receiver side can be performed in the same way for each individ-
ual line i as described in equation (5.20).

The estimated signals for all M +1 cable lines can further be expressed as:

X̃ = H normW X +H−1
diagZ , (7.11)

and the estimated signal for each individual line i is calculated as:

X̃i =
(

H norm

)
row i

W X + Zi

Hi i

= Xi +
(

H norm

)
row i ,cols Ω̄i

X Ω̄i
+ Zi

Hi i
. (7.12)

As shown in equation (7.12), partial crosstalk cancellation in the downstream transmis-
sion pre-processes the transmit signals so that the considered interference components
with the indices Ωi for a line i are fully removed on the receiver side and the rest of the
interference components with indices Ω̄i are neglected in the partial cancellation proce-
dure and remain in the estimation.

The SINR achieved in the downstream partial crosstalk cancellation scheme can be given
as

SINRi =

∣∣∣Hi i

∣∣∣2σ2
s∑

j∈Ω̄i

∣∣∣Hi j

∣∣∣2σ2
s +σ2

z

. (7.13)

7.1.3 Crosstalk interference selection in the partial crosstalk cancellation
schemes

As described in sections 7.1.1 and 7.1.2, the crosstalk interference components being can-
celled for each line i have to be properly selected in the upstream or downstream par-
tial crosstalk cancellation schemes and the indices of those lines which contribute those
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crosstalk components to the victim line i are given in the index set Ωi . In this section, the
algorithms of selecting the crosstalk interference components are introduced.

Equations (7.7) and (7.12) show that the estimated data signal X̃i in both upstream and
downstream partial cancellation schemes contains only scaled noise and crosstalk inter-
ference from the lines which are not considered in partial crosstalk cancellation. Ideally,
the optimal selection of the crosstalk interference components for each line i to be can-
celled out should guarantee that the remaining interference and noise contributions after
partial cancellation are minimized.

However, as it also can be concluded from equations (7.7) and (7.12), the SINR increase
of cancelling one particular crosstalker depends not only on the amount of the interfer-
ence being cancelled but also on the existence of other crosstalk interference components.
Apparently, enumerating all the possibilities and comparing the achievable data rates or
SINRs are not practical due to the resource limitation in hardware. Thus, for the purpose
of achieving the maximum data rate in the partial cancellation, we try to maximize the
interference power being cancelled out. Two possible selection algorithms can be consid-
ered:

Algorithm 1: choose the index set Ωi for each line i to contain those lines which can
generate the most significant crosstalk interference contribution in the re-
ceived signal Yi .

This can easily be performed by sorting each row of the channel transfer matrix H or the
normalized channel transfer matrix H norm for the upstream or downstream transmission
and looking for the largest elements for each line i .

Algorithm 2: choose the index set Ωi for each line i to contain the lines j , j ∈
{{

1,2, . . . , M ,

M +1
}
\i
}

which provide the highest potential gain Gi j for line i :

Gi j = ld

⎛⎜⎝1+ 1

Γ
·

∣∣∣Hi i

∣∣∣2σ2
s

σ2
z

⎞⎟⎠− ld

⎛⎜⎝1+ 1

Γ
·

∣∣∣Hi i

∣∣∣2σ2
s∣∣∣Hi j

∣∣∣2σ2
s +σ2

z

⎞⎟⎠ . (7.14)

The potential gain here is defined as the data rate loss due to one particular crosstalker j
assuming no other crosstalkers existing. The higher the gain, the more crosstalk interfer-
ence the crosstalker j might contribute to the estimated signal. Hence, the effect of the
crosstalker j has to be considered in the signal processing procedure.
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|Hi i |2σ2
s

σ2
z

� 1 and 1
Γ ·

|Hi i |2σ2
s

|Hi j |2σ2
s+σ2

z

� 1, the second selection algorithm is actually equivalent to

the first one. The partial crosstalk cancellation schemes have been investigated with both
of the selection algorithms in [Rua08] and it is shown that the performance difference due
to two different algorithms are negligible. In this thesis, the first algorithm is used for the
performance evaluation of the partial cancellation schemes.

Let q denote the number of crosstalk interference components to be removed in the
crosstalk cancellation schemes. It may be selected from 0 to M , where q = 0 represents no
cancellation and q = M represents full cancellation. The computation complexity spent
in the partial cancellation can be evaluated as the ratio of the number q to the total num-
ber of crosstalk components M .

7.2 System performance with partial crosstalk cancellation

In this section the system performance in terms of the data rates achieved in the partial
crosstalk cancellation schemes is investigated in the upstream and downstream transmis-
sion. Different computation complexity requirements are given in the partial cancellation
schemes. The data rates achieved with different complexities are compared.

Perfect channel knowledge is assumed and the system parameters used in the simulations
are the same as those defined in Section 5.3. Furthermore, the system performance is
categorized by different cable binders: the cable binder with equal length cables and the
cable binder with different length cables.

7.2.1 Simulation results in the cable binders with equal length cables

First, the system performance with partial crosstalk cancellation in the cable binder with
equal length cables is presented. The considered scenario is illustrated as in Figure 5.5a.

In this scenario all cable lines have the same cable length Lcable and in total there are 21
lines considered in the cable binder. In other words, there exist M = 20 crosstalk interfer-
ence components for each line i . The performance simulation runs from the cable length
Lcable equal to 0.3 km to 1 km with 0.1m increase.

Figures 7.4 and 7.5 show the performance results for the upstream and downstream trans-
mission, respectively.
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Figure 7.4: US partial crosstalk cancellation performance

In each transmission direction, the data rate curves obtained by partial cancellation schemes
with different computation complexity are depicted with different markers. The effort
spent on full crosstalk cancellation, i.e., q = 20 are referred to 100% complexity and the
case where no crosstalk cancellation is performed corresponds to 0% complexity. The
date rate curves for these two cases are plotted as reference.

Comparing to the case without crosstalk cancellation, a significant performance improve-
ment can be observed in both figures even with 25% complexity spent. It can be further
observed that for a cable binder with short length, for example, 0.3 km to 0.6 km, in-
creasing the computation complexity up to 75% of the full cancellation complexity will
improve the data rate performance in a relatively linear way. In such cable line binders,
crosstalk interference is much higher than the background noise and acts as the major
performance limitation. Furthermore, as the cable lengths in the binder are the same, the
major crosstalk interference levels being strongly influenced by cable lengths are also very
similar. Therefore, the data rate increase due to cancelling one interference component
is relatively the same as that of cancelling another interference component.

However, for a binder with longer cable length, e.g., 0.7 km to1 km, the major crosstalk
interference components are higher than noise while the rest of the interference compo-
nents may be not. Therefore, on the one hand, spending low computation complexity in
partial cancellation can provide an obvious improvement of the data rate performance

67



CHAPTER 7. CROSSTALK CANCELLATION WITH COMPLEXITY REDUCTION

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

20

40

60

80

100

120

140

160

180

L
cable

 [km]

A
ve

ra
ge

d 
da

ta
 r

at
es

 [M
b/

s]

 

 
Full cancellation (100% complexity)
75% complexity
50% complexity
25% complexity
No cancellation (0% complexity)

21 cables

Figure 7.5: DS partial crosstalk cancellation performance

for the lines in those cable binders. On the other hand, after cancelling the most signif-
icant crosstalk components, the noise becomes more dominant in the system and near
maximum SINR is achieved. In this stage, spending additional computation complexity,
namely cancelling more interference components can not further improve the system
performance.

Therefore, in such long length cable binders only a small number of interference compo-
nents need to be considered in the partial crosstalk cancellation schemes. As shown in
both Figure 7.4 and Figure 7.5, spending 50% of the full complexity can already achieve
the performance close to that in the full crosstalk cancellation schemes. However, spend-
ing further computation effort, e.g., 75% complexity will not significantly improve the per-
formance. In these cases, computation complexity can be saved without dramatically
reducing the data rate performance.

7.2.2 Simulation results in in the cable binders with different length cables

After the discussion of the date rate performance in the binders which have the equal
length cable lines, the performance in the cable binders with different length cables is
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evaluated in this section for the upstream transmission as well as for the downstream
transmission. The considered scenario is illustrated in Figure 5.5b.

Similar as in the previous section, the considered cable binder comprises in total 21 cable
lines and for each cable line there are 20 crosstalk interference components. Whereas in
the former scenario cable lines have the same length, in this scenario individual cable
lines have different lengths Lcable,i ,∀i ∈ {1,2, . . . ,21

}
which range from 0.3 km to 1 km with

35m increase.

a) Performance in the upstream transmission

Figure 7.6 illustrates the data rate performance achieved by the partial crosstalk cancella-
tion with 50% computation complexity for the upstream transmission as an example. The
achieved data rates of each line is plotted in bars. Line indices 1 to 21 are corresponding
to the cable lines with the length Lcable,i equal to 0.3 km to 1 km. The performance results
obtained with the full crosstalk cancellation and without crosstalk cancellation are also
plotted in Figure 7.6. Therefore, for each line index i the data rates obtained in full can-
cellation, partial cancellation with 50% complexity and without cancellation are shown,
respectively, by the bars with different colours.
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Figure 7.6: US partial crosstalk cancellation performance in terms of data rates

As illustrated in Figure 7.6, when full crosstalk interference is applied, the data rates of
each individual line depends only on its cable length due to the complete elimination
of crosstalk interference and decrease monotonically with respect to the increase of the
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lengths; if no cancellation procedure is performed, the achieved data rates of the cable
lines do not monotonically decrease with the cable length due to the different crosstalk
coupling among the lines in the binder. Shown in the figure, such non-monotonical de-
creasing also appears in the partial cancellation procedures since there is still crosstalk
interference existing after partial cancellation.

Furthermore, it is very obvious that the partial crosstalk cancellation scheme spending
only 50% complexity can already achieve magnificent performance. In particular, for
those relatively shorter lines, the achieved data rates are nearly the same as the data rate
obtained in the full crosstalk cancellation scheme. Even for the long lines, the perfor-
mance is significantly improved and the obtained data rates are very close to those of the
full crosstalk cancellation.

Figure 7.7 shows the performance of the partial crosstalk cancellation schemes in a differ-
ent view. In the figure, the ratios between achievable data rate of partial cancellation and
that of full cancellation versus computation complexity are plotted. Three performance
curves for cable lines with 0.3 km, 0.65 km and 1 km representing there categories (the
short-, middle- and long-range lines) are depicted.

0 20 40 60 80 100
0

10

20

30

40

50

60

70

80

90

100

Computation complexity (%)

D
at

a 
ra

te
 r

at
io

 (
%

)

 

 

300m cable line
650m cable line
1km cable line

21 cables

Figure 7.7: US partial crosstalk cancellation performance in terms of data rate ratios

It is observed that each curve starts with different data rate ratios and end up with the
100% data rate ratio corresponding to the full cancellation performance with 100% com-
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putation complexity. Shorter cable lines start with higher data rate ratio obtained without
crosstalk cancellation since they take advantage of less path loss in the upstream trans-
mission. As the computation complexity spent on partial crosstalk cancellation increases,
the data rate ratios of the short- and middle-range lines increase steadily until the compu-
tation complexity is increased to about 50% - 60% and the corresponding data rate ratio
approaches to 100%. For the long cable lines, e.g. 1 km cable line, the date rate obtained
without crosstalk cancellation is very low. As shown in Figure 7.6 barely nothing could
be transmitted there. Hence, the starting point of the performance curve of 1 km cable
line is close to 0. However, the long cable line does have a highest growing rate when the
computation complexity increases.

From Figure 7.7 it can also be observed that when spending the same amount of the com-
putation complexity on each line in the upstream transmission, a shorter line achieves
higher performance, as a percentage relative to the ideal full cancellation performance,
than the longer ones. In another view, if the same data rate ratios are required for all lines,
more computation complexity had to be spent on the long cables.

b) Performance in the downstream transmission

With respect to the downstream transmission, the partial crosstalk cancellation perfor-
mance in terms of achievable data rate is also evaluated and illustrated in Figure 7.8.
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Figure 7.8: DS partial crosstalk cancellation performance in terms of data rates
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Similar to Figure 7.6, the data rate performance achieved by the partial crosstalk cancel-
lation with 50% computation complexity as well as the performance obtained in full can-
cellation and without cancellation are plotted in Figure 7.8 with bars for the downstream
transmission. The similarities to the upstream transmission will not be addressed and
we focus on the different observations or aspects in the downstream transmission with
respect to the upstream one.

In the downstream transmission, as shown in Figure 7.8, the achieved data rates for all
cable lines without performing crosstalk cancellation are actually at the similar level al-
though the data rate obtained in full cancellation are dramatically different. In other
words, the potential gains of applying partial crosstalk cancellation on shorter lines are
much higher than longer ones. This is due to the fact that although longer cable lines
experience higher attenuation in their direct channel, the crosstalk interference in longer
lines also reduced dramatically due to the long transmission distance. For the shorter
lines, although the direct channel attenuation is not large, the crosstalk interference is
also quite high. So the SINR values obtained in the receivers of short and long cable lines
are not much different from each other.

When apply 50% computation complexity in the partial cancellation scheme, the data
rate performance of each line is improved. However, shorter cable lines and longer ones
improve their performance in a different manner. Clearly, the shorter lines gain much
larger amount of the data rate increases than the longer ones. For example, line 1, the
0.3 km cable line has about 50 Mbit/s gain whereas line 16, the 0.825 km cable line gains
only about 20 Mbit/s. Therefore, considering a system trying to obtain high overall data
rate, spending more computation complexity for crosstalk cancellation on shorter lines
would be a wise choice.

With respect to the full data rates achieved by the full crosstalk cancellation scheme, the
partial crosstalk cancellation with only 50% computation complexity in longer lines can
already provide the data rate performance close to that achieved by full cancellation. How-
ever, in the shorter lines, although the data rates are significantly increased, still more
crosstalk interference components have to be considered in the cancellation if the full ca-
pacity of the cable lines is to be explored. In this aspect, longer lines achieve the near full
cancellation performance more easily than the shorter cables. This can be more clearly
observed in Figure 7.9.

As the data rate performance without crosstalk cancellation of short lines and longer ones
are quite similar whereas the performance with full cancellation on short lines is much
higher than that of the longer cables, the data rate ratio of short lines are much lower
than those of longer ones when crosstalk cancellation is not applied. As illustrated in
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Figure 7.9: DS partial crosstalk cancellation performance in terms of data rate ratios

long cable, middle-range cable and then the short cable.

It can also be observed that in the downstream transmission, the long cable obtains a
high percentage of data rate ratio with relatively low computation complexity in partial
cancellation: spending 40% partial cancellation complexity, 90% of the full data rate on
the 1 km cable line can be achieved. In contrast, more computation complexity needs to
be spent on the middle-range line, and for the very short line, e.g., 0.3 km cable line plenty
of computation effort is indeed needed to reach a certain performance close to the data
rate obtained in the full crosstalk cancellation scheme.

In this chapter, the line-wise partial crosstalk cancellation schemes reducing the computa-
tion complexity in crosstalk cancellation techniques are introduced and the performance
of the cancellation scheme in terms of the achievable data rates as well as the data rate
ratios is investigated in both upstream and downstream transmission. The performance
evaluation is made for the cable binders with the same cable length and those with differ-
ent cable lengths, respectively.

For the cable binders with the same cable length, the partial crosstalk cancellation schemes
in the up- and downstream transmission perform similarly for improving the achievable
data rates. It is shown that with no more than half of the computation complexity spent
in full crosstalk cancellation, most cable lines in the binder can achieve the data rate per-
formance close to that of full cancellation.
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For the cable binder with different cable lengths, the partial crosstalk cancellation schemes
perform a bit differently in the upstream and downstream transmission. In the upstream
transmission with relatively low complexity spent in partial crosstalk cancellation all ca-
ble lines can already obtain quite good performance gain. Furthermore, if the same data
rate ratio between the achieved rate on each line and its corresponding full rate are re-
quired, more computation complexity has to be spent on the long cables than the shorter
ones. In the downstream transmission, the potential performance gain in terms of the
achievable data rates on short cable lines is magnificently larger than that of long cable
lines. The partial crosstalk cancellation schemes with relatively low computation com-
plexity, e.g. 40% to 50% of the full cancellation can provide very good performance for
long cable lines. However, the short cable lines starting with very low data rates com-
paring with their full date rates improve their achievable data rate substantially by every
increase of the computation complexity spent in partial cancellation.

In summary, the proposed line-wise partial crosstalk cancellation schemes can be very
flexibly applied in the upstream and downstream transmission with different given com-
putation complexity requirements. Hence, a good trade-off can be provided by the partial
cancellation schemes between the data rate performance and the computation complex-
ity needed to be spent for crosstalk cancellation.
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8 QoS-aware Crosstalk Cancellation

In Chapter 5, zero-forcing based upstream crosstalk cancellation and channel decompo-
sition based downstream precoding are introduced in VDSL2 systems which are able to
provide significant performance gain by means of eliminating all the crosstalk interfer-
ence components in the systems. Considering the limitation of computation complexity
in practical systems, the partial crosstalk cancellation schemes dealing with the most sig-
nificant crosstalk components are proposed in Chapter 7 for both upstream and down-
stream transmission. It is further presented that the data rate performance can be im-
proved with a small amount of computation complexity spent in the partial cancellation
schemes. However, there exists another technical challenge and performance limitation
to be considered in modern systems.

The envisaged new applications for the modern systems, e.g., VDSL2 systems are charac-
terized by completely different multimedia services. The wide range of such applications
and associated Quality-of-Services (QoS) criteria are expected to grow substantially in the
future. Driven by these applications, consumers have to be served according to differ-
ent QoS demands. Therefore, it will be a further advantage for future systems to perform
crosstalk interference cancellation supporting QoS requirements.

For this purpose, QoS-aware crosstalk cancellation schemes which provide joint signal
processing among adjacent cable lines and meanwhile take QoS requirements of different
lines into account are developed and described in this chapter.

The main idea in the QoS-aware crosstalk cancellation schemes is to scale the effort of
QoS-aware signal processing in an intelligent way for capacity enhancement and for the
improvement of supporting future multimedia services in the modern DSL systems. In
this thesis, data rates of individual lines, as the only QoS requirement is considered.
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8.1 QoS-based partial crosstalk cancellation

In all VDSL2 systems the zero-forcing based upstream crosstalk cancellation procedure or
the downstream precoding technique can provide significant performance gain by means
of eliminating all the crosstalk interference components. Figure 8.1, as an example, shows
the performance gain for each cable in the upstream transmission. The considered cable
binder has 21 individual cables and the cable length varies from 0.3 km to 0.8 km with the
step of 0.025 km increment. Therefore, the data rate performance varies from cable to ca-
ble mainly depending on the length. In the ideal situation where all crosstalk interference
components are perfectly cancelled by the zero-forcing based cancellation technique, the
data rate performance varies between 65 Mbit/s and 20 Mbit/s. But in a realistic crosstalk
situation these performance figures drop down to 35 or even less than 1 Mbit/s.

Figure 8.1: Achievable data rate performance with/without crosstalk cancellation

The crosstalk cancellation procedure and the necessary signal processing scheme among
all transmission lines and on all subcarriers require an extremely high computation com-
plexity. In the considered example of a cable binder, in total M = 20 crosstalk interference
contributions should be cancelled out for each individual line. Therefore, the trade-off
between the increased performance figures (increasing data rate) and the necessary com-
putation complexity has been considered in Chapter 7 and a line-wise partial crosstalk
cancellation procedure with a shrunken matrix per cable is proposed. This technique is
referred here as ordinary partial crosstalk cancellation.
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In practice, once an overall resource is assigned for the signal processing in a system, the
effort that could be spent to each cable line or each user in the system is limited. Accord-
ing to the ordinary partial cancellation schemes, the computation complexity resource is
given only to eliminate the significant crosstalk interference contributions on each line
or for each user. In this case, the individual lines in the cable binder or the individual
users are treated equally, namely a fixed number of crosstalk components to be cancelled
is considered for each cable line. As an example, Figure 8.2 shows the data rate perfor-
mance for each cable inside the binder if in total the strongest 8 crosstalk components
are considered for each cable. In total, 168 out of 420 crosstalk components are cancelled
for all lines and the partial cancellation scheme results in 40% computation complexity
effort of the zero-forcing based crosstalk cancellation scheme.
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Figure 8.2: Achieved data rate performance by the ordinary PCC

From a computation complexity point of view this leads obviously to the best-effort per-
formance of each user. The obtained data rates dramatically differ from one line to the
others, which can be seen in Figure 8.2. However, the effort could in fact be distributed
more wisely. That is to say, the computation complexity can be distributed to the lines or
users in an intelligent way, so that the user requirements are satisfied. To give an example,
it is preferable to spend more computation complexity for those users requesting high
data rates and experiencing relatively high interference levels than those with relaxed re-
quirements and a more favorable interference situation.

There is provided in this chapter a QoS-based partial crosstalk cancellation technique
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the crosstalk selection algorithms of the partial crosstalk cancellation procedure [RDR09].
The upstream transmission is considered hereafter as an example but the extension of the
proposed QoS-based partial crosstalk cancellation technique in the downstream trans-
mission is straight forward.

In any practical application, a certain data rate needs to be negotiated and guaranteed
for each user. Hence, the computation effort of crosstalk cancellation will be spent only
as long as the guaranteed data rate is not achieved. For good cable line conditions only
a very few crosstalk components need to be cancelled while for bad cable line conditions
much more computational effort must be spent for crosstalk cancellation. Apparently,
line adaptive crosstalk cancellation procedures are needed. In other words, the effort for
signal processing should be spent adaptively for each line and only to the extent which is
required.

To organize the crosstalk cancellation procedure in an adaptive way, a successive crosstalk
cancellation scheme is proposed here based on QoS figures. The complete successive
algorithm is summarized in the following steps.

1. Sort and rank the crosstalk interference components for each individual line i and
tone k.

2. Calculate the gaps between the current data rates and defined target data rates: Gi =
Rrequired

i −Rcurrent
i for all lines i , i ∈ {1,2, . . . , M +1

}
.

3. For each line i, if the gap Gi > 0, cancel the largest remaining crosstalk signal on all
subcarriers.

4. Calculate the current data rate Rcurrent
i of each line i so that the data rate gap Gi is

updated for all lines.

5. Repeat steps 2 to 4 until Gi ≤ 0 for i = 1,2, . . . , M + 1, i.e., all lines achieve their re-
quired target data rate.

According to Algorithm 1 defined in Section 7.1.3, the ranking the crosstalk interference
components for a line i can be made based on the amplitude of the crosstalk transfer

factors Hi j ,k , j ∈
{{

1,2, . . . , M , M +1
}
\i
}

.

In each iteration step, the ordinary partial crosstalk cancellation scheme as described in
Chapter 7 is applied for each line i . With the achieved SINR given in equation (7.8) the
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current data rate is calculated with the gap approximation



Rcurrent
i = fs

K−1∑
k=0

log2

(
1+ SINRk

i

Γ

)
, (8.1)

where fs describes the DMT symbol rate and Γ is SNR gap at certain bit error rate. Γ shows
the SNR loss of the actual system with respect to the corresponding capacity.

Letting qi = |Ωi | denote the cardinality of the index set Ωi , qi represents the number of
crosstalk interference components being considered in the QoS-based partial cancella-
tion scheme for each cable line i . Therefore, the overall computation complexity effort
spent in the QoS-based partial cancellation procedure is defined as the ratio between the
sum of the number of crosstalk components cancelled on each line and the total crosstalk
components existing in the cable binder.

8.2 System performance with QoS-based partial crosstalk
cancellation

In this section, the QoS-based partial crosstalk cancellation schemes are investigated in
different cable binders. In particular, the data rate performance achieved in the QoS-
based partial cancellation is compared with that in the ordinary partial crosstalk cancella-
tion with similar computation complexity.

Considering the cable binder mentioned in Section 8.1, Figures 8.1 and 8.2 illustrate the
obtained data rate performance in case where no crosstalk cancellation, full crosstalk can-
cellation and ordinary partial crosstalk cancellation with 40% complexity are applied. We
suppose that the individual lines/users have negotiated their data rates and each line has
a certain required data rate which is to be guaranteed by the QoS-based partial crosstalk
cancellation. More specifically, the 21 lines in the cable binder are categorized into three
groups and the required data rates are defined as 50 Mbit/s, 30 Mbit/s and 15 Mbit/s.

Figure 8.3 shows the required data rates of all cable lines with a solid line and the data rates
achieved by the ordinary partial crosstalk cancellation with 40% complexity are plotted
in green bars. As also mentioned before, in the ordinary partial cancellation with 40%
computation complexity, the number of crosstalk components considered for each line is
q = 8 and in total 168 crosstalk interference components are cancelled out in the partial
cancellation procedure. It can be observed that when considering the required data rates
of each individual lines, some cables can be satisfied while the others can not: the data
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rate performance of lines 5 - 7, 12, 13 and 21 is below the requirements. In this case, nearly
30% users are not satisfied.
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Figure 8.3: Data rate comparison between the ordinary PCC and QoS-based PCC

However, the proposed QoS-based partial cancellation schemes can provide the required
data rate performance for each line in the cable binder. In Figure 8.3 the data rate perfor-
mance of QoS-based partial cancellation is plotted in bars to the right of the performance
of the ordinary one.

With QoS-based partial cancellation, the total complexity is distributed according to the
crosstalk situation in each individual line. The number qi of crosstalk components to be
cancelled for each line i is listed in Table 8.1. It varies from line to line, from the minimum
value of 4 to the maximum value of 11. In total 160 crosstalk signals need to be cancelled.
This results in a computation complexity about 38% of full crosstalk cancellation. In this
case, the computation effort spent in the QoS-based partial cancellation is even less than
what is spent in the ordinary one.

It can be also observed in Figure 8.3 that the data rate overshoot appearing in the ordinary
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Table 8.1: Crosstalk component number eliminated by the QoS-based partial cancellation
with 40% complexity in the binder with the cable length ranging from 0.3 km to 0.8 km

Line i 1 2 3 4 5 6 7 8 9 10 11
qi 6 5 7 7 10 10 13 4 7 5 8

Line i 12 13 14 15 16 17 18 19 20 21 Σqi

qi 9 6 9 6 6 6 8 8 9 11 160

a portion of the computation resource can be saved and more complexity is spent on the
worse lines so that they can also reach their required data rates. By this means, the pro-
posed QoS-based successive cancellation technique shapes the data rate figure to fulfil
the practical requirements for all lines.

We further consider a cable binder which contains cable lines with not many variations
in length: the cable length Lcable,i ranges from 0.3 km to 0.5 km with 0.01 km increment.
The number of crosstalk interference components for each cable line is still M = 20. The
data rate performance comparisons between the ordinary partial crosstalk cancellation
and the QoS-based one are made with two different computation complexity parameters
and the results are illustrated in the following figures.

Figure 8.4 shows the comparison with 40% computation complexity. Unlike the wide data
rate difference (about 45 Mbit/s) obtained in the cable binder with lengths ranging from
0.3 km to 0.8 km (see Figure 8.3), maximum 35 Mbit/s data rate difference appears in the
cable binder with the lengths ranging from 0.3 km to 0.5 km. We divide 21 lines into two
groups: lines 1 to 14 having required data rate of 40 Mbit/s and lines 15 to 21 having the
required data rate of 25 Mbit/s.

The required data rates and the data rates obtained by the ordinary partial cancellation
with 40% complexity are shown in Figure 8.4. In the ordinary partial cancellation, the
number of the cancelled crosstalk interference components is 168. It can be observed
that 8 out of 21 lines are not satisfied with the achieved data rates and some lines, e.g.,
lines 9 and 12 obtain the data rates quite far from the required ones. However, when the
QoS-based partial cancellation is applied, those gaps are filled up.

The crosstalk components considered in the cancellation are listed in Table 8.2. It can be
seen that the overall required computation complexity in the QoS-based cancellation is
nearly identical to that of the ordinary one.
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Figure 8.4: Data rate comparison between the ordinary PCC and QoS-based PCC

Figure 8.5 shows the data rate performance comparison with 25% computation complex-
ity. The required data rate for lines 1 to 18 is given as 30 Mbit/s and rate for lines 19 to 21 is
defined as 20 Mbit/s. Similar observation can be made in Figure 8.5 that the overshoot in
some lines are reduced and the performance of each line is successfully tailored to fulfill
its own data rate requirement. Furthermore, as shown in Table 8.3, the overall computa-
tion complexity need in the QoS-based partial cancellation remain nearly the same as in
the ordinary one but different portions of overall computation resource are allocated to
different lines.

As a summary, the proposed QoS-based partial crosstalk cancellation scheme considers
the QoS criterion of each line to be fulfilled in the cable binder. The line-wise crosstalk
selection algorithm dynamically adapts to the users’ QoS requirements and distributes
the total computation complexity into individual lines based on the QoS criteria.
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Table 8.2: Crosstalk component number eliminated by the QoS-based partial cancellation
with 40% complexity in the binder with the cable length ranging from 0.3 km to 0.5 km

Line i 1 2 3 4 5 6 7 8 9 10 11
qi 8 6 8 6 10 8 9 10 12 11 10

Line i 12 13 14 15 16 17 18 19 20 21 Σqi

qi 13 7 4 7 5 5 6 7 6 9 167

Table 8.3: Crosstalk component number eliminated by the QoS-based partial cancellation
with 25% complexity in the binder with the cable length ranging from 0.3 km to 0.5 km

Line i 1 2 3 4 5 6 7 8 9 10 11
qi 1 0 2 1 4 3 3 4 7 5 6

Line i 12 13 14 15 16 17 18 19 20 21 Σqi

qi 9 4 6 9 8 8 9 5 4 8 106

8.3 Crosstalk Cancellation Facing Dynamic Situations

In the previous two sections, the QoS-based partial crosstalk cancellation scheme is in-
troduced and its performance is evaluated with predefined data rate of each line or user.
However, in a real world things are always changing. Some users might switch on or off
their modems, starting or terminating the data transmission. In the case of transmission
terminated, the interference level is reduced whereas in the case of new line starting trans-
mission there might be severe impact on the performance of the existing running lines.
Nowadays, new applications, such as triple play of voice, data and video require high QoS.
Such dynamic situation might cause the unpleasant or non-acceptable latency in two-
way communications, either by voice or video. It can also very easily upset the smooth
flow of online TV video and cause the visible damage of pictures. Therefore, it is very
important to handle such situation properly in VDSL2 systems.

Conventionally, certain noise margin is operated in the systems to avoid unacceptable er-
ror rate in the event of minor increase in crosstalk noise and to ensure the reliable opera-
tion [GDJ06]. Typically, the noise margin is at least 5dB or 6dB. However, in the addressed
dynamic situation, the sudden appearance of crosstalk interference might be so severe
that the QoS is damaged. So the noise margin shall further be increased in the system de-
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Figure 8.5: Data rate comparison between the ordinary PCC and QoS-based PCC

can not be fully explored and the achievable data rates in the system are relatively low.

On the contrary to the conventional passive method, here we explore the dynamic fea-
tures of the system and present a successive cancellation scheme suitable for the dynamic
scenario [RDR11].

8.3.1 Successive cancellation for the dynamic scenario

Before the dynamic scenario happens, the transmission of the existing M+1 running lines
can be described analytically for each single subcarrier as

Y ′ = H ′X +Z ′, (8.2)

where X , Y ′ and Z ′ denote the transmit signal vector, received signal vector and noise
vector of all existing running lines, respectively and H ′ is an (M +1)-by-(M +1) matrix
containing the channel transfer factors of all existing running lines.
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We assume that before new users or cable line starting to transmit their signals, the QoS-
based partial crosstalk cancellation has been applied within the cable binder and the QoS
requirements of all existing running lines are fulfilled. In this case, letting the set Ω′

i de-
note the indices of the lines which generate the most significant crosstalk components
being cancelled in the QoS-based cancellation procedure before new lines are activated
and index set Ω̄i denote the other lines being neglected in the procedure, the achieved
SINR for each line i can be expressed as:

SINRold
i = σ2

s∣∣∣∣∣∣α′i T̄ ′i ∣∣∣∣∣∣2σ2
s +

∣∣∣∣∣∣α′i
∣∣∣∣∣∣2σ2

z

(8.3)

according to equation (7.8), where the partial cancellation coefficients α′i for each line i

as well as the matrix T̄ ′i
including all the crosstalk transfer factors being neglected in the

partial cancellation procedure are defined similarly to equations (7.3) and (7.6) as

α′i =
((

T ′i
)−1 )

row 1
(8.4)

with T ′i =

⎛⎜⎝ H ′
i i

(
H ′)

row i ,cols Ω′
i(

H ′)
rows Ω′

i ,coli

(
H ′)

rows Ω′
i ,cols Ω′

i

⎞⎟⎠ (8.5)

and

T̄ ′i =

⎛⎜⎝
(

H ′)
row i ,cols Ω̄i(

H ′)
rows Ωi ,cols Ω̄i

⎞⎟⎠ . (8.6)

Once new lines are activated and start to transmit signals, assuming that the vector S �(
X T,U T

)T
contains all transmit signals of M+1 running lines and the transmit signals of N

newly activated lines U � (U1,U2, . . . ,UN )T , the overall received signals R for all M +N +1
lines after new lines activated can be formulate as:

R = HS +Z (8.7)

with H �

⎛⎜⎝ H ′
(M+1)×(M+1) A(M+1)×N

B N×(M+1) H ′′
N×N

⎞⎟⎠ . (8.8)

The matrix H is now defined as the overall channel transfer matrix in the dynamic sce-
nario. The element H ′′

i j �
(

H ′′)
i , j ,∀i , j ∈ {

1,2, . . . , N
}

is the channel transfer factor from
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the transmitter j to receiver i among the new active lines. Similarly, the elements Ai j �(
A
)

i , j ,∀i ∈ {
1,2, . . . , M + 1

}
and j ∈ {

1,2, . . . , N
}

and Bi j �
(
B
)

i , j ,∀i ∈ {
1,2, . . . , N

}
and j ∈{

1,2, . . . , M +1
}

describe the channel transfer factors from the j -th new active line to the
i -th running line and the j -th running line to the i -th new active line, respectively. The

vector Z �
((

Z ′)T ,
(

Z ′′)T
)T

contains all white noise components for M +1 running lines

and N new active lines.

Specifically, the crosstalk impact from the newly activated lines to the existing running

line is illustrated in Figure 8.6. The n-th column An =
(

A1,n , A2,n , , AM+1,n

)T
, ∀n ∈ {1,2, . . . , N

}
of the crosstalk matrix A describes the crosstalk interference from the new active line n to
all existing M +1 running lines.

Figure 8.6: Crosstalk impact from new active lines to the existing running lines

It is assumed that the QoS requirements are satisfied for all running lines before the dy-
namic situation happens. However, whenever a new line starts to transmit data, the QoS
of the existing running lines might not be maintained due to the crosstalk interference
generated from the new line. Therefore, the influence of those crosstalk interference com-
ponents coming from the new active lines have to be evaluated.

The received signals of M +1 existing running lines after new line activation will change
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Y =
(

H ′ A
)
S +Z ′ (8.9)

= Y ′ + AU , (8.10)

each of which is the summation of the received signal before new line activating and the
crosstalk interference generated by the new lines.

Correspondingly, the performance degradation of each existing running line is represented
by the SINR loss on each tone. If the cancellation scheme remains unchanged, the SINR
for each existing line i can be predicted as

SINRpred
i = σ2

s(∣∣∣∣∣∣α′i T̄ ′i ∣∣∣∣∣∣2 + ∣∣∣∣∣∣α′i Ai
∣∣∣∣∣∣2)σ2

s +
∣∣∣∣∣∣α′i

∣∣∣∣∣∣2σ2
z

(8.11)

with Ai =

⎛⎜⎝
(

A
)

row i(
A
)

rows Ω′
i

⎞⎟⎠ , (8.12)

and the SINR loss in decibel on the existing running line i can be further calculated as

(
SINRloss

i

)
dB

= 10l g

(
1+

∣∣∣∣∣∣α′i Ai
∣∣∣∣∣∣2SINRold

i /σ2
s

)
. (8.13)

Note that "1" in the formula ensures the positive degradation due to new line joining.

As SINR degradation can be predicted on each line for each tone, the total data rate loss for
the line can be predicted as well. If the QoS requirement of the line is no longer fulfilled,
a successive cancellation procedure adapting to the new active lines will be carried out.
Otherwise, the cancellation scheme remains unchanged for the line. The procedure is
illustrated in Figure 8.7 and the complete algorithm is explained as following:

1. Estimate the impact from new active lines to the existing running lines: predict the
SINR loss as well as data rate loss for each line i ,∀i ∈ {1,2, . . . , M +1

}
.

2. Select victim running lines by comparing the current remaining data rate of each
line with its QoS requirement. Let the Φ denote the set of indices of the victim lines
whose QoS requirements are no longer fulfilled.

3. Keep cancellation unchanged for the non-victim lines, i.e. the cancellation vector

α′i is applied in the cancellation for line i ,∀i ∈
{{

1,2, . . . , M +1
}
\Φ

}
.
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4. Regarding the victim lines, sort and rank the crosstalk inference components for the
individual lines and tones.

5. Calculate the gaps between the current data rate and the required data rate for all

victim lines: Gi = Rrequired
i −Rcurrent

i , ∀i ∈Φ.

6. For each victim line i ,∀i ∈ Φ, cancel the largest remaining crosstalk signal on all
tones if the gap Gi > 0.

7. Update the data rate gap Gi for each victim line i ,∀i ∈Φ with the current data rate
Rcurrent

i .

8. Repeat steps 5 to 7 until Gi ≤ 0 for ∀i ∈Φ, i.e., all victim lines achieve their required
data rate again.

i, ∀i ∈ Φ

i, ∀i ∈ {
1, 2, . . . ,M + 1

}\Φ

SINRloss
i , Ccurrent

i

Φ

Y X̃

Figure 8.7: The crosstalk cancellation procedure for the existing running lines

During the iteration procedure, the considered crosstalk interference components for
each victim line are coming from the existing running lines as well as new active lines.
As the set Ωi denoting the indices of the major crosstalk interferers to be cancelled for the

victim line i ,∀i ∈Φ, Ωi is the subset of
{{

1,2, . . . , M +N +1
}
\i
}

which is similar as that de-

fined in the ordinary partial crosstalk cancellation schemes in Section 7.1.1. All received
signals shall be available for the crosstalk cancellation. The sub-crosstalk matrix T i and
the partial cancellation coefficients αi for the victim line are selected and calculated in
the same way as introduced in the ordinary partial cancellation schemes. The SINR and
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the current data rate Rcurrent
i for victim line i can be calculated as in steps 5 and 6.
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As to the new active lines, QoS-based partial crosstalk cancellation scheme can be directly
applied on them.

During the partial cancellation procedure, for each new active line n,∀n ∈ {
1,2, . . . , N

}
,

the indices of the lines which generate the crosstalk interference to be cancelled can still

be denoted as the set Ωi , and Ωi ⊆
{{

1,2, . . . , M + N + 1
}
\i
}

. Here, i = M + 1+n is the

index of the n-th new active line considered in the overall M+N +1 cable lines. Therefore,
the sub-crosstalk matrix T i containing only the most significant crosstalk interference
components on the n-th new active line and the partial cancellation coefficients αi as the
first row elements of the sub-crosstalk matrix inverse

(
T i

)−1 can be obtained according
to equations (7.1) and (7.3).

In summary, when the dynamic situation happens, the performance degradation of the
existing running lines is predicted and a line-wise successive partial crosstalk cancella-
tion is performed for those existing running lines which are severely influenced by the
new active lines as well as for the new active lines. The algorithm will be stopped if the
QoS requirements are fulfilled again. By this means, the QoS requirements can always
be maintain in the dynamic scenario. The proposed cancellation scheme is described
in the upstream transmission. However, a similar procedure can be also applied in the
downstream.

8.3.2 System performance in the dynamic scenario

In this section the system performance obtained by the proposed successive partial can-
cellation scheme is presented. The cable binder being considered in the dynamic sce-
nario is still the one mentioned in Section 8.1

We assume that there are 15 existing running lines before the dynamic situation happens.
Figure 8.8 depicts the achieved data rates of these15 running cable lines in the stationary
scenario. These 15 cable lines are randomly selected to be active among the total 21 lines.

The required data rates for the individual running lines are also shown in Figure 8.8 . The
QoS demands of all running lines are guaranteed by the QoS-based partial crosstalk can-
cellation. The cable lengths and the number of crosstalk contributions cancelled for each
running line i are listed in Table 8.4. In total, 65 crosstalk signals are eliminated in the
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Figure 8.8: The achieved data rates of the existing running lines before dynamic situation
happens and the predicted rates of all lines after new lines activate

QoS-based partial cancellation, which is about 31% computation complexity respected
to the full crosstalk cancellation scheme.

Table 8.4: Crosstalk component number eliminated for each existing running line

Line i 1 2 3 4 5 6 7 8
Length (m) 300 325 400 425 450 500 525 550

qi 1 0 3 4 3 8 6 2
Line i 9 10 11 12 13 14 15

ΣqiLength (m) 600 625 650 700 725 775 800
qi 2 3 4 5 7 8 9 65

Next, the dynamic scenario appears and three new lines start to transmit signals. The
performance impact to those 15 existing running lines is predicted and the resulting data
rates of the existing running lines as well as the predicted data rates of the new coming
lines are also shown in Figure 8.8 . It can be observed that in this case only 2 of 15 existing
running lines still fulfill their QoS requirements. The rest are all strongly disturbed and
some of them even lose more than half of their data rates. In Figure 8.8 the predicted data
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rates of the new active lines (line 16, 17 and 18) without considering crosstalk cancellation
are also plotted.

With predicted data rate loss, the line-wise successive crosstalk cancellation scheme is
applied to the new lines and those existing running lines which are strongly affected. Fig-
ure 8.9 shows the achieved data rates of all 18 cables. Obviously, after applying the pro-
posed cancellation scheme the QoS requirements of those victim lines are fulfilled again.
Meanwhile, the new active lines also achieve their QoS targets.
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Figure 8.9: The achieved data rates of all cable lines by applying successive cancellation

The additional number of crosstalk signals cancelled for each existing running line as well
as for the new active lines is denoted as Δqi and listed in Table 8.5. The individual cable
length is also shown in the table. It can be observed that among the three new coming
lines, two of them have relatively strong influence to the existing running lines due to the
short cable lengths in the upstream transmission. As shown in the table, in most cases
only 1 or 2 new crosstalk interference components need to be dealt with to achieve the
rate requirements again. So the proposed algorithm adapts to the new crosstalk situation
quite well. In total 98 crosstalk signals are cancelled for 18 lines resulting in about 32%
complexity which is similar as that in the stationary scenario.

91



CHAPTER 8. QOS-AWARE CROSSTALK CANCELLATION

Table 8.5: Additional number of crosstalk components cancelled after new line activation

Line i 1 2 3 4 5 6 7 8 9 10
Length (m) 300 325 400 425 450 500 525 550 600 625

Δqi 0 1 2 1 2 1 2 1 0 1
Line i 11 12 13 14 15 16 17 18

ΣqiLength (m) 650 700 725 775 800 350 375 675
Δqi 2 1 1 2 3 4 3 6 33

ments of the lines or users are developed. In the QoS-based partial cancellation schemes,
the crosstalk interference components are cancelled in a step-by-step and line-by-line
procedure until the individual QoS requirements are fulfilled. It is shown that with such
cancellation schemes, the crosstalk selection algorithms dynamically adapt to the users’
QoS requirements and the performance of each line or user is successfully tailored to ful-
fill its own requirement. In this case, the overall computation complexity of the system
remains low and is distributed to the different lines or users more wisely.

Furthermore, as the computation complexity is only spent to the running lines for ful-
filling their QoS requirements, whenever new lines become active, further computation
complexity need to be spent to the existing running lines whose QoS are severely im-
pacted as well as to the new active lines. Therefore, the successive partial cancellation
scheme facing such dynamic situation is proposed. The performance degradation due to
newly activated lines is first estimated in the proposed cancellation scheme and then a
line-wise partial crosstalk cancellation considering the computation complexity and the
QoS figures is organized in a successive way for those significantly influenced cable lines.
It is shown that the proposed algorithm can properly react to the dynamic situation and
guarantee the QoS requirements of the victim lines as well as the new active lines.
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In this chapter, the partial crosstalk cancellation schemes being aware of the QoS require-



9 Power Allocation for Crosstalk
Cancellation

In chapters 5, 7 and 8 the details of the subcarrier-based signal processing for completely
eliminating or partially removing crosstalk interference in VDSL2 systems are discussed.
In such crosstalk cancellation techniques, signal level coordination is needed either at the
transmitters or at receivers. However, this is not always possible either to the run-time
complexity of DSL modems or the deployment of the transceivers. In such case, some
crosstalk interference components remain in the systems and the transmission power of
those crosstalk signals will affect the performance figures. Therefore, global signal pro-
cessing techniques like power allocation are considered in this chapter to optimize the
system performance.

9.1 State of the art

9.1.1 Water-filling (WF) and iterative water-filling (IWF)

In a single-line DMT transmission system which has multiple parallel subchannels in
the transmission band, the optimal solution of distributing a certain amount of power
among the plurality of parallel non-interactive channels is well-known as the so-called
water-filling principle [CTW+91], [Gal68].

For a bank of K parallel subchannels, the water-filling principle provides the optimal so-
lution to two problems: to maximize the data rate R with a fixed transmit power P and to
minimize the transmit power P with a fixed data rate.

For the first problem, the maximization is achieved when the sum of the number of bit
bk being loaded on individual subchannel k is maximized, subject to a total power con-
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max
bk ,Pk

{
R
}

� max

{K−1∑
k=0

log2

(
1+ 1

Γ
· |Hk |2Pk

σ2
z

)}
, (9.1)

subject to
K−1∑
k=0

Pk ≤ P. (9.2)

Using Lagrange multipliers, the cost function to maximize (9.1) subject to the constraint
in (9.2) becomes

1

ln2

∑
k

ln
(
1+ 1

Γ
· |Hk |2Pk

σ2
z

)
+λ

(∑
k

Pk −P
)
. (9.3)

Differentiating with respect to Pk , it can be obtained that the optimum water-filling trans-
mit power satisfies

Pk +Γ · σ2
z

|Hk |2
=μ= constant. (9.4)

As transmit power can only have positive values in practice, the power level of each sub-
channel is defined as

Pk =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
μ− Γσ2

z

|Hk |2
if

Γσ2
z

|Hk |2
<μ

0 if
Γσ2

z

|Hk |2
≥μ

(9.5)

and the constant threshold μ is determined by solving a set of linear equations which has
the water-filling distribution as its solution:

μ=
P +Γ ·

K ′∑
k ′=1

σ2
z

|Hk ′ |2
K ′ , (9.6)

where K ′ is the total number of loaded subchannels with transmit power larger than
zero.

Similarly, for the second optimization problem, the total transmit power P is to be mini-
mized subject to a given fixed data rate R:

min
bk ,Pk

{
P
}
�min

{K−1∑
k=0

Pk

}
, (9.7)

subject to fs

K−1∑
k

=0

log2

(
1+ 1

Γ
· |Hk |2Pk

σ2

z

)
= R. (9.8)
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After correct differentiation the solution to the transmit power minimization problem is
again the water-filling solution given by equation (9.4).

The optimal water-filling solution is based on the assumption that a continuous rate is
possible. However, in practice, bit loading with fractional values can not be implemented
and typically there is only a set of discrete rates: 1-15 bits per subcarrier. Therefore, sub-
optimal loading algorithms to approximate the water-filling solution are proposed accord-
ing to the two objectives: maximize the data rate subject to a fixed power constraint and
minimize the transmit power subject to a fixed data rate constraint. For example, there are
two well-known algorithms: Chow’s bit loading algorithm [CCB95] computing a bit distri-
bution by rounding of approximate water-filling results and Levin-Campello algorithm
[Cam98], [SSCS03] using the greedy optimization method.

For multiple-line DMT transmission systems, power distribution among all lines and all
subcarriers is much more complicated. The performance of each line depends not only
on its own power allocation, but also on the power allocation of the other lines. In par-
ticular, when transmitters or receivers are located in different distances trying to com-
municate with the same central office at the same time, the interference from the closer
transmitters might even overwhelm the signals from the farther transmitters.

Iterative water-filling as an extension of optimal water-filling solution in a single line trans-
mission system is proposed in [YGC02]. The power control algorithm is based on the for-
mulation of the multiuser environment as a noncooperative game and specifically consid-
ering the frequency-selective nature of the DSL channels. Starting from any initial given
total power Pi of line i , each line independently maximizes its own data rate Ri by water
filling over the noise and interference from other other lines:

max
Pk,i

{
Ri
}

� max

{K−1∑
k=0

log2

(
1+ 1

Γ
· |Hi i ,k |2Pk,i∑M

j=1, j 	=i |Hi j ,k |2Pk, j +σ2
z

)}
, (9.9)

subject to
K−1∑
k=0

Pk,i ≤ Pi , and (9.10)

Pk,i ≥ 0. (9.11)

The iterative water-filling algorithm contains two stages. The inner stage takes a set of
power constraints for each line as input to derive optimal power allocation and its corre-
sponding data rate; the outer stage finds the optimal total power constraint for each line
for achieving its target data rate. In other words, in the inner stage, with a fixed total power
constraint for each user, the lines sequentially update their power allocation according to
water-filling principle while regarding the interference from other lines as noise until the
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process converges; and in the outer stage, the total power of each line is increased or re-
duced by a small amount depending on whether the data rate achieved in the inner stage
is below or much above the corresponding target data rate of the line. It is concluded in
[YGC02] that the iterative process converges from any initial spectrum to a unique point
in DSL lines.

To implement the iterative water-filling algorithm, each user must know its target data
rate a priori. Therefore, a centralized agent is needed to determine the set of achievable
target rates. This shall be done in the loop planning stage.

9.1.2 Optimal spectrum balancing (OSB)

In a cable binder with different length cables, long lines are typically experience large at-
tenuation at high frequencies and they are only active on low frequencies. In contrast,
short lines experience relatively flat attenuation with frequency. So it might be wise to
switch off the low frequency subcarriers of the short lines and transmit only in high fre-
quencies, which are not used by the long lines. In such case, short lines can still achieve
good data rate and meanwhile, the crosstalk interference from short lines to long lines is
reduced.

However, the above-addressed iterative water-filling algorithm can not follow this approach
as short lines experiencing low crosstalk interference are always assigned relatively flat
transmission PSDs and the low frequencies are not switched off. This leads to poor per-
formance of the long lines.

Additionally, although the iterative water-filling algorithm converges to a unique point, it
does not guarantee any optimality. The multiple-lines DSL channel without signal level
coordination is an example of an interference channel in multiuser information theory.
To achieve the boundary of the capacity region for the interference channel is a long-
standing problem in multiuser information theory. Restricting to two user case, the prob-
lem can be defined as

max
Pk,1,Pk,2

{
R2

}
, (9.12)

subject to R1 ≤ R target
1 , (9.13)

and
K−1∑
k=0

Pk,i ≤ Pi , i = 1,2. (9.14)

An extension to more than two users follows naturally. The rate region is a plot of all possi-
ble operating points or rate combinations that can be obtained in a multiuser channel.
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The main difficulty for the optimal design is the computational complexity associated
with the optimization problem. An exhaustive search leads to a complexity exponentially
increasing with the number of subcarriers K and the number of users in the systems.
In a discrete bit loading case, maximum bmax = 15 bits can be loaded on each subcar-
rier. I.e., there are bmax + 1 possibilities of bit loading per subcarrier, corresponding to
bmax +1 possibilities of power distributions on each subcarrier. The resulting complexity
is O

(
(bmax +1)MK

)
. This leads to a computationally intractable problem.

A method, the so-called optimal spectrum balancing (OSB) which is optimum within
the current capacilities of DSL modems in a synchronized DMT system is proposed in
[CYM+06], [YLC04] and [YL06]. It is shown in [CYM+06] that solving the original optimiza-
tion problem of (9.12) with the rate and power constraints of (9.13) and (9.14) is equivalent
to maximize the weighted rate sum under the power constraint (9.14):

max
Pk,1,Pk,2

{
ωR1 + (1−ω)R2

}
, ω ∈ [0,1]. (9.15)

The power constraint (9.14) can be incorporated into the weighted rate-sum optimization
by defining the Lagrangian

L �ωR1 + (1−ω)R2 −λ1
∑
k

Pk,1 −λ2
∑
k

Pk,2, (9.16)

where λi is the Lagrangian multiplier for line i which is chosen such that either the power
constraint on line i is tight (

∑
k Pk,i = Pi ) or λi = 0. Accordingly, the constrained optimiza-

tion can be solved by the unconstrained optimization

max
Pk,1,Pk,2

{
L
(
ω,λ1,λ2,Pk,1,Pk,2

)}
. (9.17)

Using a technique called dual decomposition [YLC04] the exponential complexity in the
number of subcarriers K can be reduced. Defining the Lagrangian on each subcarrier k
as

Lk �ωbk,1 + (1−ω)bk,2 −λ1Pk,1(bk,1,bk,2)−λ2Pk,2(bk,1,bk,2), (9.18)

the Lagrangian (9.16) can be decomposed into a sum across subcarriers of Lk :

L =∑
k

Lk . (9.19)

Thus, the overall optimization can be split into K per-subcarrier optimizations that are
coupled only throughω, λ1 andλ2 and can be solved by exhaustive M-dimensional search
on each subcarrier. This will lead to a linear, rather than exponential, complexity in K and
a computationally tractable search.
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For the implementation of the OSB technique, three loops are needed: an outer loop that
varies ω, an intermediate loop that searches for λ1, and an inner loop that searches for λ2.
The bisection method can be used in each loop of searching. The OSB technique can be
extended to more than two users’ case in a straightforward way.

9.2 Sequential power allocation (SPA)

The OSB technique overcomes the exponential complexity in the number of subcarriers
K through the use of dual decomposition. However, the computational complexity associ-
ated with the overall optimization, although linear in K , is still exponential in the number
of lines M . Here, we propose a sequential power allocation (SPA) method as a heuristic
method to further reduce the computation complexity.

As its name indicates, a sequential procedure is applied in the method. The idea of the
sequential power allocation is starting with the line having the best channel condition,
to perform the data rate maximization of this line and then to reduce its target data rate
while maximizing the data rate of the line with the second best channel condition. The
procedure continues sequentially until the line with the second worst channel condition
obtains its target data rate and the line with the worst channel condition achieves the
maximum data rate it can get under the power distribution condition of all other lines.

As an example, Figure 9.1 illustrates this idea. Assuming lines 1 to 3 are sequenced accord-
ing to their channel condition and starting with line 1 having the best channel condition,
its data rate can be maximized:

max
Pk,1

{
R1

}
, subject to

∑
k

Pk,1 ≤ P1. (9.20)

As shown in the figure, the point (Rmax
1 ,0,0) is achieved.

Then, considering the target data rate Rtarget
1 of line 1, the data rate of line 2 having the

second best channel condition can be maximized while reducing the maximum data rate
Rmax

1 of line 1 to its target data rate R target
1 :

max
Pk,2

{
R2

}
, (9.21)

subject to ΔR1 = Rmax
1 −R target

1 , (9.22)

and
∑
k

Pk,2 ≤ P2. (9.23)

Accordingly, the point (R target
1 ,Rmax

2 ,0) is achieved.
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Figure 9.1: Data rate regions in the upstream VDSL2 system with 2 cable lines

Fixing the power distribution of line 1, the data rate of line 3 can be maximized while
reducing the maximum data rate Rmax

2 of line 2 to its target data rate Rtarget
2 , similar as the

maximization of the data rate of line 2.

Assuming lines 1 to M are sequenced according to their channel condition, the sequential
power allocation algorithm can be described as two steps:

1) The step of the initialization as defined in (9.20).

Defining the Lagrangian to incorporate the power constraint

L1 �R1 −λ1
∑
k

Pk,1, (9.24)

it is to solve the unconstrained optimization

max
Pk,1

{
L1

(
λ1,Pk,1

)}
. (9.25)

Similar as in the OSB technique, the dual decomposition technique can also be applied
here to reduce the exponential complexity in the number of subcarriers K :

Lk,1 � bk,1 −λ1Pk,1. (9.26)

Thus, 1-dimensional exhaustive search is applied in each subcarrier.
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2) The step of allocating power for line i , i = 2,3, . . . , M sequentially while reducing the
maximum data rate Rmax

i−1 of line i −1 to its target data rate R target
i−1 :

max
Pk,i

{
Ri
}
, (9.27)

subject to ΔRi−1 = Rmax
i−1 −R target

i−1 , (9.28)

and
∑
k

Pk,i ≤ Pi . (9.29)

Similar as in step 1), the Lagrangian for the optimization of line i as well as dual decom-
position can be applied, and the Lagrangian on each subcarrier k can be defined as

Lk,i � bk,i −λi Pk,i . (9.30)

So, if considering the objective (9.27) and the power constraint (9.29) only, it is to maxi-
mize Lk,i on each subcarrier k for each line i :

max
Pk,i

{
Lk,i

(
λi ,Pk,i

)}
. (9.31)

When further taking the rate constraint (9.28) into account, we can define a value of effi-
ciency:

υk,i =Δbk,i −λiΔPk,i , (9.32)

where the penalty ΔPk,i is the additional power allocation of line i on subcarrier k and the
gain Δbk,i is the bit increase of line i on subcarrier k due to its power increase ΔPk,i .

For a certain λi of line i , the maximum value υmax
k,i on each subcarrier k is calculated and

the corresponding bit reduction of line i − 1 is denoted as Δbk,i−1. For each line i , we
sequentially find out the subcarrier with the biggest value υmax

k,i among all subcarriers and
allocate the corresponding power on the subcarrier until the maximum data rate Rmax

i−1 of

i −1 is reduced to it target data rate R target
i−1 :

∑
k fsΔbk,i−1 =ΔRi−1.

In this step, 2-dimensional search on each tone for each line is performed. Therefore, the
M-dimensional search in the OSB technique is simplified in the sequential power alloca-
tion. Considering the complexity of the bisection search, in the sequential power alloca-
tion, log2 (1/ελ) iterations is required for each line, where ελ is an accuracy required by all
λi and typically set as 10−10. This results in a computation complexity

VSPA =O
(
K M(bmax +1)2 ·33

)
for the method of sequential power allocation. In contrast, in the OSB method, as bisec-
tion is done on λ1 to λM such that the power constraints on all M users become tight, the
resulting computation complexity is

VOSB =O
(
K M(bmax +1)M 33M )

,
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which is much higher than the proposed sequential power allocation method.

The proposed sequential power allocation method can also be easily combined with par-
tial crosstalk cancellation schemes. During the sequential power allocation procedure,
whenever the maximum data rate Rmax

i of line i is smaller than the target data rate R target
i

of line i , partial crosstalk cancellation for line i can be additionally applied to eliminate
the crosstalk interference coming from lines 1 to i −1 without affecting the power alloca-
tion of those lines. In this case, the sequential power allocation procedure can be started
over from line i and further process line i +1, and so on.

9.3 System performance with sequential power allocation

In this section system performance with sequential power allocation is presented. We
consider the upstream transmission scenario with different cable lengths as shown in Fig-
ure 5.5b. The system parameters are chosen as in Table 5.2 except the transmitter PSD.
The mask of the transmit PSD is not applied and the 998 FDD bandplan is use. The maxi-
mum transmit power for each line is given as 11.5dBm.

We first consider a very simple scenario with only 2 cable lines, where both of the pro-
posed sequential power allocation scheme and the optimal spectrum balancing technique
can be applied, and show the comparison of their achievable data rate region. Then, more
cable lines in the binder are considered in the sequential power allocation scheme and the
results for different sets of target data rates are shown in comparison with the case that
no power allocation is applied. In the end, the results achieved by the sequential power
allocation scheme in combination with the partial crosstalk cancellation schemes is pre-
sented.

a) 2-line scenario

In the first scenario, a short line of 0.6 km and a long line of 1.2 km are considered. The
rate region obtained by the sequential power allocation scheme is plotted in Figures 9.2
in comparison with that of the optimal spectrum balancing. Furthermore, the data rates
achieved with/without crosstalk cancellation in the system having flat transmission PSD
over all subcarriers are also shown in the figures.

It can be observed that the performance achieved by the sequential power allocation
scheme is quite close to that of optimal spectral balancing. In particular, in the lower
data rate range of the short line, the achievable data rate of the long line are identical for
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Figure 9.2: Data rate regions in the upstream VDSL2 system with 2 cable lines

both schemes. In the relatively high data rate range of the short line, there exists a small
performance gap between the low complexity scheme and the optimal one. Nevertheless,
the maximal data rate loss of the long line in the sequential power allocation scheme is
less than 25%.

For the detailed analysis of the two schemes, the PSDs of two cable lines corresponding to
a rate of 36Mbps transmitted on the short line are depicted in Figures 9.3 and 9.4 for the
optimal spectrum balancing and sequential power allocation, respectively.

In Figures 9.3 the PSDs of both cable lines obtained by optimal spectrum balancing are
shown. In the high frequency band, the long line is switched off as the attenuation of
the long line is very high and the crosstalk interference from short line to the long line is
also high. In such case, the transmit PSDs of the short line in the low frequency band are
significant reduced so as to also reduce the interference to the long line.

As shown in Figure 9.4, the transmit PSDs of the two cable lines obtained by sequential
power allocation behave in a similar way. The short line’s transmit PSDs are also reduced
to a very low level at the place where the long line is transmitting. However, it can be
observed that the low frequency band is not completely assigned to the long cable line in
sequential power allocation scheme. The algorithm tends to further increase the power
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Figure 9.3: Optimal spectrum balancing PSDs

level of the long line at lower frequencies rather than assigning higher frequencies where
the cable line has larger attenuation.

b) scenario with more cable lines

In this scenario we consider a cable binder with more lines having different cable lengths.
The cable lines range from 0.6 km to 1.2 km with 0.1 km increase, indexed from 1 to 7. Two
sets of target data rates are considered as shown in Figures 9.5 and 9.6 .

It can be seen in the figures that without applying transmit power allocation, the shortest
line obtains extremely high data rate whereas the longer lines, e.g. lines 5 - 7 can hardly
maintain their transmission.

The first set of target data rates as shown in Figure 9.5 is set to maintain relatively high
transmit rates for shorter lines and meanwhile enable the transmission of the longer lines.
The second set of target data rates shown in Figure 9.6 reduces the transmit rate of the
shortest line to a moderate level and providing the longer lines considerable transmit
rates in view of their channel conditions. It can be seen that after applying sequential
power allocation among the cable binder, in both cases, the achieved data rates of all ca-
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Figure 9.4: Sequential power allocation PSDs

ble lines are shaped according to the targets. Furthermore, the line 7 having the worst
channel condition can also obtain a relatively high data rate.

c) scenario with QoS-based partial crosstalk cancellation applied

In this scenario, we still consider the cable binder with 7 lines ranging from 0.6 km to
1.2 km with 0.1 km increase. Sequential power allocation is applied in combination with
the QoS-based partial crosstalk cancellation scheme. The achievable data rates are pre-
sented in Figure 9.7 in comparison with the data rates obtained by partial crosstalk can-
cellation with equal transmit power for each lines. The data rates obtained in the case
without crosstalk cancellation and power allocation is also plotted as reference.

To achieve the given target data rates as shown in Figure 9.7, QoS-based partial crosstalk
cancellation is first applied. The achieved data rates is shown in the figure with black dash-
dot line. The corresponding number of crosstalk interference components qi cancelled
for each cable line is shown in Table 9.1. Indeed, due to the bad channel condition of line
7, it is not possible to achieve its target data rate even if all crosstalk interference has been
cancelled out. Moreover, as power allocation is not applied in this case, all subcarriers
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Figure 9.5: Data rates achieved by sequential power allocation with target data rate set 1
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Figure 9.6: Data rates achieved by sequential power allocation with target data rate set 2

applied for all subcarriers, namely 1147 subcarriers in the upstream transmission.

Then, sequential power allocation is applied in combination with the QoS-based partial
crosstalk cancellation scheme. The achievable data rates are shown in Figure 9.7 with
blue dash line and the corresponding number of crosstalk interference components qi

cancelled for each cable line is shown in Table 9.2.

It can be observed that when the sequential power allocation scheme is applied in addi-
tion, the number of crosstalk interference components to be cancelled for longer lines is
reduced. This is due to the fact that in sequential power allocation the longer lines stop
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Figure 9.7: Data rates achieved by sequential power allocation with QoS-based PCC

Table 9.1: Crosstalk component number eliminated by the QoS-based partial cancellation
without sequential power allocation

Line i 1 2 3 4 5 6 7
Σqiqi 1 2 2 2 4 5 6

ci 1147 1147 1147 1147 1147 1147 1147 25234

transmission in the high frequency band where their attenuation is large and the transmit
PSDs of shorter lines in the low frequency band are significantly lowered. Accordingly, the
crosstalk interference level of the longer lines is reduced.

For shorter lines, as they ”sacrifice” their sweet low frequency band to reducing crosstalk
interference to longer lines, they need to cancel higher level crosstalk interference at their
transmission bands compared with the case that equal transmit PSDs are applied in the
partial cancellation scheme.

However, as shown in Table 9.2, the number of subcarriers ci where crosstalk cancellation
need to be applied in each line i is reduced as not all subcarriers are used for the trans-
mission when sequential power allocation is applied. Consequently, the overall number
of crosstalk components cancelled in case that the sequential power allocation is applied
in addition, is much smaller than applying partial cancellation only.
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Table 9.2: Crosstalk component number eliminated by the QoS-based partial cancellation
with sequential power allocation

Line i 1 2 3 4 5 6 7
Σqiqi 1 2 2 2 4 5 6

ci 854 1050 1004 893 635 352 336 16177

In this chapter, power allocation techniques are considered in VDSL2 systems. Starting
from the state of the art different power allocation schemes are addressed and then a
heuristic method, namely sequential power allocation scheme is developed. The capacity
region achieved by the sequential power allocation scheme in case of two cable lines in a
cable binder as well as the data rate performance obtained in the binders with more cable
lines are presented.

In the proposed sequential power allocation scheme, as its name indicates, power alloca-
tion is performed sequentially from the cable line having the best channel condition to
the line in the worst channel condition. In each step of the power allocation procedure,
the data rate of the considered line is maximized while the data rate of its previous line is
reduced to its target data rate. Comparing with the so-called optimal spectrum balancing
technique, the proposed sequential power allocation scheme need much less computa-
tion complexity and provides a performance with small data rate reduction.

Furthermore, the proposed sequential power allocation scheme can easily be combined
with partial cancellation schemes. It is shown that the run-time cancellation effort can be
reduced when sequential power allocation is applied in addition to the QoS-based partial
cancellation scheme to achieve certain target data rates.
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10 Summary

Crosstalk interference is the major performance limitation in modern DSL systems. In-
stead of accepting it as performance degradation, this thesis focuses on different crosstalk
cancellation techniques to deal with such impairment. More specifically, signal level co-
ordination for crosstalk interference cancellation as well as spectral coordination for re-
ducing crosstalk interference in a cable binder is considered.

Assuming that in the CO the transceivers are co-located and perfect CSI is available, zero-
forcing base upstream crosstalk cancellation and downstream channel decomposition
based precoding are proposed. Simulation results show that for the short cable lines,
the achievable data rates can be doubled or even tripled with crosstalk cancellation tech-
niques and for the long cable lines, data rate performance can be significantly improved.
In some special cases, data transmission can be enabled by applying cancellation tech-
niques to those lines which suffer so much from crosstalk interference that they can barely
transmit anything.

In case that CSI is not available, channel estimation aspects are considered. It is shown
that without perfect CSI there exists tens of Mbit/s data rate loss when applying the crosstalk
interference cancellation schemes. Data rate performance can be improved with higher
channel estimation accuracies. Reducing MSE by a factor of ten in the estimation, data
rates approaching the performance of perfect CSI can be achieved with upstream or down-
stream crosstalk cancellation.

Based on the proposed crosstalk cancellation schemes, the computation complexity issue
is further considered in the systems. The line-wise partial crosstalk cancellation schemes
for reducing the computation complexity in upstream and downstream crosstalk cancella-
tion are introduced and it is illustrated that with less than 50% of computation complexity
spent in full crosstalk cancellation, most cable lines in a binder can achieve the data rate
performance close to that of full cancellation. That’s to say, a good trade-off can be pro-
vided by the partial crosstalk cancellation schemes between the data rate performance
and the computation complexity need to be spent for crosstalk cancellation.
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cancellation scheme that provides joint signal processing among adjacent cable lines and
meanwhile takes different QoS requirements into account are developed and analyzed. It
is shown in the simulations that with the developed QoS-based partial crosstalk cancel-
lation scheme, the performance of each user/line can be successfully tailored to fulfill its
own requirement. In contrast, about 30% users/lines would not be satisfied if the ordinary
partial crosstalk cancellation is applied instead. Moreover, considering the realistic situ-
ation that crosstalk interference levels of individual lines may dramatically change due
to the transmission status of new or existing interfering lines, a successive cancellation
scheme is proposed and shown to successfully predict the effect of the channel changes
and further adapt to meet the QoS demands in such dynamic situation.

Last but not least, spectral coordination for crosstalk interference cancellation is inves-
tigated. A heuristic method, namely sequential power allocation is developed and com-
pared with the optimal spectrum balancing technique. The sequential power allocation
is shown to have much less computation complexity and provide a performance with rel-
ative small data rate reduction. It is also shown that the proposed sequential power al-
location scheme can be easily combined with the partial crosstalk cancellation schemes,
thereby reducing the run-time computation complexity in the crosstalk cancellation pro-
cedure.

It can be concluded that for modern DSL systems, there will be great advantages to per-
form joint signal processing to eliminate crosstalk interference among adjacent lines in a
cable binder. Computation complexity can be dramatically saved in the crosstalk cancel-
lation procedure by partially cancelling the dominant crosstalk interference components
and achieve a good trade-off between system performance and complexity. Furthermore,
benefitting from the proposed QoS-aware crosstalk cancellation scheme, the computa-
tion complexity of crosstalk cancellation can also be spent according to the QoS demands
of the users or lines. Additionally, the low complexity sequential power allocation scheme
can be further applied in future systems for reducing crosstalk interference.
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