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Introduction

1.1 Motivation

Computer Aided Engineering (CAE) technologies have become powerful tools
especially but not limited to the design, evaluation and verification of tech-
nical systems. The modeling of physical processes and configurations on
computer systems constitutes a major basis for an efficient product develop-
ment process and for the solution of a huge variety of engineering problems.
Technologies for Computer Aided Design (CAD), Computational Fluid Dy-
namics (CFD) simulation, Finite Element Analysis (FEA), computational
optimization and response surface methodologies are well established in the
domain of engineering design, and are gradually replacing expensive physical
modeling processes. An increase of data resulting from this boost in the usage
of computational engineering tools together with high pressure toward faster
and efficient product development cycles makes a consistent and thorough
information and knowledge handling imperative.

More recently, technologies from computational intelligence and data min-
ing have been adopted to exploit experimental design data and computational
resources for the support of engineers in the decision making process. How-
ever, the multidisciplinary characteristics of complex design processes and the
huge variability in computational design representations hinders the analysis
of design data beyond individual design configurations and processes. Espe-
cially the variation in the computational representations being used, makes
an efficient knowledge exchange between various design processes difficult.

The fusion of information from different computational models becomes
indispensable for implementing a holistic data mining process and goes be-
yond the storage and administration of raw design data. It requires the
definition of a unified and typically high dimensional system design repre-
sentation. Such a representation makes designs exchangeable between design
processes and engineers and builds the basis for a holistic analysis of the
design data.
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CHAPTER 1. INTRODUCTION

Deploying sophisticated technologies from statistics, information theory,
data mining, and computational intelligence upon a unified object repre-
sentation is assumed to be the key paradigm for improving the efficiency
of the design process, and for reducing the time to market for products in
the future. With the integration of data mining technologies on a unified
basis, decisions and knowledge can be made indelible throughout the exis-
tence of the developed design and beyond potential reorganizations of design
processes, engineering teams and competences.

However, the application of data mining or related technologies to a high
dimensional unified representation goes beyond the usage of modern data
modeling techniques, it requires the consideration of all aspects of the data
mining process including pre-processing, feature extraction, data modeling,
visualization and utilization of the considered design data.

The concepts for shape mining, introduced in this thesis, instantiate un-
structured surface meshes as a unified representation of the shape of three
dimensional objects related to the domain of aerodynamic and structural de-
sign. The described concepts focus on the investigation of technical systems
designed for optimal fluid dynamics performance, motivated from the request
of engineers in the domain of car, airplane and boat design. Techniques and
prerequisites for integrating technologies regarding the analysis of shape data
and the support for decision making within the engineering design process are
studied. The suggested methodologies consider the representation of designs,
the extraction of valuable information from existing design and performance
data and the utilization of the acquired information.

1.2 Overview

An overview of the shape mining concept is depicted in Fig. 1.1. The diagram
summarizes the studied topics of this thesis, which is organized as follows.
Chapter 2 provides an introduction to the engineering design synthesis
process. The interplay between engineers, design synthesis and analysis are
discussed on a conceptual basis. Thereafter, a compact review of the state
of the art in computer aided engineering and design analysis is given. As an
example, aspects of the synthesis process are discussed based on the gener-
ation of passenger car design data. The resulting designs and performance
numbers are the basis for experimental studies throughout the thesis.
Chapter 3 introduces unstructured surface meshes as a unified object
representation in the domain of aerodynamic and structural design. The
definition of a unified object representation is a pre-requisite for the im-
plementation of a holistic data modeling process. Methods for evaluating

6
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1.2. OVERVIEW
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Figure 1.1: Low level view on the shape mining process. Summary of the
main components of the thesis.

the differences between local surface characteristics are described. Based on
the surface mesh representations of the passenger car designs, a statistical
analysis of the surface feature variations provides means, e.g., to compare
individual designs or to evaluate the course of design processes.

Chapter 4 studies methods for extracting knowledge about the interrela-
tion between design feature variations and changes in the design performance
based on the unified shape representation. Standard methods for sensitivity
analysis are reviewed and a robust variant of the mutual information is com-
pared to its information theoretic definition. Applied to the passenger car
design data, the sensitivity analysis provides tools to filter potentially irrele-
vant design features from the design data. K-nearest neighbor algorithms are
studied, allowing to control the locality of the sensitivity estimates. The ap-
plication of more sophisticated methods of knowledge formation necessitates
to resolve the typical drawback of the universal design representation, i.e.,
its high dimensionality. Exploiting the geodesic distance together with the
sensitivity information, a new algorithm is proposed to derive larger sensitive
design areas, and with that derive a reduced object shape representation.

7
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CHAPTER 1. INTRODUCTION

Chapter 5 investigates the retrieval of abstract design concepts. The
reduced feature sets from the sensitivity analysis facilitate the application of
enhanced modeling techniques from data mining and computational intelli-
gence to the design data. In this chapter, the procedure for the retrieval,
representation and evaluation of abstract design concepts is generalized and
can be carried out independently of the used modeling technique. A new
measure of concept relevance is defined, which evaluates extracted design
concepts based on the estimation of their utility. The new measure allows
the ranking of concepts according to the formulation of the engineers’ objec-
tives. Self-organizing maps and decision tree models are studied and applied
to the passenger car design data with the purpose of retrieving relevant design
concepts described by human-readable design rules.

In Chapter 6 an information theoretic approach for the identification of
design interactions is investigated. The measure of interaction information,
an extension of the mutual information to multiple variables, provides a com-
putational means to quantify the joint influence of distant design areas on the
design performance. The resulting interaction graph, a graphical representa-
tion of the information measures, provides a fast and easy way to visualize
rather complex statistical dependencies. Results from the interaction analy-
sis provide valuable information, which can be utilized to decompose complex
design tasks into simpler, functional independent subcomponents.

The major results and contributions of this thesis are summarized in
Chapter 7. Ideas and possible directions for future research are proposed
in the outlook of the thesis.
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Design Synthesis

The engineering design synthesis is a versatile process with a close coopera-
tion between engineers, experimental facilities and computer systems, which
furthermore requires an efficient interplay between design and analysis ac-
tivities, conceptually discussed in this chapter. In the recent years, many
computational tools and methodologies have been developed to support en-
gineers in the design, optimization and analysis of technical systems. A com-
pact overview on the state of the art methods in computer aided engineering
design are given in this chapter.

The generation of computer readable design data during the design syn-
thesis, e.g., using computer aided engineering tools, is the groundwork for
a holistic data driven analysis and knowledge extraction framework. Given
the exterior design of a passenger car as an example, relevant properties of
the design process are explained. Throughout the thesis, the generated pas-
senger car design data defines a solid base for studying data mining concepts
for knowledge extraction within the shape mining framework.

2.1 Engineering Design

The engineering design process can best be described as a goal oriented it-
erative decision making process [Pahl et al., 2007; Evbuomwan et al., 1996].
In each iteration, engineers decide about individual or a sequence of de-
sign variations that lead to a final design configuration, fulfilling pre-defined
constraints and design goals. This requires that initial decisions about the
design representation, the evaluation technique and constraints are made,
which are continuously reviewed during the progress of the design process.
The efficiency and success of any design process depends on the decisions
taken and thus on the experiences and knowledge of the engineers. In order
to augment and distribute any supplementary knowledge, a distinct analysis
process is indispensable after the actual modeling, production and evalua-

9
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CHAPTER 2. DESIGN SYNTHESIS

tion of design instances. As depicted in Fig. 2.1, each design process can
be partitioned into distinct phases: the actual synthesis process, referring to
the process of generating new design variations, the analysis process, relat-
ing to the formation of new domain knowledge from the results, and finally
the decision making process that derives new formulations about the design
strategy, representation, constraints and objectives.

Process i Process i+1

sp g —|> sP g —|I>

5-h| |

Figure 2.1: Flow chart of a serial design process configuration. Process 1
defines the baseline of the subsequent process i+ 1, where design information
18 passed from process i to its successor. Fach process includes the actual syn-

thesis process (SP), the analysis processes (AP), the decision making process
(DMP) and a database (DB) for data storage.

Large scale systems often require a subdivision of the entire design con-
figuration and the design process in order to handle their complexity. Thus,
the outcome of each design process defines just an intermediate step within
the overall synthesis process. Such interrelations between processes can be
classified into serial or parallel process configurations, illustrated in Fig. 2.1
and Fig. 2.2, respectively.

In a serial configuration, preceding design processes define the starting
configuration or constraints for a subsequent design process. Process infor-
mation is transferred at the interface between successive processes. Typ-
ically, the exchange of information is limited to information related to the
final design configuration. The exploitation of intra-process information from
process ¢ by process ¢ + 1 is not modeled in such a pattern and completely
relies on the engineers involved. Thus, design data and the results from the
analysis and decision making are properties of each individual process, where
in each process often distinct representations of the design or parts of it are
used. Hence, variations are applied and decisions are made based on indi-
vidual representations, ignoring the holistic view on the design. The analysis

10
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2.1. ENGINEERING DESIGN

process, where decisions are made, refers to the representations of the de-
sign in the process and does not integrate information, e.g., from preceding
processes.

Process i

SP DvP

T

|

V Process i+1
(D
W ——=—> AP

sP K] @
é) T

T
|
V V
Merge == ﬁ —_—— AP
Process |

] i

AP

&

Figure 2.2: Flow chart of a parallel process configuration. Results of parallel
processes i and j need to be merged before starting a subsequent process i+ 1.
Fach process includes the actual synthesis process (SP), the analysis processes
(AP), the decision making process (DMP) and a database (DB) for data

storage.

;

In a parallel design configuration a design process ¢ is split into parallel
sub-processes ¢ and 7, as depicted in Fig. 2.2. The parallelization of individual
design processes can increase the efficiency of the overall process. However,
results of parallel processes need to be merged before starting any subsequent
process. Thereafter, design information is exchanged after finalizing all par-
allel processes. A design configuration which is superior with respect to the
constraints and targets of one design process ¢ might be inferior in the light
of a second concurrent process j. In an extreme scenario, different paral-
lel design processes might even act against each other, especially when each

11
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CHAPTER 2. DESIGN SYNTHESIS

process targets the design of a distinct part of the holistic design. Merging
the results of parallel processes can sometimes lead to surprising observations
with respect to overall design properties. Additional expensive subsequent
design steps have to be carried out to balance possible debasements.

Process i ‘ Process |

;
%

Figure 2.3: Flow chart of the integrative design processes configuration. The
synthesis process (SP) and the decision making process (DMP) are properties
of individual processes, whereas the analysis process (AP) integrates informa-
tion from all concurrent and serial processes, requiring the instantiation of a

shared database (DB).

Both, serial and parallel configurations are found in nearly any real world
design process, even so they are not implemented in its pure form. Processes
might partially overlap. Furthermore, serial and parallel process patterns
are used in combination. However, the problems described above still hold.
Analysis and decision making processes are mostly a property of individual
design processes.

For an efficient co-evolution of design processes, design data and related
information needs to be accumulated beyond individual processes through-
out the course of the entire design synthesis, by means of implementing an
integrative process configuration. The concept of the integrative process con-
figuration is depicted in Fig. 2.3. The implementation of a shared database
together with a unification of the design data, i.e., the definition of a unified
design representation and the unified evaluation of the design performance,
facilitates the implementation of a holistic analysis process. In such a con-
figuration, individual design decisions can be made in consideration of the
holistic design. Such global and holistic view on the design data allows an
integrated exchange of domain knowledge at any stage of the design pro-

12
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2.2. COMPUTER AIDED DESIGN SYNTHESIS

cess. Thus, a late merging of process results could be omitted, increasing the
efficiency of the overall process.

To exploit the potential of the integrative process configuration, meth-
ods from the Computer Aided Engineering (CAE) and Data Mining domain
need to be utilized to aid the analysis and design synthesis process. Further-

more, new attempts for the holistic analysis of the design data need to be
established.

2.2 Computer Aided Design Synthesis

Engineers involved in the synthesis of new designs are supported by a huge
assortment of Computer Aided Engineering (CAE) tools, which aid, e.g., the
modeling, creation, evaluation and optimization of technical systems. With
the introduction of Computer Aided Design (CAD) systems, engineers moved
from their writing desk to computerized workstations [Keane and Nair, 2005].
Initially designed for drafting, nowadays, modern CAD systems capture in-
formation about geometric and material properties, as well as process and
manufacturing information for individual designs. From the specification of
the design shapes, high fidelity simulation tools for Computational Fluid Dy-
namics (CFD) and Finite Element Analysis (FEA) facilitate the evaluation
of the functional characteristics of each design on the computer, step by step
replacing expensive physical experiments. With the support of advanced
visualization technologies, domain experts can profit from the analysis of
individual simulation results by accumulating information for consolidated
decision making. Based on the design constraints, the objectives of the de-
sign process and the result of individual simulations, engineers decide about
successive design configurations.

While the decision making based on individual design and evaluation re-
sults is a demanding process, reflecting a trial and success attempt, methods
for the Design of Experiments (DOE) [Forrester et al., 2008; Morris and
Mitchell, 1995] allow a more systematic approach to explore feasible design
configurations. On the basis of the DOE results, response surface methodolo-
gies [Myers et al., 2009] are applicable to speed up the experimental design
process by identifying potentially outperforming design configurations. The
combination of computational optimization technologies with high fidelity
simulations for CFD simulations or FEA can be seen as an additional big
step towards the automation of design processes. Given a set of pre-defined
constraints and objective settings, and typically given a fixed object repre-
sentation, computational optimization technologies implement heuristics to
imitate the iterative decision making process on computers, see [Keane and

13
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CHAPTER 2. DESIGN SYNTHESIS

Nair, 2005] for an introduction. Nature inspired, derivative free search strate-
gies like genetic algorithms [Holland, 1992], evolution strategies [Rechenberg,
1971; Beyer and Schwefel, 2002], simulated annealing [Kirkpatrick et al.,
1983] or particle swarm optimization [Kennedy and Eberhart, 1995] became
prominent in the domain of engineering design in the recent years. An ex-
tensive overview concerning such optimization technologies is provided by
[Montano et al., 2012] or [Saridakis and Dentsoras, 2008].

With the selection of the computational optimization algorithm, and
with the specification of the representation, optimization objectives and con-
straints, the engineers define the strategy for each individual design process.
Computer aided optimization methods, e.g., the CMAES (Evolution Strat-
egy with Co-variance Matrix Adaptation) [Hansen and Ostermeier, 2001] or
model guided evolution strategies [Graening et al., 2010; Reehuis et al., 2011]
even adapt their search strategy online depending on the current state of the
search process. As shown in [Olhofer et al., 2001], an online adaptation
of the design representation during the search does relax the initial search
constraints and can lead to new outperforming design solutions.

In engineering design optimization the evaluation of the objective func-
tions often requires to conduct computational expensive high fidelity simu-
lations, limiting optimization and search strategies to unfold their theoretic
potential. Surrogate assisted search strategies, as the result of the progress
made in the domain of artificial intelligence, allow a partial replacement of
the expensive fitness evaluations by fast approximation models during the
progress of the optimization, e.g., see [Jin, 2005; Forrester et al., 2008; Jin,
2011] for an overview.

Each search and optimization process aided by computer systems pro-
duces a multitude of computer readable design data. Beyond the optimized
design configuration, each design and its related performance carries impor-
tant information about the design domain. The extraction of valuable infor-
mation from all the generated design data requires a systematic attempt for
data analysis.

2.3 Data Analysis

The analysis of design data generated is an indispensable step in any design
process. A precise data analysis may produce new domain knowledge, which
can support engineers in decision making. Methods from data mining provide
a systematic formalism and the necessary means for the analysis of stocks of
data.
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2.3.1 Data Mining

Data mining is a relatively young and interdisciplinary research field in
computer science, which constantly rises in importance, see [Kantardzic,
2001; Rokach and Oded, 2005]. Nowadays, engineers, scientists, biologists,
economists and others profit in their daily business from advances made in
this field. Data mining originates from classical data analysis by means of
statistics and machine learning and integrates techniques from various disci-
plines like evolutionary computation, artificial intelligence, fuzzy logic, rough
set analysis, information theory, and modern data management, to name just
a few. Without attempting to capture all aspects, Kantardzic in [Kantardzic,
2001] provides a short definition of the term data mining: ”Data Mining is
a process of discovering various models, summaries, and derived values from
a given collection of data”.

The interdisciplinarity of data mining is based on the fact that data min-
ing is strongly driven by the posed question to be answered by the given
data, rather than based on certain universal principals observed in nature.
Roughly speaking, data mining provides a standardized procedure together
with a huge collection of methods and concepts for efficiently approaching
the investigation of large amounts of data. Practical experience reveals an
important point, which was explicitly raised by [Kantardzic, 2001], data min-
ing is not solely the selection of an appropriate computer-based tool for a
given problem. Rather, data mining needs to be understood as an iterating
process, which repeatedly revisits the problem stated, the methods chosen,
the results obtained and the conclusions drawn.

According to [Kantardzic, 2001], a typical data mining application needs
to consider the implementation of distinct data mining steps, namely: the
problem statement, the data collection, the data pre-processing, the mod-
eling of the data, the interpretation of the models, and finally a step for
drawing conclusions from the interpretations made. Different data mining
processes with a varying number of individual data mining steps have been
introduced, see e.g. [Han and Kamber, 2006] or [Rokach and Oded, 2005].
However, conceptually they all suggest the implementation of similar individ-
ual steps. The utilization of the conclusions drawn or the knowledge retrieved
is seldom discussed explicitly in the data mining literature but is considered
an important issue in any data mining process.

Fig. 2.4 summarizes all steps of the data mining process that are con-
sidered to be relevant, mainly following Kantardzic’s definition of the data
mining process [Kantardzic, 2001], enhanced with a step for utilizing the
acquired knowledge. Each of the considered steps will be shortly described.
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Figure 2.4: Data mining process according to Kantardzic, see [Kantardzic,
2001].

The problem statement is one of the most important steps in the entire
data mining process that strongly depends on the application domain. It re-
quires to get a thorough understanding of the application and the objectives
of the overall data mining process, so that the individual data mining steps
can be clearly defined. Very often, the problems are related to the identifica-
tion of the intrinsic data structure or the discovery of novel patterns in the
data. In the process of formulating the data mining problem, it needs to be
considered, that the information that can be extracted can only be as rich
as the underlying data and data representation allows.

For an efficient data collection and management, sophisticated database
management systems (DBMS) are available. Nowadays, even open source
database systems provide professional tools to organize, store and retrieve
domain specific data. Nevertheless, it needs to be guaranteed that the stored
data is consistent, where the definition of standards and unified data formats
can help to keep this consistency.

In the pre-processing step meta data required for the actual data mining
process needs to be selected from the entire dataset. It can further be of avail
to transform the data into a different representation, or to handle missing
values and remove outliers. Already the implementation of an appropriate
pre-processing step can be the major challenge for the realization of the entire
data mining process, see [Cios and Kurgan, 2005]. Spending more effort
on an appropriate pre-processing can ease the subsequent data modeling
significantly.

The modeling step targets to derive a computational model from a given
set of data. In data mining one distinguishes between descriptive and predic-
tive models. While descriptive models build up human readable representa-
tions of the data that target to identify new patterns and explain underlying
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phenomena, predictive models aim to approximate the data to predict out-
comes of previously unseen data samples. A rich set of modeling techniques
is available which all have their advantages and drawbacks. A comprehen-
sive summary of modeling techniques is given by [Rokach and Oded, 2005].
Aiming to select the right model, data mining experts face the trade-off be-
tween interpretability and accuracy. Data mining techniques are applied to
support decision making, which requires that conclusions can be drawn from
the generated model. Therefore, the most accurate model might not always
be the best choice to fulfill the goal of the data mining process.

The step of interpreting the model is aiming to transfer the model into
a human readable knowledge representation. The abstract knowledge repre-
sented by the data models needs to be prepared and presented to the applica-
tion experts, from which conclusions can be drawn. Meaningful conclusions
from the data mining process can often be made only in a close cooperation
between data mining and application experts.

The wutilization of the acquired knowledge is often not considered explic-
itly in the data mining process, but is an important step, especially in the
engineering design process. In the utilization step, based on the conclusions
drawn from the model, a certain strategy needs to be defined to use the
resulting knowledge for the improvement of subsequent design processes.

2.3.2 Data Mining for Aerodynamic and Structural
Design

Since the amount of computer readable data generated during design pro-
cesses increases, data mining can be an important technology to exploit the
resulting engineering design data. However, literature related to the extrac-
tion of human readable knowledge in the field of aerodynamic and structural
design is rare. In the following, the most relevant contributions are reviewed.

In [Obayashi and Sasaki, 2003; Jeong et al., 2005; Chiba et al., 2005;
Obayashi et al., 2005, 2010], the authors have addressed the need for the
extraction of knowledge from a given set of design data to gain insights into
the relationship between geometry and multi-criteria performance measure-
ments. The authors applied self-organizing maps (SOM) in order to find
groups of similar designs for multi-criteria performance improvements and
tradeoffs, and used the analysis of variance (ANOVA) technique to identify
the most important design parameters. For example, their methods have
been applied to supersonic wing design.

In [Graening et al., 2009; Rath and Graening, 2011], methods from infor-
mation theory for the purpose of interaction analysis have been investigated.
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With that, the authors targeted to reveal higher order interrelations between
design and flow field properties, tested in the domain of turbine blade and
passenger car design.

In the common approaches, the extracted information is always linked to
a specific and well-defined design representation. Thus, the usability of the
extracted information beyond a particular design and optimization process
is limited. To overcome this drawback, in [Graening et al., 2008] the use of
data mining techniques on the basis of a unified design representation has
been studied. It has been recognized that the extraction of knowledge based
on a uniform design representation goes beyond the application of individual
modeling technologies. It requires the consideration of many aspects of the
complete data mining process.

2.4 Passenger Car Design Synthesis

During the design synthesis of complex systems, typically, design data evolves
from various diverse design processes, where each design process follows a pre-
defined strategy to reach a specific design goal. In this section two design
strategies, as they are often used in CAE, are carried out to create optimal
shapes of a passenger car. The first one implements a global search strat-
egy by means of uniformly sampling a constrained design space. The second
strategy follows a direct local search attempt exploiting the characteristics
of the designs during the progress of the design process. Both strategies
result in design datasets which are characteristic for an explorative and an
exploitative design and optimization process. Typically, a sensible combina-
tion of the two strategies is used, both for computational as well as human
driven engineering design. The design space, which is representing all poten-
tial passenger car shapes is restricted to their geometrical representation. In
this study variations of the passenger car shape are modeled using Free Form
Deformation (FFD). The improvement of the aerodynamic performance of
each passenger car is pursued, defining the overall design goal based on the
results from computational fluid dynamics simulations (CFD).

2.4.1 Design Representation

To model variations of a passenger car, Free Form Deformation (FFD) [Seder-
berg and Parry, 1986] has been applied to the initial car shape. Originating
from the field of computer graphics, FFD has become a valuable technology
for shaping designs in the recent years. In contrast to most parametric de-
sign representations, FFD represents variations of a chosen baseline design.
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Depending on the setup of a control point grid relative to the embedded ob-
jects, it allows to apply global and local deformations similarly. Applying the
FFED representation to the car shape requires to setup a three dimensional
control point grid, which embeds the point based representation of a baseline
car. The control points of the grid serve as handles for the deformation of
the embedded objects. The parameterized control gird defines the degrees of
freedom and constraints for the respective design process.

The choice of the representation strongly depends on the target setting of
each individual design process. On one hand, if the representation severely
limits the degrees of freedom one might fail in reaching the desired design
goal. On the other hand, if the flexibility of the representation is too high the
search process can fail to discover an optimal design due to the high dimen-
sionality of the search space. As a consequence, the representation seldom
remains unchanged during the entire synthesis of a new design. Typically,
different variations or conceptually different representations are applied until
all design goals are met.

As an example, two different control point grids have been constructed.
The first one, representation A, incorporates expert knowledge by means of
introducing design constraints, which ensure a certain practicability of the
car. The second control point grid, representation B, implements a standard
setup without the consideration of any a priori domain information. Both
grids embed the surface of the baseline car shape that is represented by a
triangular surface mesh. All vertices of the surface mesh are ”frozen” to
the respective control points. The freezing step transfers all object points
from the Cartesian into a trivariate spline coordinate system. For the setup
of the control point grid, the freezing process and the deformation of the
baseline shape VisControl', a comprehensive in-house software has been used.
After the mesh has been frozen, a displacement of the control points results
in a deformation of the embedded shape according to the spline definition.
Further details related to the theory of FFD are provided by [Sederberg and
Parry, 1986].

Representation A

The first FFD representation is represented by a control grid consisting of
m4 = 567 control points, P4. Wherein, splines of degree 3 (order 4) are
utilized. A significant portion of the control points has been introduced to
constrain the deformations on the baseline mesh, further denoted as M;.
For example, fixed control points have been introduced along the wheel

Developed at the Honda Research Institute Europe GmbH (HRI-EU)
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Figure 2.5: Representation A: Setup of the control point groups for in-
ducing modifications on the passenger car surface. 16 control point groups
are build to deform the surface into the x (a), y (b) and z (c,d) direction.
This representation has in particular been tuned for an realistic optimization
of the car shape using expert knowledge.

house and the front window to restrict modifications at respective surface
regions. Such limitations ensure, e.g., the manufacturability of the resulting
car designs. Based on the control volume, k4 = 16 control point groups,
Ga = (CPGy,...,CPGy,_1)T, have been defined. The individual control
point groups are marked and labeled in Fig. 2.5 a) to d). The different
figures represent different axial-parallel projections on the same 3D control
point grid. The displacement of the control points within each group is re-
stricted to displacements along individual axes. The control points of groups
C PGy to C' PG5 are restricted to modifications in x direction. The groups
CPG, to CPG1; and CPGhe to C PG5 comprise control points limited to
the modification in z and y direction, respectively. Furthermore, only modifi-
cations are allowed that keep the car design symmetric along the y direction.
All modifications are applied to the chassis of the car only. Wheels are not
affected by any modification. All in all, the introduced control point groups
define k4 = 16 tunable parameters for defining new car shapes.
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CPG_6 CPG_7

Figure 2.6: Representation B: Alternative representation of the passen-
ger car shape without using explicit expert knowledge. Illustrations a) to d)
visualize the configuration of the control point grid and the individual con-
trol point groups for inducing modifications on the passenger car surface. 12
control point groups are build to deform the surface of the upper car chassis
into the x (a), y (b) and z (c,d) direction.

Formally, given variations of G4, representation A defines the mapping
from the initial shape M to a modified shape M’:

Ra(Mp,Pa,Ga): (My,Pa) = (M',Py), (2.1)
with G4 € R¥4 and Pa, Py € R™mAX3,

Representation B

The second control point grid is a standard representation introduced as
an alternative to representation R 4. It refrains from a detailed tuning of
the control grid. Representation Rp results in a control point grid with
mp = 64 control points. In contrast to R 4, this representation is restricted
to deformations of the upper chassis part. Further constraints, which ensure
the feasibility of the designs are not included. As for R4 splines with degree
3 and order 4 are used. For the parameterization of the control point grid,
control points are effectively grouped into kg = 12 control point groups,
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Gg = (CPGy,...,CPGy, 1)T, visualized in Fig. 2.6 a) to d). Again, the
modifications of the individual groups are restricted to displacements along
distinct axis. The control point groups C PGy to CPG3, CPG4 to C PGy
and C'PGg to C'PGH; are restricted to displacements in x, z and y direction,
respectively. In summary, given the kg = 12 variable design parameters, the
modification of the initial shape utilizing representation B is defined by:

Rp(M1,Pp,Gg) : (M1, Pg) = (M, Pg), (2.2)

with Gp € R¥2 and Py, Pj; € R™5*3. Compared to representation A, the
reduced mesh density allows larger variations of the car shape.

2.4.2 Computational Fluid Dynamics Simulation

For each design that has been generated using FFD the aerodynamic per-
formance has been evaluated by running a computational fluid dynamics
simulation. OpenFOAM?, an open source CFD software package is used for
simulating the flow around the passenger car surface. The domain occupied
by the air flow is subdivided into discrete cells, the CFD mesh. Addition-
ally, boundary conditions are specified, which define the flow behavior at the
boundaries of the computational area, e.g., at the inlet or the design surface.
Finally, the discrete partial differential equations are solved iteratively until
a steady-state is reached.

For the simulation of the passenger car an octree based hexahedral CFD
mesh [Schneiders et al., 1996], subdivided into about 3.3 million cells, has
been generated from the surface mesh representation using the openFOAM
tool snappyHexMesh. Fig. 2.7 a) shows the CFD mesh of the baseline design
at slices through the three dimensional mesh. The mesh enfolds a volume of
153.0m x 51.2m x 26.0m. A uniform flow with a velocity of 110 km/h at the
inlet of the flow domain is exposed to the car, simulating the car running
at the respective speed. According to the simulated velocity, the wheels of
the car model are rotating at a speed of 97.53 rad/s. The Raynolds-averaged
Navier-Stokes equations are solved including the SST k—w turbulence model,
see [Menter, 1993]. The residual of the solution to the partial differential
equations is shown in Fig. 2.7 b). The simulation of the flow is parallelized
onto four CPU’s to reduce computational time. The overall computational
time for one simulation of the flow around the full passenger car model,
including the generation of the CFD mesh, is about 3A relating to a four core
Xeon E5620, 2.4GHz processor. The resulting static pressure distribution
along the surface of the simulated initial car shape is shown in Fig. 2.7 ¢),

2http:/ /www.openfoam.com
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Figure 2.7: Illustration a) shows 2d slices through the hexahedral volume
mesh to provide a qualitative impression of the CEFD mesh characteristics.
The residuals from solving the Raynolds-averaged Navier-Stokes equations
are depicted in b). Illustration c) and d) show the typical flow characteristics
and pressure distribution around the bodywork of a passenger car.

allowing to identify areas of high and low pressure directly linked to the
overall flow resistance. In order to get a visual impression of the actual flow
around the car shape, selected stream lines around the rear part of the car
are shown in Fig. 2.7 d). The visualization unveils a typical vortex structure
resulting from a flow separation at the rear of the car. The elongation and
structure of the vortex has a major effect on the overall drag [Hucho, 2003].

Mainly two quantities are derived from the solution of the flow simulation,
the overall drag force Fp, acting on the car in the direction of the freestream
flow, and the rear lift force Fpg, which is perpendicular to the fluid flow.
Fp and Fpr are used to quantify the aerodynamic characteristics of each
passenger car model. Typically, engineers target the reduction of Fp and
Frr at the same time, since Fp is directly linked to the fuel consumption
and the reduction in F iz to an increase in the car stability.
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2.4.3 Explorative Design with Latin Hyper Cube Sam-
pling

Sampling methods are widely used in engineering design in order to explore
a constrained design space. Optimal sampling strategies are highly relevant
for applications where full factorial experiments are infeasible due to high
experimental costs and linked with constraints on the available resources.
In engineering design, sampling plan methods are typically applied in order
to produce properly distributed data for constructing an approximation of
the quality function, see [Forrester et al., 2008]. Subsequent optimization
and design processes can utilize these approximation models as surrogate
for expensive quality function evaluations. Without the demand on naming
all existing sampling techniques, the most prominent and most frequently
used sampling techniques are random Latin hypercube sampling (LHS), space-
filling LHS, Sobol sequences or orthogonal arrays.

In this study, an optimized LHS method, as described in [Forrester et al.,
2008, is used. The optimized LHS method applies the optimality criteria
of Morris and Mitchel, defined in [Morris and Mitchell, 1995], to achieve a
space-filling sampling. The generated design dataset is seen to be represen-
tative for all explorative space-filling sampling methods. The most relevant
properties of the optimized LHS technique are shortly reviewed. Given the
constrained design domain, further referred to as D, normalized onto the
k-dimensional unit cube D = [0,1]*, the target is to discover an optimal
sampling plan X that contains n sample points uniformly distributed in D.
To achieve a uniform sampling, the design space D is partitioned into a
rectangular grid of n* elements. Latin hypercube sampling (LHS) does aim
at a stratified sampling, meaning that sampling points are generated whose
projection onto the individual dimensions are uniformly distributed. How-
ever, fulfilling the stratification criteria solely does not guarantee a uniform
distribution of sample points within the entire design space. Therefore, an
additional optimality criterion is required to ensure a uniform space-filling.
In [Morris and Mitchell, 1995], Morries and Mitchell provide a max-min
metric which allows to rank sampling plans according to their uniformity,
D, (X) = (ZTzl J;d;?) 1/q, where dy,ds, . . ., d,, defines the distances between
all possible pairs of points in X', sorted in ascending order, and Jy, Jo, ..., Jp,
being the number of pairs of points in X separated by the distance d;. As
distance measure d; the Manhatten distance has been used. The scalar ¢ is a
free parameter of the metric. Given the uniformity metric ®, facilitates the
use of computational optimization algorithms to search for an optimal sam-
pling plan. In the present implementation, the search is carried out using an
(1 + \) evolution strategy according to [Forrester et al., 2008]. The authors
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utilize swapping of two elements within any columns of X as evolutionary
operator and perform an automatic adaptation of the number of swaps over
cach generation. ®, defines the objective function that drives the search to-
wards the optimal sampling plan. The authors include in their algorithm a
heuristic to automatically select a proper value for ¢. For more details on
the used algorithm the reader is referred to the original paper.

Given the parameterization of representation A, as described in Sec-
tion 2.4.1, an optimal sampling of the £ = 16 dimensional design space
is targeted. In order to achieve a sampling density proportional to a density
of 5 values in one dimension, 5! experiments would be required within a
full factorial setting. Taking into account that one CFD simulation required
by each experiment takes about 3h makes the full factorial experiment com-
pletely untracktable. Hence, the optimized LHS is applied to generate a
constrained number of 500 designs within a constrained designs space. Each
dimension is bounded between —0.3 < ACPG; < 0.3, which corresponds to
a maximum displacement of each control point group by 0.3 meters. Given a
population size of 20 the optimization of the sampling plan is carried out for
100 iterations. The samples are positioned in the center of each hyper cubic
element within the discretized design space. Each of the 500 resulting data
vectors is transcribed into variations of the control volume grid. Utilizing
FFD, 500 modified instances of the baseline design are generated, wherein
the variations of the control point grid result in deformations of the baseline
surface. For all modified design instances the airflow around the bodywork
of the passenger car is simulated and its aerodynamic characteristics are cal-
culated according to Section 2.4.2. The relation between the drag force Fp
and the rear lift F is depicted in the scatter plot of Fig. 2.8 a). A view on
the shapes of two different non-dominated solutions are given in Figs. 2.8 b)
and c¢). The generated shape data and the parameter values are stored in a
design database and linked to the resulting characteristic values.

2.4.4 Exploitive Design with an Evolution Strategy

While sampling techniques target a uniform sampling of the entire design
space, optimization algorithms like evolution strategies perform a local sam-
pling along certain paths towards optimal solutions. Optimization algorithms
often adapt their strategy parameters by exploiting information about the
previously generated solutions. In the following experiments, two optimiza-
tion runs are carried out targeting the minimization of a pre-defined fitness
function. In order to realize the exploitive search process the (p,, A) evolu-
tion strategy with covariance matrix adaptation (CMA-ES) has been used.
The CMA-ES optimization strategy has been introduced by Hansen and
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Figure 2.8: Plot a) depicts a summary of the designs from the explorative
search in the objective space. The designs illustrated in b) and c¢) show the

shape of two deformed surfaces (a) index 470, b) index 436) selected from the
set of non-dominated solutions.

C

Ostermeier, see [Hansen and Ostermeier, 2001]. Following the underlying bi-
ological concept, design parameters Z are coded into the chromosome of the
individuals in a population. The so called parent population is initialized
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with p individuals, which are randomly chosen from the design domain. In
the next step A offspring are sampled from a multi-variate normal distribu-
tion, 797" ~ N(<f>g, (09)2C9),i = 1...\, around the mean (7)Y of the pu
parents. After the fitnesses for all \ solutions have been calculated, u best
out of A solutions are recombined to provide a new mean (Z)?*! for the sam-
pling in the subsequent generation. Besides the mean, the global step-size
09 and the covariance matrix CY are updated according to Egs. 2 to 5 of
[Hansen and Kern, 2004].

For the optimization of the passenger car design a (2,12) CMA-ES strat-
egy has been applied using the algorithmic implementation in the Shark
machine learning library®. The k = 16 and k = 12 parameters of repre-
sentation R4 and Rp are coded into the chromosomes of the parent and
offspring population. The y = 2 individuals of the initial parent population
are initialized with the baseline passenger car shape, by means of setting
2 = 0. Dependent on the considered parameter variations, the initial step
size ¢ has been set to ¢° = 0.1, and the initial covariance matrix C© is
set to the unity matrix in the first generation. Thus, the A = 12 offspring
in the first generation are sampled from a uniform multi-variate normal dis-
tribution around z°. Both optimization runs target the minimization of the
overall drag force Fp constrained by the rear lift F r, the volume V' and the
maximum control point group displacements. This results in the following
fitness function?:

f(Z) = Fp+m-p1(@)+1-p2(V) + 73 ps(FLr)

pn(T) = Za’“{1 if |z;] > 0.3

pa(V) = (V—-Ve)
0 if Frp < F¥

p3(FLr) = T - L
where p; and 7; define the individual penalty terms and respective weight-
ings. The values for 7; are determined based on experience with 71 = 100,
75 = 1000 and 73 = 1. With V¢ = 9.40m?, the generated meshes are expected
to enclose a similar volume as the initial car. The upper bound for the rear
lift Frr is set to F7p = 300.00N, allowing the rear lift to increase by about

3http:/ /shark-project.sourceforge.net
4In the formulation of the quality function and its algorithmic realization, we ignore
physical units and implicitly assume that the units of free parameters are chosen accord-

ingly.
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16% compared to the baseline value of Fyr = 252.53N. Furthermore, the
search process should keep the control point displacements in a constrained
range, punishing extreme deformations.

Two optimization runs have been carried out for 14 generations® based
on representation R4 and Rp, respectively. Each optimization run results
in 168 different designs. The results of the two runs are summarized in
Fig. 2.9. Figs. 2.9 a) to d) visualize the progress of the fitness value, drag
force, volume and rear lift force of the best design solution over the different
generations, wherein the blue dashed line depicts the performance of the
baseline car. Both optimization runs succeeded in developing car shapes
that outperform the baseline. In most generations, the best solutions of both
runs do not violate any of the volume and rear lift constraints. Especially
in early generations, the optimization run based on Rp outperforms the
optimization run using R 4 with respect to the fitness and the achieved drag
reduction. However, the designs from the run with R 4 manage to achieve a
better performance with respect to the rear lift. The advantage of Rp over
R 4 in the optimization results from the more severe constraints used for R 4.
This is apparent when comparing the shapes of the respective best designs,
as depicted in Figs. 2.9 e) and f). As can be seen, the optimization based
on Rp results in designs with large deformations at the trunk of the car and
mesh distortions at the back, ending up in an infeasible car shape.

5In practice the number of generations is most often limited due to the high computa-
tional costs of the fitness evaluation. Improved designs can already be found using a lower
number of generations, even the optimizer does not converge.
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Figure 2.9: [llustration of the results from two optimizations using a CMA-
ES [Hansen and Ostermeier, 2001/, based on two design parameterizations
A and B. Image a) to d) show the progress of the fitness, drag force, rear lift
force and volume, respectively. An isometric view onto the surface of the best
performing designs from generation 13 is provided in e) and f).
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CHAPTER 2. DESIGN SYNTHESIS

2.5 Interim Summary

In this chapter an introduction to the engineering design synthesis process
has been given. The need for a holistic design data analysis in the light of
an efficient integrative and simultaneous design process has been motivated,
requiring the formulation of a unified design representation. A review of
current computer aided engineering technologies revealed a lack in technolo-
gies for the analysis of design data beyond individual design processes with
well-defined representations and problem settings.

400
© Design process 1:
Optimized LHS using representation A
500 designs

@ Design process 2:
CMAES using representation A
168 designs

@ Design process 3:
CMAES using representation B
168 designs

100

300 50 500

Figure 2.10: Summary of all resulting design data, visualized in the per-
formance space with: green showing the results from applying the optimized
LHS, red the results from the optimization with CMAES using representation
A, and black showing the results from the optimization with CMAES using
representation B.

The generation of passenger car geometries and their related performance
numbers provides realistic example data for the study of shape mining tech-
niques. The design data has been derived from three distinct processes with
different search characteristic and design representations. Fig. 2.10 sum-
marizes the resulting design data. Each car design has been plotted with
respect to its performance values, which quantify its respective drag and
rear lift force.
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Meta Design Representation

In the preceding chapter the demand for the definition of a universal de-
sign representation as a pre-requisite for a holistic design analysis has been
formulated. In this chapter the surface mesh representation is introduced
as such a universal meta-design representation. The surface mesh is a dis-
crete representation of the shape of solid geometrical objects. Changes in the
surface geometry are the cause for variations in the individual design perfor-
mance and design characteristics. Those shape variations are determined by
local surface differences quantified by the feature difference of corresponding
surface points. The analysis of the local surface differences provides first
insights into the characteristics of the design process, exemplified based on
the passenger car design data at the end of this chapter.

3.1 Unstructured Surface Mesh

While all surrounding physical objects in the real world are continuous in
nature, geometrical objects on the computer are intrinsically discrete. Un-
structured surface meshes constitute a discrete geometrical representation
of continuous object boundaries on the computer. Constructive methods
for retrieving a discrete object representation are under investigation by re-
searchers in the field of discrete geometry. Such methods aim at the recon-
struction of objects based on geometrical primitives like points, lines and
polygons. For an introduction into discrete geometry the reader is referred
to the book of A. M. Bronstein et al. [Bronstein et al., 2008].

Based on the terminology of E. H. Spanier, used in [Spanier, 1966], and
the formulations from the work of M. Alexa in [Alexa, 2002], the unstructured
surface mesh is defined as follows:

Unstructured Surface Mesh An unstructured polygonal surface mesh M
is a piecewise linear approximation of the boundary of an object. Each
surface mesh M is defined by a pair M : (V,K), where V is a set of vertices
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CHAPTER 3. META DESIGN REPRESENTATION

YV = (14, ...,0,), with ¥; € R™, defining the geometric position of n points
sampled from the continuous design boundary. The complex K is a set of
p simplices of the form {iy, s, 43, ...,7,} with 4;,[ € [1..n] defining a set of
vertices that enclose a polygonal face made up of i segments.

Given a continuous surface S the list of vertices ) build a point cloud by
means of a finite set of points in the Euclidean space with VV C §. One of
the most important and basic problems in the construction of surface mesh
representations is the sampling of the continuous surface. The choice of the
sampling technique is crucial and decides about the amount of information
lost when transferring the object into a discrete representation. The infor-
mation that has to be retained in the mesh depends apparently on the task
at hand. CAD programs allow to constraint the sampling by two parameters
that define the quality of the final mesh. The sag value controls the ap-
proximation quality of curved parts of the surface, while the step parameter
constraints the maximum length between neighboring vertices.

The polygonal faces, defined by the simplices p € K, make up a list of
surface patches building a local linear approximation of the surface. Derived
from the normal vectors of the surface patches, the normal vector 77; € R3
at the position of each vertex v; can be derived, resulting in the vertex list
N = (iiy,...,1,), 1; € R®. The normal vector 7i; has a defined direction
perpendicular to the surface mesh and provides local gradient information at
the position of vertex v;.

In the aerodynamic design process discrete surface meshes are mainly
adopted as input for rapid prototyping machines. Therefore, 3D CAD ob-
jects are tessellated and transferred to the STL (Surface Tessellation Lan-
guage) format, which has become a standard for rapid prototyping machines.
Typically, triangular facets are used to approximate the surface. Alongside
rapid prototyping processes, discrete surface mesh representations gain in im-
portance for a huge variety of applications. As an example, automatic CFD
mesh generation tools process upon discrete mesh representations [Aftosmis
et al., 1999]. The simplicity of surface meshes and the fact that nearly all
design representation can be transferred into this geometrical representation
makes it an adequate choice to use it as the basic representation for sharing
information about designs between various computational applications and
design teams.

In this study discrete surface meshes are adopted as a universal repre-
sentation for analyzing stocks of design data. The representation covers all
necessary information essential to analyze the shape of solid objects. The
unstructured surface mesh as a general representation allows the analysis of
local shape variations and their influence on the functional properties con-
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3.2. LOCAL SURFACE DIFFERENCES

cerning a set of designs. The surface mesh is independent of the parametric
representation that has been used during the design process. However, it has
to be noted that surface meshes solely represent the object surface and leave
an explicit modeling of the internal structure of an object aside.

3.2 Local Surface Differences

Each surface mesh is defined with respect to a three dimensional global coor-
dinate system. The origin of the coordinate system can, and seems often be
arbitrarily chosen. In most applications the absolute position of the surface
is irrelevant. Rather, the difference between surface features provides valu-
able insights for the cause of the change in functional design properties. For
example considering aerodynamic properties of a design, the performance of
an object exposed to airflow is obviously independent of the position of the
origin, as long as the relative position to the source of the incoming flow and
the relative position to surrounding objects do not change. The quantifica-
tion of the local surface difference is intended to quantify the characteristics
that are potentially the cause of functional changes. Related to unstructured
surface meshes the local surface difference is formally defined as follows.

Local Surface Difference Given two surface mesh representations M, and
M, with a finite set of vertices V, and V,, respectively, the local surface
difference A7 = D(f], fi") is defined for each vertex o} as the disparity be-
tween the feature f; assigned to v; and the feature f;" of its corresponding
vertex vj".

The calculation of the local surface differences involves the quantification
of local surface features at the position of each vertex, the identification of
its corresponding vertex and the final calculation of the disparity between
the individual local features. In the reminder of this section the calculation
of the displacement and the curvature disparity as specific measures for local
surface difference are introduced, followed by a description of methods for
identifying corresponding vertices. The change of vertex positions in form
of the displacement and the change in curvature are expected to be relevant
especially for investigating data from aerodynamic applications. However,
the selected features are strongly dependent on the task at hand and the
functional characteristics under investigation. The selection of the features
should be constantly reviewed and adjusted to the given targets.
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Figure 3.1: Ezamples of the displacement measure. Figures a) and b) illus-
trate that a vertex displacement parallel (anti-parallel) to the normal direction
results in a positive (negative) displacement value. A displacement perpen-
dicular to the normal vector results in a displacement value of zero, as shown
in c). Figure d) illustrates the error when calculating the displacement mea-
sure, which results from the discretization of the surface and the error when
estimating corresponding points.

3.2.1 Vertex Displacement

The displacement measure describes the position of a vertex with respect to
another design. One way to capture this information is to use the difference

vector s;; = U] — U7, which is the difference between vertex o] of mesh

M, and the correspjonding vertex 17}" of mesh M,,. The difference vector
captures the exact information about the displacement between v] and v7".
However, the difference vector is sensitive to possible errors resulting from
wrong estimations of the corresponding vertices or from different sampling
methods of the surfaces of the geometries. Furthermore, the difference vector
requires d = 3 parameters to describe the displacement of a vertex in R3.
Thus, to capture the displacement between two complete surface meshes the
number of parameters is 3 - n,, where n, equals the number of vertices that
belong to the reference mesh. For a reduced representation of local surface

differences, the following displacement measure is suggested instead:

A2 00" = 0(T7,07) = (0] = ) o7}, 0 € (=00, +00)  (3.1)

The displacement measure is defined as the projection of the difference
vector §j; = (U] —¥5") onto the normal vector 7i; of vertex o} of the reference
design M,.. According to [Taubin, 1995], the vertex normal can be estimated
from the adjacent triangular faces as a weighted sum of the face normals,
where the weights are proportional to the area of each facet. The absolute
value of the displacement provides information on the amount, and the sign
of the displacement measure in conjunction with the vertex normal provides
information on the direction of the vertex modification. The normal vector
7y points towards the normal or positive direction of vertex modification.
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3.2. LOCAL SURFACE DIFFERENCES

The displacement measure is by definition a non-symmetric vector quan-
tity containing both the magnitude and the direction of vertex modification.
If the modified vertex lies above the tangential plane described by the nor-
mal vector of the reference vertex, the displacement measure is positive, see
Fig. 3.1 a). Whereas, if the vertex lies below the tangential plane, Fig. 3.1 b),
the displacement measure is negative. In the special case, where the modi-
fied vertex is located within the tangential plane, the displacement measure
is zero as shown in Fig. 3.1 ¢), which makes sense because we have to assume
that the difference is a result of a different triangulation. If the reference
vertex has been modified along the line described by the normal vector, the
amount of the displacement measure equals the Euclidean distance between
the reference and the modified vertex.

As Fig. 3.1 d) indicates, the displacement value contains an error, which
is mainly caused by the discretization of the surface using triangulation and
due to the correspondence problem. Formally, this can be written as,

0pf" = (5 + &) o ] = 8y 0 T} + & 0 7T}, (3.2)

where €;; describes the error between the ideal displacement value and
the measured displacement value. Under the assumption that the curvature
of both surfaces M, and M,, is similar at the position of the corresponding

vertices it follows that 7i} ~ 7i". Then, the error term from equation (3.2)
simplify as:

&0 il & &; 0. (3.3)

With €j; 0" = |€};] cos(Z (€], 7}")), if additionally a smooth surface or a
small error |€j;| is assumed, €;; is perpendicular to 777" and hence cos(Z(é€j;,

—

17')) ~ 0. Thus the error term becomes zero. Therefore, the displacement
measure is relatively insensitive to small errors arising from the surface tri-
angulation or from an incorrect estimation of corresponding points.

Another advantage of the displacement measure compared to the differ-
ence vector is that only n, parameters are required to describe the differences
between two unstructured surface meshes, where n, equals the number of
vertices of the reference mesh.

The displacement measure is not invariant to rotation and translations of
the geometric object. Thus, a translation of the entire object can result in
large displacement values but might have no difference in the functional char-
acteristics of an object. Therefore, in some scenarios the normalization of the
surface mesh can be required a priori to the calculation of the displacements.
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CHAPTER 3. META DESIGN REPRESENTATION

3.2.2 Curvature Disparity

Slope and curvature are invariant features of the surface as a two dimensional
manifold, intensively studied in the field of differential geometry, analyzing
differential and integral properties of geometric objects [Botsch et al., 2010;
Bronstein et al., 2008]. Differential properties characterize transformation
and rotation invariant properties, related to the mathematical definition of
the first and second fundamental form, related to the first and second partial
derivation of the surface. The two fundamental forms build up a mathemat-
ical basis for estimating local properties of the surface like elongation, angle,
area or curvature.

For the definition of the curvature, lets first consider the continuous de-
scription of a 2D surface S € R®. Given the parametric form s(u,v) of S,
the first partial derivatives with respect to u and v are 3§, = §,(u,v) and
Sy = Sy(u,v) respectively. Further given a point p' € S, with p'= 5(0), the
vectors §, and §, define a tangential plane at the point p. The unit vector
perpendicular to the tangential plane is the result of the normalized cross
product,

L Sy, X 8§,
n =

—_. 3.4
|5 X Sy (34)

The orientation of 7 reflects the slope at the position of p. according
to [Botsch et al., 2010], given the partial derivatives §,, 3, and the normal
vector 7, the first I and second fundamental /1 form are defined as:

= [F G| |sls, §s,| (3:5)
e S [ S
I = [ Fogl = s Sl (3.6)

For each point p on S, an infinite number of curves C' : ¢(t) = s(u(t),
v(t)) € S through p’exist, where each curve is the result of a plane that is
cutting the surface in the direction of the normal vector 7 and an arbitrary
tangent ¢, lying in the tangential plane of p. While the first derivative of C'
at P defines the tangent vector ¢, the second derivative defines the curvature
vector, denoted as kn., with 77, beeing the normal vector to the curve at p.
The curve normal vector is perpendicular to ¢ and  is a nonnegative scalar
value. With ¢ defining the angle between the surface normal n and the curve
normal n,, the normal curvature in the direction of the tangent ¢ is defined
as:
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3.2. LOCAL SURFACE DIFFERENCES

fin(t) = K cOS @. (3.7)

All curves C' that have the same tangent vector at p, have the same
normal curvature s, [Hameiri and Shimshoni, 2003]. The normal curvature
can as well be formulated in terms of the first and second fundamental form:

eIt
%) = T

The normal curvature can take positive and negative values. Apparently,
as can be seen from equation (3.7), the sign of the curvature depends on the
orientation of the surface normal 7. Among all possible directions of ¢, the
maximum and minimum curvatures, denoted as k; and ko respectively, are
called the principal curvatures. The related directions define the principal
directions, t; and ty. The principal directions build together with the surface
normal vector an orthogonal system, the Darboux frame [Bronstein et al.,
2008], where each curvature can be expressed as a weighted combination of
the principal curvatures.

From the principal curvatures a number of quantities can be calculated
that condense the curvature information related to one point on the surface
into a scalar value. The mean curvature builds the arithmetic mean between
the principal curvatures:

(3.8)

Hl—l—KJQ

1 2T
= gg | oo, (39)

what equals the integral over the normal curvatures in any tangential di-
rection. The mean curvature H quantifies the flatness of the surface at a point
P, see [Chen-shi and Guo-zhao, 2005]. While H is defined as the arithmetic

mean, the Gaussian curvature is the product of the principal curvatures:

H —

K = K1 * R9. (310)

The Gaussian curvature K becomes negative in case that only one of the
principal curvatures is negative, and such highlights surface curvatures that
are present in hyperbolic patches. The Gauss curvature allows to classify
surface patches into one of the following categories, elliptic with K > 0,
parabolic with K = 0 and hyperbolic with K < 0.

Considering discrete polygonal surface meshes, the target is to estimate
the principal curvatures at the position of each vertex v;, given the adja-
cent polygonal faces and vertices [Taubin, 1995]. Different approaches exist
to estimate the curvatures based on sample points. Those algorithms are
categorized by Rusinkiewicz, in [Rusinkiewicz, 2004].
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The first group of algorithms approach the curvature estimation by fitting
an analytical surface through neighboring vertices and calculate the curvature
analytically, as described above. Rusinkiewicz refers to those algorithms as
patch fitting methods. The related methods mostly differ in the way the
surface patch is fitted to the vertices. Examples are given in [Besl and Jain,
1986; Flynn and Jain, 1989].

A more direct approach attempts the estimation of the principal curva-
tures, by calculating the normal curvatures in the direction of the neighbor-
ing vertices and calculating the Eigenvalues of the resulting matrix [Taubin,
1995; Hameiri and Shimshoni, 2003], referred to as normal curvature-based
methods. An alternative approach to the normal curvature-based estimation
of principal curvatures is the direct approximation of the curvature tensor
using tensor averaging methods [Rusinkiewicz, 2004].

Finally, the curvature disparity defines the curvature difference between
the estimated curvature at the position of vertex ¢/ of mesh M, and the

(2
curvature estimated at the position of vertex 7" of mesh M,,, with

AV EAH; ;= H; — H;, (3.11)

where H; and H; define the estimated mean curvature related to vertex

v; and v7", respectively. Similarly, the Gauss curvature disparity is defined
as,

AT 2 AK; = K - K, (3.12)

where K; and K define the Gauss curvature estimated at the position of
v;* and v7". The measures of mean and the Gauss curvature disparity define
alternative measures of local surface variations, which are translation and
rotation invariant.

3.2.3 Identification of Corresponding Vertices

An appropriate identification of corresponding vertices is essential for mea-
suring the correct feature difference between vertices of two different surfaces.
Wrong estimates will lead to an error in the measurements and hence to errors
in any subsequent knowledge extraction step.

Let M, and M,, be two unstructured surface meshes, where M, is a
baseline or reference mesh and M, is the target or modified mesh. The main
objective in solving the correspondence problem is to find an appropriate
function f which maps each vertex ¥ € V), from the reference mesh M, to
a corresponding vertex v7" € V,, of the target mesh M,,. More formally this
1s written as:
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fiVe—=Vn, VieM, V,eM, (3.13)

Thus, for each vertex i a corresponding vertex j can be found that minimizes
f, implementing a local matching strategy.

A global solution to the correspondence problem is ambiguous, and a uni-
versal transfer function f that leads to an ”exact” mapping without providing
any prior knowledge about the design can not exist. A correct identification
of the corresponding points is solely possible if the transformation that maps
M, to M,, is known. Constraint by the diversity of possible design trans-
formations, a specific mapping function or algorithm has to be chosen which
is tuned to the considered design data characteristics. In this work, the as-
sumption is made that no structural design modifications are applied to any
of the designs. Only local deformations are considered, so that the global
structure of the object remains widely unchanged.

Taking into account solely the vertex location, the Fuclidean distance
between vertices can be used to find a solution for f,

£(7) = min {77 — 57}, (3.14)

where n,, equals the number of vertices that make up the surface mesh of
the target design, and where |t — 7| defines the Euclidean distance between
pairs of vertices. In general, it is possible that one vertex from mesh M,, is
assigned to more than one vertex of mesh M,.

The identification of corresponding vertices using the Fuclidean distance
has its weaknesses in areas where edges or solid structures are deformed. In
such areas, adding information about the local curvature to the functional f
can overcome otherwise false matches. The following objective function uses

normal information to improve the identification of corresponding vertices,

fo(@) = min{ |0} — 0" - (2 — 7] o) }, (3.15)

i §€nm

where |0} — 77| again defines the Euclidean distance and 7} o7]" measures
the difference between the normal vectors of pairs of vertices. The objective
function has been defined in a way that vertex v}" is assigned as correspond-
ing vertex, which is closest to v}, and which has the most similar normal
vector. On the one hand if the normal vectors have the same orientation the
scalar product equals one and hence the function relies completely on the
spatial distance between vertices. If on the other hand the normal vectors
are perpendicular (pointing in opposite direction) the objective function is
two times (three times) the Euclidean distance. The objective function is

a simplification of the one used by [Wang et al., 2000]. Wang additional
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added information about the Gauss curvature to the objective function f.
Following this idea, f,, or f can be enhanced by adding information about
the curvature disparity between vertices:

Su(v) Z;g;g{lﬂ—@”! '(2_ﬁgoﬁ?)+wH'AHZj}7 (3.16)
or
Fie(@7) = min |57 — 07| - (2 = 7 0 71}") + wy - A, (3.17)

where wy and wg define the weights that specify the influence of the curva-
ture on the objective function. Although the functionals f,, fg and fx are
expected to improve the identification of corresponding vertices compared to
f, the correct trade-off or weighting (e.g., wy and wg ) between the Euclidean
distance and the normal or curvature information is hard to define a priori
and needs to be specified empirically, dependent on the design variations
considered.

In [Wang et al., 2000], the authors further investigated the use of the
geodesic distance to improve the identification of corresponding vertices. If
affine transformations like rotation, scaling or translation are applied to the
designs, enhanced algorithms, as suggested by [Besl and McKay, 1992; Feld-
mar and Ayache, 1996; Jost, 2002], need to be adopted. In the iterative clos-
est point algorithms a global transformation is searched that maps one design
into the other while minimizing the distance between vertices. In [Laskov and
Kambhamettu, 2001], Laskov provides a comparison of five different itera-
tive closest point algorithms. Other authors like Chui and Rangarajan [Chui
and Rangarjan, 2000] even suggest applying non-rigid local deformations to
match both designs before identifying the corresponding points. Designs are
deformed to simplify the subsequent search for corresponding points. How-
ever, applying deformation methods before identifying corresponding vertices
is computational expensive.

Examples The following examples target to illustrate the coverage and
limitations of the correspondence estimation using the Euclidean and nor-
mal weighted distance, referring to equation (3.14) and (3.15), respectively.
The assignment of corresponding points is exemplified based on three differ-
ent classes of 2D shape variations. The considered reference and modified
shapes are depicted in Figs. 3.2, within the first two rows of the illustrations.
The respective reference and modified designs are sampled along the object
shape using a limited set of 2D points. Additionally, the normal vectors are
calculated at the position of each vertex, pointing towards the outside of the
shape.
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As highlighted in Figs. 3.2, certain points of the shape are manipulated
to result in the modified shapes, representing three classes of object manip-
ulations referring to small a), complex b) and structural modifications c).

Minor modifications comprise small deformations of closed object shapes,
where deformations are small with respect to the overall shape size. In a sec-
ond example, major modifications are applied to a non-closed object shape,
exemplifying modifications of more complex objects, e.g., realizing modifica-
tions of a solid bounded object. Structural modifications are to be considered
if new sub-components of a shape are added or removed from the reference
shape, e.g., when adding a rear wing to a car.

The corresponding points are estimated based on the reference shape with
respect to the modified shape, implementing a uni-directed mapping between
the set of points. The third and fourth row of the illustrations in Fig. 3.2
show the results of the mapping using the Euclidean and normal weighted
distance in an exhaustive search attempt. Each point of the reference shape
is assigned to its corresponding point on the modified shape. The different
graphs depict the contour of the reference shape (dashed line), the modified
shape (solid line) and the pairs of corresponding points connected by a solid
red line. From the results, it can be seen that the Euclidean and the normal
weighted search strategy perform equally well, regarding small deformations.
With the knowledge about the applied deformation, all points of the reference
shape are linked to the correct corresponding points of the modified shape.

However, if more complex deformations are applied, as depicted in ex-
ample b), the exhaustive search purely based on the Euclidean distance fails
in resolving the correct correspondence. Points are directly assigned to their
closest analogon, without considering, e.g., the inside and outside of an ob-
ject. This can be resolved by considering normal information in the target
function, as shown in example b). Hence, using the normal weighted distance
can resolve the correct correspondence even for major shape modifications.

As depicted in Fig. 3.2 ¢), if structural modifications are applied to the
reference shape, both strategies fail in assigning corresponding vertices cor-
rectly. In such cases, a correct assignment can only be resolved by apply-
ing more enhanced search strategies. Different assumptions about possible
shape variations need to be considered, e.g., implementing a bi-directional
mapping or other heuristics to resolve possible conflicts. Even sophisticated
techniques based on the iterative closest point matching approach [Besl and
McKay, 1992; Feldmar and Ayache, 1996] would not be able to solve the
correspondence problem for such a class of shape variations.
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Figure 3.2: The graphics in the first and second row illustrate three different
reference and modified 2D shapes, representing three simple examples for a)
small, b) complex and c) structural object deformations. Given individual
sets of sampling points along the object shapes, the graphics in the third and
fourth row illustrate the results from the identification of corresponding points
using either of the two objective functions f(07) or f,(U]), where the reference
shape s visualized with dashed and the modified shape with solid lines. Red
solid lines visualize the estimated correspondences.

3.3 Data Generation

Design and optimization processes result in a set of various modified designs.
For each design the surface mesh shape representation and the performance
indicators are derived. The shape and performance data are collected in
a design database. By comparing individual design surfaces, the surface
features and feature disparities are calculated according to the process flow
in Fig. 3.3.
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3.3. DATA GENERATION

In the first step, a reference design, sometimes referred to as baseline or
pivot design, needs to be defined. The related surface representation M" is
retrieved from the design database. The choice of the reference design plays
an important role. The feature disparities are all calculated with respect to
the chosen reference design. Thus, all subsequent information and knowl-
edge extraction steps need to be seen in the light of the reference design.
Which design or which designs are chosen as reference design depends on the
question asked upon the design domain. From M” the feature vector f" is
evaluated and temporarily stored for the data generation process.

In the next step, a limited set of designs and their corresponding surface
representations M™ are chosen. Let Np be the number of selected designs,
in an iterative process each out of Np designs is processed, features are
calculated, corresponding vertices are determined and the feature disparities
A" as well as the performance differences ¢™"™ are calculated. While
A" describes local differences between design surfaces, ¢™"" quantifies the
difference mostly with respect to global functional properties of a design. For
each design m the length of A™™ and ¢""™ are the same. Hence, for each
vertex ¢ of the reference design a disparity vector can be formulated,

A" = (ATAL .. A7), (3.18)
resulting in a disparity matrix:
AT ARE AT
AT,Q AT,2 Ar,2
A" = ! 2 o R (3.19)
AP ARND L ATND

which comprises all local differences with respect to the chosen reference
mesh M". The number of vertices n can vary between different designs or
surfaces meshes. Hence, the number of features contained in the resulting
data set depends as well on the reference design chosen.

In the same way, for each performance measure a difference vector is
formalized,

¢ ={d1. 3, P/} (3.20)

and resulting in the performance difference matrix, formally defined as
follows,

1 1
1 5 o
r,2 r,2 ¢T’2
o=\ (3:21)
11",ND ¢;,ND ¢7’77,1ND’
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Figure 3.3: Flow chart summarizing the process for generating feature dis-
parity and performance difference data with respect to a chosen reference
design.

comprising all information about the performance differences between
designs.

Finally, the resulting dataset is build out of two data matrices, A" and
¢". This dataset defines the basis for the analysis of the design data and for
all subsequent steps of the shape mining process.
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3.4. QUANTIFICATION AND ANALYSIS OF DESIGN VARIATIONS

3.4 Quantification and Analysis of Design Varia-
tions

Analyzing local modifications in form of vertex displacement or curvature
disparity can provide engineers with relevant insights about the exploration
of the design space. Based on basic statistics, two measures are introduced:
the relative mean vertex disparity, which provides information on how the
characteristic of a vertex changed with respect to a chosen reference design,
and the relative design variance, which identifies the vertices that have been
modified most frequently. This basic statistical information also allows to
identify those design modifications, which have not been considered in the
design and optimization process so far.

3.4.1 Relative Mean Vertex Disparity

The arithmetic mean or sample mean is a basic statistical measure calcu-
lating the center of a given dataset. Concerning the design variation data
from equation (3.19), the calculation of the mean is related to the average
variation of a set of designs with respect to the chosen reference design. In
an design or optimization process it provides information about the tendency
of this process with respect to design changes. Given the disparity matrix as
specified in equation (3.19), the relative mean vertex disparity is defined as:

Np
AT 1 r,m
E(A)) =4 = e > oA (3.22)

m=1m=#r

where A:;n is the quantified disparity between vertex v} of the reference
design 7 and its corresponding vertex vj" of the design m from the dataset.
E(AT) quantifies the expected disparity of a selected vertex v] among the
considered design dataset. It has to be noted that the integration of the
mean vertex disparity for different reference designs might vanish, depending
on the calculation of the disparity between vertex features. For a skewed
distribution of the vertex disparities the calculation of the median should be
preferred over the mean value, see [Kantardzic, 2001].

Depending on the number of vertices n of the reference design M, and the
size of the considered design dataset, the computation of the relative mean
vertex disparity can get computational expensive. In an online configuration,
where new designs are added successively, the update rule for calculating the
mean value is applicable:
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1
B(A]) = - ((Np = 1) - E(A]) + A7), (3.23)
D
where APMPT s the vertex disparity between vertex ! and its corre-

sponding vertex vz-(ND ™ of the newly added surface mesh M Np+1- The use

of the update rule requires to permanently store the calculated mean values.

3.4.2 Relative Design Variance

In statistics the dispersion of the given parameter values from the arithmetic
mean is typically evaluated using the wvariance or standard deviation. Mea-
sures of dispersion quantify the spread from the mean of the data values and
should be applied only when the mean is used for calculating the center of
the data values [Kantardzic, 2001]. The calculation of the relative design
variance or standard deviation defines the expected variation from the mean
disparity value within the considered design dataset. Given the disparity ma-
trix from equation (3.19), calculated with respect to a particular reference
mesh M., the relative design standard deviation is formally defined as:

PN L NG v (3.24)

with A, defining the relative mean disparity as defined in equation (3.22).
According to the definition of the relative design standard deviation, the
relative design variance is defined as Var(A?) = (o7)?.

An online update of the relative design variance can be derived by adopt-
ing the displacement law from statistics. Accordingly, the update rule of the
variance is calculated as follows,

Var(A}) = Var(A]) + (B(A})) — (B(A]) ) (3.25)

where E(AT) is calculated according to equation (3.23). For an online
update of the variance, the previous mean, F(A]), and variance, Var(A7),
values have to be permanently stored.

The overal design variation is defined as the expected standard deviation
for all possible reference designs, formalized as:

oa = Z Z 5,)2. (3.26)

—1)
D rlm 1,m#r
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3.5. APPLICATION TO PASSENGER CAR DESIGN

As noted in Section 3.4.1, the sum of the mean vertex disparity over
multiple reference designs might result in a vanishing mean disparity value.
In such a case the overall design variation can be approximated as:

Np

o5~ | Tt ND—l >3 Z A2, (3.27)

r=1 m=r+1

3.5 Application to Passenger Car Design

The design data from the three design processes, described in Chapter 2,
build the basis for the evaluation of the shape disparities. For each design
the surface mesh representation with about n = 550000 vertices has been
generated. The respective performance values for the drag force Fp and
rear lift force F i are linked to each design and its related mesh representa-
tion. From the entire set of designs, four different meta design datasets are
compiled, containing the designs from:

e Dataset 1: optimized LHS with R4 (process 1),
e Dataset 2: CMA-ES with R4 (process 2),
e Dataset 3: CMA-ES with Rp (process 3),

e Dataset 4: CMA-ES with R4 & Rp (process 2 & 3).

From the surface and performance data the disparity and performance
difference matrix have been determined as depicted in Fig. 3.4. For simplicity,
the wheels of the car shape have not been considered for the calculation of
the shape disparities.

In each dataset, for each design M,, the vertex displacements ;" have
been calculated with respect to the baseline car shape M,.. For simplicity, the
Euclidean distance has been used to identify pairs of corresponding vertices.
In addition to the displacement values, the differences in the performance
numbers have been calculated, with ¢p, = ¢35 = F — I and ép,, =
¢FLR = Ik — IR

The shape of the reference design and its related surface mesh are illus-
trated in Fig. 3.5.
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(Modified Designs)

Figure 3.4: lllustration of the disperity and performance difference data
generation process for the passenger car design data.

3.5.1 Approaching Design Similarities

An estimation of the the local surface differences between designs, e.g., using
the displacements, allows to examine design variations that are the cause
for the change in the design quality. Comparing two individual designs can
already provide valuable domain information. As an example, taking the
overall best design and comparing the local surface differences with the ini-
tial design provides insights about the cause for the performance raise. For
illustration, as depicted in Figs. 3.6, two designs a) and b) have been selected
from all design datasets. Where design a) and b) represent examples of high
and low aerodynamic performance, which result from design process 3 and
1, respectively. A design is supposed to outperform other designs if the drag
and rear lift force are low in comparison.

The shape of the selected designs are shown in Figs. 3.7. To illustrate
the local differences of the designs, the displacements are calculated with re-
spect to the baseline passenger car shape. The displacements are coded onto
a color axis and visualy projected onto the shape of the baseline designs,
shown in Fig. 3.7. Blueish (redish) colored areas have been moved to the
inside (outside) of the baseline shape opposite (in the direction) to the direc-
tion of the vertex normals. Thus, the graphics provide a visual impression of
the design changes, revealing possible causes for the difference in the overall
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3.5. APPLICATION TO PASSENGER CAR DESIGN

a)

Figure 3.5: [lllustration of the baseline shape a) and its related surface mesh
representation b).

design quality. On the one hand it can be observed from Fig. 3.7 a) that
surface regions at the top, front and side of the car have been changed to
the inside resulting in a well performing car. On the other hand if surface
regions at the top and side of the car are deformed to the outside the perfor-
mance has dropped significantly. Engineers can utilize such information to
compile new hypothesis about the design domain and validate the hypothesis
in subsequent experiments.

While the analysis of individual solutions gives specific insights into the
design space, an analysis and integration of the information in larger de-
sign datasets allows to identify more general coherences, e.g., for identifying
weakly deformed design regions or to evaluate the course of a design process.

3.5.2 Identifying Weak Deformed Design Spots

The analysis of the local disparity data, without considering the variations in
the design quality, tells already a lot about the underlying design synthesis
process. Basic statistics of the local surface differences provide information
about the exploration of the high-dimensional design space, regarding the
holistic design. Thus, evaluating relative standard deviation with respect to
a chosen reference design allows the identification of areas which have rarely
been modified during the design process. For an efficient design process an
extensive exploration of all feasible design variations is important. Depending
on the complexity, design representations used and the time horizon of the
synthesis process, engineers might be more or less aware of all variations
that have been applied to the car shape. The calculation of the variance
over the local surface differences in a dataset, accumulated during the design
synthesis, allows to study and illustrate the applied shape variations. Due
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Figure 3.6: Selection of two designs a) and b) for examplifying the investi-
gation of individual design variations. Design a) and b) represent examples
of high and low aerodynamic performance.

to the use of the universal design representation the analysis can be carried
out for individual as well as combined process data.

The analysis of the variance of local surface variations has been applied
to the displacement data resulting from the example synthesis process of
the passenger car. The surface mesh representing the initial shape of the
passenger car has been used as reference mesh for all individual analysis.
Figs. 3.8 depict the results related to four different datasets: a) design process
1, using LHS based on representation A, b) design process 2, using CMAES
and representation A, ¢) design process 3, using CMAES and representation
B and d) a combination of design process 2 and 3, using both CMAES but
different representations A and B. The individual variance values assigned
to each vertex have been mapped onto color values and projected back onto
the car surface. Bluish areas indicate no or weakly deformed surface areas,
whereas reddish areas highlight those regions with high variance.

From Fig. 3.8 a) it can be seen that the constraints on the representation,
e.g., at the front screen result in a low variance. Comparing Figs. 3.8 a) and
b) one can note: while the LHS strategy targets an equal variation of all
design parameters, what is also visible from the analysis of the local surface
differences, the CMAES exploits a more restricted regime of surface areas,
due to the adaptation of the optimization strategy. Fig. 3.8 illustrates the
analysis of the combined datasets. It allows to get a wider view on the
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0.1 -0.05 0 0.05 0.1
Displacement

Figure 3.7: lllustration of the displacements of two selected designs a) and
b) relative to the baseline design, where a) is a design with high and b) with
low aerodynamic performance.

variations applied, e.g., if the design synthesis is split into multiple design
processes.

A low variance might be assigned to a vertex for several reasons, either
the variation of the vertex has not been feasible due to limitations in the
representation, e.g., due to hard constraints on the shape variations, or those
variations were not considered in the design process. On one hand, if the
low variance is due to design restrictions, one might think about a change
of the representation for subsequent processes, considering the exploration
of alternative degrees of freedom (limited by the constraints). On the other
hand, if the low variance is due to the course of the design process one might
re-think about the design strategy within sub-sequent processes.

Also the variance analysis has been carried out based on offline data,
the variance map could be continuously updated during the course of the
synthesis process, providing information about the exploration of the feasible
design variations at any point in time.
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Displacement variance 5 10'3

Figure 3.8: Visualization of the displacement variance based on data from
different design processes: a) Dataset 1 to d) Dataset 4.

3.5.3 Evaluating the Course of Design

Given the initial objectives and constraints of the synthesis process, each
design process implements a certain strategy in order to reach the design
goals. A clear strategy might be obvious for individual design processes
and for distinct design steps, but for multiple sequential and parallel design
processes, where many engineers are involved, the actual direction of the
global synthesis process might not be apparent to everyone. The integration
of the local surface differences, by means of calculating, e.g., the mean vertex
displacement from different design processes can reveal the actual strategy.
Estimating the arithmetic mean of the displacements for each vertex relative
to a pre-defined reference design provides information about the direction of
the vertex displacement with respect to the vertex normal, and the amount
of vertex displacement expected.

The direction of the design processes, by means of calculating the mean
vertex displacements, are derived from the analysis of the four different de-
sign datasets, resulting from three distinct processes. The mean values are
coded onto a color map. Reddish (bluish) regions show that the average
displacement from the reference design is in (against) the direction of the
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Figure 3.9: Visualization of the mean displacement values based on data
from different design processes: a) Dataset 1 to d) Dataset 4.

surface normals, towards the outside (inside) of the car surface. Greenish
areas depict regions where the average displacement is zero, indicating that
these surface areas haven’t been modified (see the variance analysis) or the
displacements in either directions have canceled each other out. The results
of the calculations are depicted in Fig. 3.9 a) to d).

Since the LHS targets a unified variation of the designs, the mean dis-
placement value for each vertex vanishes, and an explicit direction or strat-
egy of such sampling process is not visible, as intended by the sampling
technique, see Fig. 3.9 a). Small deviations from a zero mean displacement
can be observed for individual vertices, which is due to the transformation
from control point parameter variations to variations of the surface points.
Figs. 3.9 b) and c) depict the overall direction of the optimization algorithm
that has been followed. Using the representation A (Fig. 3.9 b)), the distinct
blue surface areas have been moved to the inside of the car shape in order
to minimize the overall aerodynamic drag, while keeping certain restrictions
onto the rear lift of the car. While the optimizer using representation A
mostly tried to modify parts of the surface to the inside, the optimizer using
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representation B deformed the surface patches around the side mirror to the

outside of the surface (averaging over all design variations), see Fig. 3.9 c).

Due to the unified representation of the design shapes, an analysis of the
combined direction of design process 2 and 3 is feasible, as shown in Fig. 3.9
d). The image illustrates the mean direction of both processes.

Hence, the information about the mean design variations can be used to
control and revise local and global strategies of individual and overall design
processes equally. Finally, it needs to be considered, that given the same
design data, the mean displacement values can change with the selection of
a different reference design. Nevertheless, the different mean displacement
values denote the same information just from a different ”viewing angle”.

3.6 Interim Summary

In this chapter the unstructured surface mesh has been introduced as a uni-
versal meta representation for object shapes. The unstructured surface mesh
builds up a high dimensional geometrical approximation of the continuous
object surface. The derived object representation is independent of the rep-
resentation used to form the designs in different design and optimization
processes.

Based on the surface mesh representations of various design shapes, the
estimation of local feature disparities between mesh pairs allows to study
the differences between designs in more detail, e.g., concerning vertex dis-
placements or curvature differences. The estimation of the feature disparities
requires algorithmic steps for:

e feature extraction,
e estimation of corresponding vertices and
e the calculation of the actual disparities

to be implemented. The transformation of the design shapes into surface
meshes and the evaluation of the design disparities are pre-processing steps
taken as a prerequisite for the shape mining process.

The investigation of the shape disparities can already reveal important
information about the designs and their synthesis process. With the applica-
tion of the suggested technologies and algorithms to the passenger car design
data, it has been demonstrated how the analysis of the disparity data can be
utilized to:
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e investigate individual design solutions,
e identify weakly explored design regions and
e evaluate the course of the design process.

In this respect, the analysis of the surface mesh disparities provides a holistic
view on the designs and their related synthesis processes.
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Design Sensitivity Analysis

As has been shown in Chapter 3, the transformation of the surface repre-
sentation into a universal meta-design representation together with the eval-
uation of local shape features provides an holistic view on the design data.
The investigation of the surface features and related data statistics facilitates
the study of the engineers design intents and the course of optimization cy-
cles. However, an explanation and understanding of design feature variations
concerning their effect on the overall design performance has not been con-
sidered. In order to analyze those interdependencies, this chapter introduces
methods for sensitivity estimation. State of the art methods are reviewed
and a robust variant of the mutual information index is studied in more de-
tail, which allows to reliably estimate linear and non-linear interrelations for
a limit number of designs. The results from the sensitivity estimation can be
utilized to filter potentially irrelevant design features from the data by means
of identifying sensitive design areas. Exploiting sensitivity information and
the geodesic distance, a new algorithm for an automatic retrieval of sensitive
areas is introduced. Finally, relevant fields of application are demonstrated
by applying sensitivity analysis to the passenger car design data.

4.1 Sensitivity Estimation

One of the main challenges in decision making towards an efficient design
processes is the ability to predict the effect of design variations on the func-
tional design properties. In this respect, the understanding of which design
features influence the performance of a design is an essential component.

In its general definition, sensitivity analysis targets to reveal the influence
of one or multiple independent variables on an dependent variable by apply-
ing methods for sensitivity estimation, see [Saltelli et al., 2007] and [Cullen
and Frey, 1999]. In this context, the dependent variables are representing
the cause or input of a model or system, whereas the dependent variable is
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representing its effect. Adopting the general formulation, and applying it to
the analysis of design data, the following definition for the process of design
sensitivity analysis is derived:

Design Sensitivity Analysis Design sensitivity analysis is the study and
quantification of the impact of design feature variations on the variation of
the overall design performance.

In the shape mining process, the design sensitivity analysis is carried
out for two purposes. First, it is applied to extract knowledge about the
importance of particular design areas with respect to variations of the de-
sign performance, and second to filter design variables in order to improve
subsequent modeling and data mining steps.

A wide range of methodologies concerning the quantification of sensitivity
have been studied. Those attempts can be categorized into local and global
methods. Local sensitivity estimates aim at directly quantifying the gradi-
ent at a certain fixed point by means of calculating the partial derivative
|0y/0x;|.,, where y is the dependent variable, z; a design variable and xg
defines the fixed point. Those methods relate to adjoint modeling [Giles and
Pierce, 2000; Othmer, 2006; Othmer et al., 2011] and automatic differentia-
tion [Verma, 2000].

Following [Saltelli et al., 2007], local methods are only informative at the
position of the fixed point. In contrast to local methods, global sensitivity
analysis methods aim at estimating the relation between input and output
variables, given a limited number of data samples over a wider and closed
design or input space. In [Ascough et al., 2005], the authors present the
results of a qualitative evaluation of the most popular methods. Among
them are the Fourier Amplitude Sensitivity Test (FAST) [Cukier et al., 1977,
the Sobol” method [Sobol’, 1993] and the mutual information index (MII)
[Critchfield et al., 1986].

For the estimation of the total correlation, the FAST and Sobol” method
apply a multi-factor analysis taking the interrelation between all independent
variables into account. Although, multi-variate correlation analysis allows a
more correct quantification of the sensitivities for a large number of variables,
its applicability is limited due to the high computational expense. This
is getting apparent when analyzing high-dimensional shape representations
like unstructured surface meshes. In contrast, univariate correlation analysis
provides only a qualitative estimate of the importance of design variables,
but with manageable computational costs. It should be noted that using
univariate correlation analysis, co-variations regarding other factors, which
are not included in the analysis, act as structural noise and can bias the
sensitivity estimates.
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In the remainder of this chapter, correlation techniques from statistics
and methods derived from the field of information theory for univariate sen-
sitivity analysis are studied in more detail. A robust extension of the mutual
information sensitivity index is studied. Opportunities and limitations of
the sensitivity methods in the light of analyzing shape data with respect to
aerodynamic objectives are discussed, and conclusions are drawn from the
application to the passenger car design data.

4.1.1 Linear Correlation Techniques

Given A] as a measure of local design feature variation and ¢} as the variation
in the design performance, the design sensitivity is defined by the strength
of the interrelation between Al and ¢;. Considering a linear analysis of the
relationship between design and performance variables in an analytical form,
the sensitivity is defined by the differential d¢] /OA].

However, the analytical function of ¢ is typically not available and needs
to be estimated from individual observations. There, the calculation of the
slope A¢l /AAT of a fitted regression line provides a sensible approximation
of the analytical sensitivity value. For statistical normalized variables the
definition of the slope of the regression line is equivalent to Pearson’s linear
correlation coefficient [Rodgers and Nicewander, 1988], based on which the
relative vertex correlation is defined. It quantifies the bivariate relation be-
tween the feature disparity for each vertex and the performance difference
with respect to a given reference design. The relative vertex correlation is
formally defined as:

TN (AT A (¢ -G

TAz‘ =

, 4.1
(ND — 1)O-A;_"O-¢)T ( )

where ET and o4 are the arithmetic mean and standard deviation of the
quantified performance differences, respectively. The arithmetic mean and
standard deviation of the feature variables, A, and oar, have already been
defined in equations (3.22) and (3.24) (Section 3.4). As for the calculation
of the standard deviation, it holds that for an integration of the correlation
coefficient over multiple reference designs ZZ and $" might vanish, what can
simplify the calculation of the correlation coefficient.

Based on equation (3.23) and (3.25), an update rule for the relative vertex
correlation can be constructed. For 0 < 7] <1 and 0 > r] > —1 the increase
of the feature value is expected to result in an increase or decrease of the
performance value, respectively. For 7] = 0 a change of the feature value is

expected to have no effect on the objective function.
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The statistical significance of the correlation coefficient can be estimated
using the students t-statistics,

= ra, . (4.2)
VL= (R)2)/(Np — 1)

In the presence of outliers in the data the Pearson’s correlation coefficient
might not reflect the correct sensitivity of a feature variable. In such circum-
stances, an a priori identification and exclusion of outliers is advisable. As an
alternative, Spearman’s rank correlation coefficient 7. is applicable, where
the correlation coefficient is calculated based on the ranks of the feature val-
ues instead of the feature values itself. Spearman’s correlation coefficient is
less sensitive to outliers and results in high correlation values also for mono-
tonic relations between feature and performance variable. Hence, relaxing
the strict linearity assumption of the Pearson correlation coefficient.

The standard Pearson and Spearman correlation coefficient ignore the
effect that the correlation of one feature variable can strongly be biased
by others, resulting in an over or under estimation of the correlation. To
overcome this shortcoming, the partial correlation coefficient can be applied
for a multi-variate correlation analysis. It estimates the bivariate association
between two variables under the control of other input variables of the system.
In the context of a high dimensional surface mesh representation all but
feature ¢ are to be considered for the calculation of the partial correlation
coefficient. The complexity of the partial correlation coefficient calculation
is O(n?), with n defining the number of features linked to the respective
vertices. For typical surface mesh sizes, with n > 1000, the calculation of
the partial correlation coefficient becomes impractical.

4.1.2 Mutual Information Based Sensitivity Index

The Pearson and Spearman correlation coefficients make strong assumptions
on the linearity of the interrelation either between the feature values or their
ranks. The Sobol’ technique, which is based on ANOVA (analysis of vari-
ance), requires to fit an underlying regression model or response surface to
the given data. Thus, the results of the Sobol” algorithm strongly rely on
the goodness of fit of the regression model. Information theoretic attempts
like the mutual information quantify the association between variables by
comparing the underlying data distributions directly and make no assump-
tions on the functional relationship between the independent and dependent
variables.
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4.1. SENSITIVITY ESTIMATION

The quantification of the mutual information has its origin in the article
of Shannon published in 1948 [Shannon, 1948]. The basis of Shannon’s in-
formation theory is the formulation of the entropy. For a discrete random
variable X, Shannon’s entropy is defined as:

=—> p(z)logyp(= (4.3)

reX

The measurement unit of the entropy H (X) is typically defined in bits, as
long as the Logarithm is taken to the basis of two. The intention of Shannon
has been to quantify the uncertainty of information, which is contained in a
message transmitted from a sender to a receiver. Beyond Shannon’s inten-
tion, the entropy H(X) provides a quantity suited to evaluate the expected
deviation of a series of observations from a singular event guaranteed to hap-
pen. The Shannon entropy is always greater or equal to zero and reaches its
maximum for a uniform random variable U, with 0 < H(X) < H(U).

It is important to note that the value of the entropy is sensitive to the
number of discrete states of the random variable. For equiprobable events,
H(X) increases with an increasing number of states. Given the joint prob-
ability distribution of two discrete random variables X and Y, the entropy
formulation can be extended to multiple attributes as follows:

HX,Y)=— Y pla,y)logp(z.y). (4.4)

reX,yeY

with p(z,y) defining the joint distribution of X and Y. The differ-
ence between the joint entropy and the marginal entropy of either of them,
H(Y|X)=H(X,Y)— H(X), is known as the conditional entropy. H(Y|X)
quantifies the remaining uncertainty of a variable Y if a second variable X
is already known. In case of X and Y being statistically independent, the
remaining uncertainty of a variable Y given X equals the uncertainty of Y,
H(Y|X) = H(Y). Thus, the joint entropy is a linear superposition of the
marginal entropies with H(X,Y) = H(X) + H(Y).

The relationship between the marginal and joint entropies in case of sta-
tistical independence provides the basis for the calculation of the mutual
information. The mutual information I(X;Y) quantifies the information
shared between two variables X and Y. Under the assumption of indepen-
dence, a model of the joint entropy, with H(X,Y) = H(X) + H(Y), is
compared to the entropy calculated based on the observed joint probability
masses, H(X,Y). This led to the mathematical formulation of the mutual
information:
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I[(X;Y)=H(X)+H(Y)-H(X,Y). (4.5)

In terms of marginal and joint probability masses the mutual information
is defined as follows:

(7,9)
I(X:Y)= 3 plaey)log, oo, (46)
xegey p(x)p(y)

In case that X and Y are independent, the mutual information vanishes
so that I(X;Y) = 0. In all other cases I(X;Y") takes positive values bounded
by the maximum of the marginal entropies H(X ) and H(Y). With I(X;Y) =
H(X) = H(Y), the mutual information reaches its maximum value in the
case, where the distributions of X and Y are identical. When applying
mutual information for the purpose of sensitivity analysis [Critchfield et al.,
1986], typically the mutual information is normalized by the entropy of the
target variable Y:

[(X;Y)
H(Y)

where s(X,Y) is the sensitivity of Y with respect to variations in X.

The information based total sensitivity index, see [Liidtke et al., 2008], is
a multi-variate extension of the mutual information to multiple attributes.
Given a set of n attributes X = {X;,..., X}, and the assumption that Y is
totally explained by the variables in X', the total sensitivity index in terms
of Shannon information is defined as follows:

s(X,Y) = (4.7)

[(X;Y) — I(X\ X3 Y)
H(Y) '
It quantifies the difference between the information that is transfered be-
tween all input variables and the target variable I(&’;Y), and the information
that is transfered between all but the considered variable X; and the target
variable, I(X \ X;;Y). The total sensitivity index captures the main effect of
X; and all higher order interactions between X; and the remaining attributes
in X. The calculation of Syuq;, (X,Y) requires the estimation of the n + 1
dimensional joint distribution of the variables in X plus Y. The estimation
of the joint distribution for a high number of variables suffers from the curse
of dimensionality, e.g., see [Scott, 1992, Chapt. 7]. Thus, the application
of Syorar, (X, Y) to high dimensional shape representations is infeasible, or at
least requires an a priori feature reduction step.
Considering the attributes which describe the shape feature variations A"
and the performance attributes ¢" as random variables allows the information

Stotal; (X, Y) - (48)
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theoretic estimation of vertex sensitivities. It requires the estimation of the
marginal and joint densities based on the observed feature and performance
values. An introduction into techniques for the estimation of probability
densities is given, e.g., by [Scott, 1992].

4.1.3 Robust Estimation of Mutual Information

A reliable estimation of the probability densities for the calculation of the
information based sensitivity indices typically requires a large amount of
data. The demand on a robust sensitivity estimate is to provide a reliable
quantity even for small as well as noisy data. In real-world applications the
generation of design data is always of considerable computational expense, es-
pecially when high fidelity simulations have to be carried out to calculate the
design performance. In practice, continuous variables are often discretized
by calculating the relative frequencies of the parameter values with respect
to fixed intervals of equal range. Due to noise in the measurement of the fea-
ture or performance values, individual parameter values might wrongly be
assigned to neighboring intervals. This has a strong effect on the estimated
probability distribution, especially for small sample sizes.

In order to reduce the effect of the discretization error on the sensitivity
estimation, two strategies can be undertaken. The first approach is to adapt
the method for the estimation of the probability densities, e.g., using spline
functions [Daub et al., 2004], or in a second approach, directly adapt the
calculation of the sensitivity index. While the first approach is typically
sensitive to the specification of certain hyper-parameters, e.g., defining the
degree and order of a spline function, here the second approach is investigated
in more detail, targeting to come up with a parameter-free robust sensitivity
estimate.

In a first step it can be observed that for two random variables X and
Y the formulation of the mutual information is equal to the Kullbak-Leibler
divergence (KLD) [Kullback and Leibler, 1951] between the joint probability
distribution p(z,y) and its Kirkwood superposition approximation (KSA)
[Jakulin and Bratko, 2004al, p(x,y) = p(x)p(y):

I(X;Y) = Drr(p(a, y)llp(z, y)). (4.9)

The KSA is an approximation of the observed joint probability distribu-
tion under the assumption of independence between the random variables.
From this perspective, the mutual information can be understood as a mea-
sure of the difference between two probability distributions, where the KLD
is defined as the arithmetic mean of the bin-wise distances.
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Figure 4.1: Visualization of the difference between the bin-wise a) and cross-
bin b) distance. The EMD cross-bin distance is defined by a weighted super-
position of the grounding distances d;; and the mass differences g;;.

The calculation of the bin-wise distance does not take any quantification
errors into account. Therefore, in a second step the KLD is replaced by
a cross-bin distance measure, e.g., by the Earth Mover’s Distance (EMD)
[Rubner et al., 2000]. In contrast to the bin-wise distance, the cross-bin
distance takes the samples from neighboring intervals into account. Thus,
for continuous variables, the cross-bin distance measure allows a more robust
estimation of the distance between two distributions, especially for a low
number of observations. This is depicted in Fig. 4.1.

The standard KLD, Fig. 4.1 a), would estimate the same distance be-
tween distributions (P1,Q1) and (P2,Q2). However, the difference between
(P1,Q1) could result from measurement noise or from a limited number of
data samples, while the difference between (P2,Q2) seems to be more dis-
tinct. Therefore, an intuitive measure should rate the distributions (P1,Q1)
being more similar than (P2,Q2). The cross-bin distance measure, Fig. 4.1
b), does this by taking neighboring bins into account. As a result small per-
turbations in the data do not have a drastic effect on the cross-bin distance

measure (EMD).

In [Rubner et al., 2000], Rubner first introduced the EMD as a cross-bin
distance measure for estimating the similarity of color and texture histograms
in two dimensional images. It has been argued that the EMD better mimics

64

Dieses Werk ist copyrightgeschiitzt und darf in keiner Form vervielfaltigt werden noch an Dritte weitergegeben werden.
Es gilt nur fir den persénlichen Gebrauch.



4.1. SENSITIVITY ESTIMATION

the human perception of texture similarities. In this context, the EMD has
successfully been applied to tasks like image retrieval, image registration or
feature extraction, see [Sandler and Lindenbaum, 2011].

The EMD, as it has been defined by Rubner in [Rubner et al., 2000], has
no closed mathematical solution, rather the EMD value is the solution to an
optimization task. It is defined as the minimal total ground distance weighted
by the amount of probability masses that have to be moved, so that the two
compared histograms coincide. For the calculation of the EMD a linear
optimization problem has to be solved. Given two discrete distributions P
and (), as well as a distance matrix D, the objective for the solution of the
EMD for discrete probabilities is defined as,

E(P,Q,D) =min» _ di;g;, (4.10)
ij
where g;; defines the flow of probability masses and d;; the ground dis-
tance between bin ¢ of distribution P and bin j of distribution @), see Fig. 4.1
b). The optimization is subject to,

g = 0 (4.11)
Zgij < Di (4.12)
J

< g (4.13)

Zgij
Zgij = 1 (4.14)
]

where the constraint in equation (4.11) ensures that probability masses
are only moved from distribution P to distribution (). The additional con-
straints, defined in equations (4.12), (4.13) and (4.14), guaranty that only as
much as probability masses are moved as exist, and that all sources are de-
pleted. After an optimal solution has been found, the distance is calculated
as follows:

i dij9i
D ij Yij
The EMD makes sure that perturbations of the attribute values are not
penalized excessively.

Applying the EMD instead of the KLD to equation (4.9) leads to the
robust variant of the mutual information for the estimation of sensitivities:

Deyp(P,Q) = (4.15)
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The robust measure of sensitivity RI(X,Y") can not be considered any-
more as an information quantity in the sense of Shannon, rather it is imple-
menting an alternative measure of correlation. The EMD is a real distance
measure and thus RI(X;Y) > 0. Since the solution to the EMD is an op-
timization problem, the calculation of the EMD is computational expensive,
with a complexity of O(B?*logB). The computational time increases poly-
nomial with the number of discretization intervals. The high computational
costs often hinder the implementation of the EMD to real world applications.

In [Shirdhonkar and Jacobs, 2008], the authors proposed an algorithm
for the fast calculation of the EMD. The authors found a closed solution of
the EMD in the wavelet domain and termed this technique wavelet EMD or
shortened WEMD. For the calculation of the WEMD the difference histogram
between two distributions is calculated, AP(S) : dpx = pr — pr. After that
the difference histogram is transferred into the wavelet space. In the wavelet
space the actual optimization task is reduced to a weighted sum of wavelet
coefficients,

Dwemp(P,Q) = ZQij(H%)pr‘a (4.17)
A

where n is the dimension of the discrete probability distribution and dp,
are the wavelet coefficients of the transformed difference histogram AP. The
index A is used for both shifts as well as the scale j wavelet coefficient. For the
wavelet transformation an wavelet function which has at least one derivative
has to be chosen. Thus, e.g., the famous Haar wavelet can not be used for
the calculation of the EMD. The complexity of the WEMD increases only
linearly with the number of bins B. Replacing the EMD with the WEMD
provides means for a more efficient estimation of the cross-bin distance based
sensitivity:

Rlweup(X;Y) = Dweup(0(z,y), p(z, 7)) (4.18)

4.2 I|dentification of Sensitive Areas

Global sensitivity analysis based on surface data provides the engineer with
information about the relevance of local surface deformations to a given de-
sign performance. There, the number and locality of the considered surface
variations depends strongly on the surface sampling density. Typically, the
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4.2. IDENTIFICATION OF SENSITIVE AREAS

number of vertices that build the discrete surface mesh is huge (n >> 1000)
to ensure an accurate approximation of the continuous design surface.

In practice, in order to model higher order relationships between distant
design variations and the performance, a low dimensional manifold in the
input space is favored. The number of input parameters needs to be small to
produce reliable computational models mapping design variations onto the
performance values. While individual modeling techniques comprise auto-
matic parameter selection or weighting, here an explicit parameter reduction
step aligned to the given shape representation is introduced.

The reduction of the input dimension requires to take valid assumptions
on the given data. Concerning the design data, treading a typical design
process, a modification of single vertices is supposed to be unlikely, given
a uniform and sufficiently accurate sampling of the surface. Rather entire
design regions of a certain extent, enclosing multiple vertices, are considered
for shaping new designs. Thus, taking proximity and the sensitivity of ver-
tices into account, neighboring vertices can be grouped into sensitive design
areas, which are formally defined as follows:

Sensitive Design Area A sensitive design area A is defined as a subset of
vertices A = {v1,...,7;} of the entire mesh M, which form a closed area
on the surface and are similar in their sensitivity to the considered design
quality.

Given a pre-defined similarity or distance measure d;; +— f(d; (M),
d; ;(S)), vertices v; and v; belong to one and the same design area if they
are close with respect to spatial distance d; j(M) and if they share a similar
sensitivity value d; ;(S).

For different design performance values, different sensitive areas might
exist. Each sensitive design area can be treaded as a single parameterized
unit for a subsequent modeling step. The observed change of the properties
at the position of the vertex that is located in the center of each sensitive
area A denotes changes of the entire area. Hence, the number of sensitive
design areas defines the dimensionality of the input space for the subsequent
construction of computational models.

4.2.1 Unsupervised Clustering

Clustering techniques are applicable to automatically derive sensitive areas
in a unsupervised manner. Following [Jain et al., 1999], ”Clustering is the
unsupervised classification of patterns (observations, data items, or feature
vectors) into groups (clusters).”. In the related publication a comprehensive
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overview on the clustering concept, a taxonomy of clustering techniques and
relevant applications related to image segmentation, object recognition and
information retrieval are described. As already summarized in [Jain and
Dubes, 1988, the application of clustering algorithms usually involves the
consideration of:

e the representation of features or patterns,
e the definition of the proximity,
e the actual grouping of patterns and

e cventually the abstraction of data and the assessment of the clustering
results.

Furthermore, the normalization of data and the efficiency of the algorithm
chosen have to be considered. Beside the choice of an appropriate clustering
algorithm, the definition of the similarity measure is crucial.

The most frequently used similarity measure is the Euclidean distance
dy, as a special case of the Minkowski distance d,. The Euclidean distance
is shown to be applicable if the data set constitutes compact or isolated
clusters, but is strongly dominated by the largest-scaled feature [Jain et al.,
1999; Mao and Jain, 1996]. In [Rokach and Oded, 2005], the authors provide
an overview of alternative distance measures for the calculation of pattern
similarity. However, often the applied similarity measure has to be tuned to
the given data characteristics. In some cases adding domain information to
the features, to the distances measure or to the clustering strategy can be
beneficial.

The diverse set of clustering methods that have been developed over time
can roughly be grouped into hierarchical and partitioning methods. Hier-
archical clustering algorithm, which itself can be separated into single-link,
complete-link and average-link algorithms, recursively partition the data set
into nested groups of patterns. In contrast, Partitioning clustering algorithms
obtain a single partitioning of the data samples into different clusters. A re-
view on the different algorithms can be found in [Jain et al., 1999; Rokach
and Oded, 2005].

One of the most frequently used techniques is the k-means clustering algo-
rithm [Duda and Hart, 1973]. The algorithm starts with randomly defining &
cluster centroids. Iteratively, all patterns are assigned to its closest centroid
followed by a recalculation of the new centroids and so forth, until a con-
vergence criteria has been met. Typically, the iterative procedure is stopped
when the location of the centroids remains constant. The K-means approach
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is supposed to identify a local optimal cluster configuration in the data. K-
means exploits the pre-defined distance measure to assign patterns to their
closest centroid.

The reason why the k-means algorithm has such a high popularity is
due to its simplicity and its low computational complexity. The algorithm
scales linearly with the number of clusters, number of data samples and its
dimensionality [Selim and Ismail, 1984]. Beside the advantages, some ma-
jor drawbacks should be mentioned as well. First, the number of clusters
has to be pre-defined. An automatic identification of the number of clus-
ters is not realized. Second, the results of the K-Means clustering procedure
strongly depend on the choice of the initial centroids. Therefore, often dif-
ferent clustering runs with different initializations have to be carried out in
order to achieve a proper result. The K-Means algorithm typically works well
if isotropic clusters can be fetched from the data [Rokach and Oded, 2005].

Using more sophisticated techniques, like the X-Means clustering [Pelleg
and Moore, 2000] or the gap-statistic [Tibshirani et al., 2001], can overcome
the problem that the number of clusters needs to be defined in advance.
The gap statistic is applicable to the results of any clustering algorithm and
any distance measure. It defines a score for choosing the correct number
of clusters from multiple experiments carried out with a different cluster
number.

4.2.2 Measure of Vertex Similarity

Related to the definition of a sensitive area, the similarity between two ver-
tices ¥; and ¥; on mesh M is defined based on the spatial distance between
two vertices d,, ., (M) and the similarity in the sensitivity d; ;(S). The spatial
distance d,, ., (M) measures the distance between vertices in the Euclidean
space based on the coordinates of the surface points. Two distance measures
are considered and discussed here.

One attempt calculates the Euclidean distance between vertices, measur-
ing the distance in the three dimensional space in which the surface mesh
is embedded. However, the Euclidean distance might underestimate the dis-
tance between vertices on the surface especially around areas of high curva-
ture. Vertices which are close in the three dimensional space do not have to
be close along the two dimensional manifold of the surface.

Therefore, in a second attempt the geodesic distance which estimated
the distance between vertices along the shape surface is used. It is expected
that the geodesic distance better reflects the correct spatial distance between
vertices. Hereafter, the metric exploits the connectivity of the surface mesh
representation.
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a)

Figure 4.2: Indication of the difference between calculation of the Fuclidean
distance a) and the Geodesic distance b), applied to the motorbike mesh (Ex-
ample mesh supplied with OpenFOAM, the open source CED simulation soft-
ware,).

In a pre-processing step, the surface mesh is normalized into the unit
cube. All pairwise geodesic distances dfj are calculated by identifying the
shortest path between two points in the mesh using the algorithm of Dijkstra,
see [Dijkstra, 1959]. The distances of the edges are summed up along the
shortest path to estimate the geodesic distance. Given the surface mesh of a
motor bike, Figs. 4.2 show the conceptual difference between the Euclidean
and the geodesic distance.

In addition to the spatial distance the difference between the normalized
sensitivity values dj; is calculated. A crucial task is the superposition of
the spatial distance and the sensitivity similarity. In order to avoid the
selection of a proper weighting, an overall similarity measure is chosen that
implements the following heuristics. If the same sensitivity value is assigned
to both vertices v; and v, the overall similarity should equal the spatial
distance. If a maximum difference between the sensitivities is measured, the
similarity measure is expected to increase the overall similarity based on the
spatial distance by a factor of two. Thus, given that the sensitivity values are
normalized between zero and one, the overall similarity measure is defined
as follows:

dij = dij(M) - (1 +di5(S)), (4.19)

where d; j(M) is considered to be either the Euclidean or geodesic dis-
tance.
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4.2.3 Automatic Identification of Sensitive Areas

The combination of the unsupervised clustering techniques with the intro-
duced measure of vertex similarity facilitates an automatic retrieval of sen-
sitive areas. Adapting the typical clustering procedure, e.g., see [Jain and
Dubes, 1988], the following steps constitute the automatic procedure for iden-
tifying sensitive areas:

1. Definition of the similarity measure (including spatial and sensitivity
information)

2. Pre-select vertices based on their sensitivity (optional)

3. Select and apply the unsupervised clustering procedure to derive sen-
sitive areas

4. Determine the cluster centers

5. Assign the local surface differences of the cluster centers and the design
related properties to a reduced dataset

Before the actual clustering, non-sensitive vertices can be filtered from the
entire set of vertices. This simplifies the clustering and reduces computational
costs. The definition of which vertices are non-sensitive depends on the
sensitivity measure chosen. Statistical significance tests provide a general
attempt to reject non-sensitive vertices, quantifying the evidence that the
vertex is not defined as sensitive by chance. If the significance level of the
calculated sensitivity is below a certain p-value, e.g., p = 0.1 (10%), the
vertex is rejected. Based on the t-statistics, see equation (4.2), the p-value
can be derived for the Pearson and Spearman correlation coefficient. For
the calculation of the statistical significance of the mutual information based
sensitivity, e.g., see [Dawy et al., 2006].

A possible alternative to the statistical significance test is the definition
of a fixed sensitivity threshold A, so that all vertices which have a sensitivity
value below A are considered to be insensitive. However, the choice of an ap-
propriate threshold is a difficult task. For all sensitivity methods a stringent
division between sensitive and insensitive values does not exist.

In [Cohen, 1988], Cohen tried to derive a classification of the linear cor-
relation coefficient based on psychological experiments. With the results of
this study one could state that a minor or no linear correlation is observed
if the absolute value is below 0.3. Thus, concerning the linear correlation
coefficient, a threshold set to A = 0.3 might be a sensible choice. However,
the discrete classification of the correlation value is still vague.
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Without loss of generality, k-means clustering is applied to derive k groups
of vertices on the design surface. The vertices closest to the arithmetic cluster
centers and their related features provide an abstract representation of each
sensitive area.

4.2.4 Example

Fig. 4.3 illustrates an artificial example, outlining the basic idea for the iden-
tification of sensitive areas. In the example, the reference design is defined by
the triangulated surface mesh of a simple cube. An arbitrary set of vertices
has been selected from the mesh for clustering. The goal of this example is to
demonstrate the difference of the automatic surface clustering with respect
to different distance measures.

In Figs. 4.3 a), b) and d), vertices which belong to the dark blue area,
labeled with 4y (A0), are not considered for clustering. Figs. 4.3 a) and b)
show the clustering results using solely the Euclidean a) and the geodesic
distance b), in order to measure the vertex similarity. K-means clustering,
with £ = 3, has been applied for grouping the vertices on the surface using
either of the two spatial distances. It can be seen that using the geodesic
distance results in distinct closed areas A; to Az, while using the Fuclidean
distance results in a separation of area As,.

As depicted in Fig. 4.3 ¢) artificial sensitivity values of S = 1.0 (green) and
S = —1.0 (orange) are assigned to the vertices. Using the distance measure
from equation (4.19), which is defined by the superposition of the sensitiv-
ity information and the geodesic distance, results in a different clustering,
shown in Fig. 4.3 d). The clustering algorithm groups vertices with the same
sensitivity value into the same group of vertices. This can be observed by
comparing areas Ay and Aj in Figs. 4.3 b) and d).

4.3 Utilizing Sensitivity Information

The sensitivity analysis can provide engineers with new insights into the
cause of changes in the design performance. It allows engineers to predict the
function of a design based on planned shape variations. With that allowing
engineers to estimate the expected design performance before making any
design decision in the design process.

In [Graening et al., 2008], the validity of the calculated sensitivities has
been tested given the data of turbine blade geometries. Direct manipulation
of free form deformation (DMFFD) [Hsu et al., 1992] has been applied to
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c)

Figure 4.3: Results of a simple example, where surface vertices are clus-
tered based on: a) the Euclidean distance, b) the geodesic distance and c)
the combination of the geodesic distance with sensitivity information. The
corresponding sensitivity map is shown in d), where green denotes high and
orange low vertex sensitivity.

d)

create concrete shape deformations for the comparison of the predicted and
the evaluated aerodynamic properties of the designs.

Furthermore, sensitivity information can be utilized to construct an ini-
tial object representation for subsequent computational optimizations. In
[Graening et al., 2012], based on free-form deformation techniques, the au-
thors have shown that an adaptation of the initial representation based on
sensitivity information can lead to an improved optimization process.

4.4 Application to Passenger Car Design

In the following experiments sensitivity analysis has been applied to the pas-
senger car design data. Different methods for sensitivity estimation have
been applied in order to explicitly evaluate the relevance of local shape mod-
ifications captured by A" to the performance difference values ¢, and
®r, . previously defined in Section 3.3. Beside the quantification of the rele-
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vance, the analysis of the sensitivities, e.g., can provide qualitative informa-
tion about the direction of shape modifications which are expected to result
in an improvement of the design performance. FExploiting clustering tech-
niques together with the measure of vertex similarity, sensitive areas along
the passenger car surface have been identified. From the sensitive areas a
reduced representation of the design surfaces has been derived.

4.4.1 Direction of performance improvement

Given the displacement data for each vertex of the reference mesh and the
differences in the performance numbers, the sensitivities for a chosen refer-
ence design have been calculated using the Pearson correlation coefficient.
In addition to the correlation value the statistical significance for each cor-
relation value has been calculated. For visualization, both values have been
mapped onto one color scale, where the actual color value is defined by the
correlation value and the saturation of the color is defined by its significance.
The interpretation of the correlation values needs to be done closely linked to
the meaning of the surface features. With respect to the vertex displacements
the resulting color values are interpreted as follows:

e Red: The deformation of the surface patch in the direction of the
normal vector is expected to increase the performance difference ¢p,
or ¢p, ,, OI Vice versa;

e Blue: The deformation of the surface patch in the direction of the
normal vector is expected to decrease the performance difference ¢p,
Or @r, ,, O Vice versa;

e Green: The deformation of the surface patch in or against the direction
of the normal vector is expected to have no effect on the performance
difference ¢, or ¢p, .;

e White: Since the correlation value is insignificant, a statement about
the effect of the deformation of the patch on the performance difference
indicators cannot be made.

The results of the sensitivity analysis for the different design datasets 1 to
4 are depicted in Figs. 4.4 a) to d). The different figures show the same frontal
view on the reference design. The sensitivities of the rear view are depicted
in the appendix in Section A.1. The Figs. 4.4 on the left and right side allow
a comparison of the sensitivities to ¢p, with the sensitivities to ¢p, . based
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Drag force, ¢, Rear lift force, ¢r, ,,

-06 -04 -02 0 02 04 0.6
Sensitivity: Pearson correlation coefficient

Figure 4.4: Results of the sensitivity analysis based on the calculation of the
Pearson correlation coefficient calculated for different passenger car design
datasets 1 to 4, shown in row a) to d). On the left side the sensitivities
with respect to the drag force ¢r, and on the right side the sensitivities with
respect to rear lift force ¢p, , are depicted. The respective rear view on the
shape of the passenger car is depicted in appendiz A.1.
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on the same design datasets. For dataset 1, 2 and 4, a significant trade-
off between the sensitivities to the drag and rear lift force can be observed
around the front door of the car shape. The deformation in the normal
direction to the outside of the car shape is expected to result in a decrease
of the drag force. However, such a modification would always go along with
an increase in the rear lift. This indicates that with the modification of this
area a minimization of both performance numbers cannot be achieved, and
a trade-off solution between drag decrease and rear lift increase has to be
found.

From the analysis of the results that show the drag force sensitivities, on
the left hand side of Fig. 4.4, one can derive the basic rule that a deformation
of the rear part to the inside of the car will reduce the drag and thus improve
the car performance. While this concept is likely to be known to the aerody-
namic engineer, the information that the deformation of the area close to the
front door of the car towards the outside of the initial car surface can lead to
an reduction of the drag denotes a more interesting relation. Furthermore,
the analysis of the joint dataset (see Fig. 4.4 d)) yields to drag sensitivities
at the outer front bumper, which are not obvious from the analysis of the
individual process datasets (cp. Figs. 4.4 b) and ¢)).

Concerning dataset 3, it should be recalled that only parts of the design
are modified during the optimization. From the results of Fig. 4.4 ¢) it can
be seen that surface areas which haven’t been modified will result in insignif-
icant correlation values. Those regions have the lowest color saturation and
therefore are highlighted in white. Without coding the significance values
onto the color scale, such information would remain hidden.

In general, the sensitivity information from the calculation of the linear
correlation coefficient not only provides engineers with information about the
most relevant vertices, but together with the displacement features provides
knowledge about the direction of vertex modifications that are expected to
improve a design. However, it should be noted that there is always the chance
that high correlations can result from unresolved co-variances or from outliers
in the data, and thus a validation of the most interesting sensitivities should
be obligatory. The validation can be done by running additional experiments
and or visualizing the displacement and performance values of individual
vertices. As an example, two vertices with the label v244522 and v265728
have been selected from the roof and the side of the reference mesh. For both
vertices the change in the drag force ¢p, over the displacement values are
plotted for all designs in the joint dataset number 4, see Figs. 4.5 a) and b).
For vertex v244522 a positive and for vertex v265728 a negative correlation
value was derived, what is in line with the scatter plots. For completeness,
the color of each scatter shows the respective rear lift variation.
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Figure 4.5: Visualization of the drag change over the displacement values
of two selected vertices v244522 and v265728 with respect to the joint dataset
4. The scatter plots allow a qualitative validation of the calculated correlation
values.

4.4.2 KNN Sensitivities

Global sensitivity methods take all designs in a dataset into account to eval-
uate the correlation of a vertex to performance changes. In order to control
the locality of the calculated sensitivity estimates K-nearest neighbor algo-
rithms can be applied. The algorithm allows the selection of a reduced set
of K neighboring designs from the entire design dataset, which are closest to
the chosen reference design. The automatic identification of the K neighbors
requires the definition of an overall shape distance. Therefore, in this work
the absolute values of all vertex displacements between two surface meshes
are integrated as follows:
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(Mo, Mon) = Qos (A7), (4.20)

where M, and M,, are the reference and the compared surface, n refers
to the number of vertices v; on the reference design and the index j defines
the corresponding vertex on the compared mesh. In order to reduce the wait
on excessive local deformations, the 75% quantile Q75 is taken instead of
the maximum value or the sum of the displacements. Based on the distance
measure the K closest designs are selected a priori to the calculation of the
sensitivities.

Given dataset 1, where sampling techniques have been applied to gen-
erate the design data using representation R 4, the KNN based sensitivities
have been calculated for K € 20,50, 100. The results are depicted in Fig. 4.6.
There, the sensitivities to ¢, (drag force) are visualized. The results depict
two different aspects. First, the results show how the estimated sensitiv-
ities change with different numbers of K, and second they show how the
sensitivities change for different reference designs.

In the left column of Fig. 4.6 the sensitivities with respect to the baseline
shape are visualized. For large number of K with K = 100, the sensitivity
around the side and rear of the car mostly agree with the results of the global
sensitivity analysis shown in Fig. 4.4 a). Limiting the sensitivity estimation
to the k£ = 20 closest designs has result in vanishing sensitivities at the side
of the car around the front door, and new positive sensitivities have emerged
at the side close around the rear wheel.

In the right column of Fig. 4.6 the sensitivities with respect to a different
baseline shape are visualized. Comparing the sensitivities of shape #194 to
the baseline shape sensitivities for large K, with K = 100, reveals a high
correlation except for areas around the front screen. Reducing the number
of K results in more distinct sensitive areas. For smaller values of K the
likelihood is reduced that the same designs are used for the calculation of
the sensitivities at the position of different reference designs.

In general, the choice of the reference design and the number of K allows
to control where and in which sup-area of the design space the sensitivities are
calculated. It should be noted, that the sensitivities can only be expected
to be valid for the considered sub-space. Similarly to the choice of K a
threshold can be applied to the shape distance (equation (4.20)) to select
designs within a certain radius around the reference design.
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Figure 4.6: Visualization of the results calculating KNN Pearson sensitivi-
ties for different number of K neighboring designs. On the left and right side
the results of the sensitivities with respect to the baseline and an arbitrarily

selected alternative reference design are shown. The results are calculated
based on dataset 1.
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4.4.3 Reliability of Probabilistic Sensitivity Estimates

Mutual information (MI) or its robust variant (RMI), see equations (4.6) and
(4.16) for reference, provide an alternative and more general attempt for the
sensitivity estimation, which compared to the correlation coefficient make
no assumption on the kind of interrelation between design modifications and
performance changes. However, for a reliable estimation a sufficient number
of data samples needs to be available for the analysis. Based on the given joint
passenger car design dataset 4 the dependency of the mutual information and
the robust mutual information to the size of the design dataset is studied.
Using the KNN algorithm, examined in the preceding section, the sensitivities
have been calculated for different sample sizes, with K € {100,200,300}. The
respective results of the comparison between the mutual information and its
robust variant are shown in Fig. 4.7. The sensitivities have been color coded,
with the scaling depicted at the bottom of Fig. 4.7. The view on the colored
surfaces denotes sensitivities of the vertex displacements to the drag value
as follows:

e Red: The performance difference ¢, is sensitive to deformations of
the respective surface patch;

e Blue: The performance difference ¢p, is insensitive to deformations
of the respective surface patch.

Hence, the interpretation of the respective sensitivities differs from the
interpretation of the Pearson correlations.

For K = 300 out of Np = 336 designs the sensitivities are comparable to
the Pearson correlations in Fig. 4.4 d) (left). There, the MI and RMI reveal
all the sensitivities at the side and along the rear of the car shape, which
have also been identified using the Pearson correlation coefficient. Beyond
that, additional non-linear sensitive regions can be identified at the front of
the car, around the area of the number blade.

Comparing the results of the MI and RMI for K = 300 the results of the
MI qualitatively coincide with the results of the RMI. Thus, for large number
of designs no significant difference between the two sensitivity measures have
been observed. But, if K is reduced, the mutual information fails to clearly
separate sensitive from insensitive areas, which gets apparent for K = 100.
There, the sensitivities are calculated based on the RMI and compared to the
Pearson correlations, see Fig. 4.4 ¢) (left). The results show that especially
for the analysis of small design datasets the robust mutual information should
be preferred to the classical mutual information.
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K = 300

K =200

K =100
B 4 O s 88 e
0 0.15 03 O 0.5 1.0
Mutual Information Robust Mutual Information

Figure 4.7: Comparison of the sensitivity analysis using mutual information
(left) and the robust variant of the mutual information (right), calculated
based on the data of the K designs closest to the reference design. The results
depict the dependency of the sensitivity measures to the number of designs.
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4.4.4 Sensitive Areas

The number of vertices that defines the shape of each design in the datasets
is around n = 550000. A reliable modeling of the interrelations between
distant design regions based on all vertices is hardly possible. Therefore,
the number of considered vertices and feature variations has been reduced
prior to any modeling step. The method for the identification of sensitive
areas (Section 4.2) serve as tools for feature reduction. In order to form
sensitive areas along the baseline passenger car surface the sensitivity infor-
mation from the Pearson correlation analysis, see Fig. 4.4 d) and Fig. A.1,
has been used. The sensitivities reflect the correlation between the vertex
displacements and the change in the drag force with respect to the combined
optimization dataset. Together with the geodesic distance, the sensitivity
values define the similarity between vertices according to equation (4.19).

In a pre-processing step the feature data of vertices with a low sensitivity,
\rgi\ < 0.6, has been removed before the clustering step. Thereafter, the K-
Means clustering algorithm is used for an automatic formation of sub-areas
on the surface. The results of the clustering are illustrated in Figs. 4.8 a) and
b), where vertices with the same color value build one cluster, except for the
removed low sensitive vertices which have been colored in dark blue. With
k = 12, the number of clusters has been predefined. Based on the resulting
clusters the vertices closest to their centers define the cluster centers.

As can be seen from the results, the sensitive areas are not symmetric
along the center line, while the surface mesh is. Such symmetry requirements
need to be explicitly incorporated into the clustering process. This has not
been considered so far and remains future work. For simplicity, the final
selection of the cluster centers has been corrected manually. Considering the
symmetry of the passenger car, k = 6 cluster centers have been selected from
the entire set of vertices. The selected centers are labeled in Fig. 4.8. The
displacement values related to the extracted cluster centers are the basis
for the identification of car concepts and the investigation of higher order
interaction patterns between distant design areas.
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Figure 4.8: Results of the feature reduction step by means of identifying
sensitive areas. The derived cluster centeres and the corresponding feature

difference values define an abstract representation of the individual surface
areas.
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4.5 Interim Summary

In this chapter different methods for the estimation of vertex sensitivities
have been studied. The sensitivities denote information about the interrela-
tion between vertex feature disparities like the displacements and variations
of the design performance. The visualization of the sensitivities on the sur-
face mesh provide the engineers with prospective effects on the performance
indicators with respect to possible shape deformations.

Using linear correlation techniques like the Pearson correlation coeffi-
cient, not only information about the sensitivity but also about the expected
deformation direction for the improvement of the performance can be esti-
mated. It has been demonstrated that the application of K-nearest neighbor
algorithms a priori to the sensitivity calculation let the engineer control the
locality of the sensitivity estimates.

The application of the mutual information and its robust variant for sen-
sitivity analysis provide a more general attempt to the evaluation of vertex
sensitivities. From the results on the passenger car design data, it can be
concluded that especially for a small number of designs the robust variant of
the mutual information is beneficial over the standard mutual information.
For large design datasets both measures have provided comparable results.

An algorithm, which exploits the sensitivity measure and the Geodesic
distance between vertices, has been introduced to derive larger sensitive areas
on the design surface. Even though the surface differences considered in our
research are not huge, it has been shown that the Geodesic distance is more
suitable than the standard Euclidean distance. The resulting sensitive areas
and the related design features make up a low dimensional representation of
the design data. As such, it facilitates the modeling of the interrelations be-
tween distant design regions and constitutes an important step in the overall
shape mining process.
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Design Concept Retrieval

Feature reduction by the identification of sensitive areas, introduced in the
preceding Chapter 4, facilitates an enhanced modeling of the design data. In
this chapter, modeling techniques for the retrieval, representation and eval-
uation of abstract design concepts are described. After a general definition
of the term design concept, formulations from association rule learning have
been adopted to represent concepts in human readable form, which is desired
to simplify the knowledge transfer to the design engineers. Subsequently,
methods for the evaluation of design concepts are reviewed and a new mea-
sure of utility is presented, which allows to rank design concepts according
to the formulation of the engineers’ objectives. Exemplary, two modeling
techniques from machine learning, decision trees and self-organizing maps
(SOMs), are studied for an automatic retrieval of concepts from the design
data. The generalized process for the retrieval, representation and evaluation
of design concepts is applied to the passenger car design data to emphasize
the usability in real world design scenarios.

5.1 Definition

The term Design Concept (and what makes up such a design concept) lacks a
clear definition in the literature. Towards a working definition, the term De-
sign is reviewed based on [Ralph and Wand, 2009]. The authors understand
a design as: “a specification of an object, manifested by an agent, intended to
accomplish goals, in a particular environment, using a set of primitive compo-
nents, satisfying a set of requirements subject to constraints”. Following this
formulation, it is essential to note that a design is not a object specification
solely. Rather, a design is a specification of an object that has been created
to accomplish a pre-defined goal. The compliance with the design goal is
typically evaluated based on observed functional or aesthetic properties of
the design, which result from its interaction with the environment.
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To denote how design concepts can be derived from a set of designs, the
notion of a C'oncept needs to be discussed. Various formulations of a concept
or conception have been published by several philosophers. Most of them
agree on the fact that a concept is defined based on the abstraction from
observations of the world, e.g., in [Mill, 1882], J. S. Mill wrote: ”7/[...] and
when we form a set of phenomena into a class, that is, when we compare them
with one another to ascertain in what they agree, some general conception s
implied in this mental operation.”.

Concepts itself and the process of formulating concepts is treated as a
mental process throughout the definitions in the literature. They are men-
tally processed ideas or abstractions, representing summaries of properties
from individual observations. Once learned, utilizing concepts allows to
structure the world, where concepts function as filters for future percep-
tions. Furthermore, concepts are of use if they allow to explain goal relevant
portions of the world. As an example, if survival is seen as the goal of human
beings, the identification of concepts for eatable and uneatable food is of high
relevance. Thus, useful concepts support humans to make the right decisions
upon future observations.

Consolidating the key aspects of the notion of designs and concepts, led
us to the following definition of a design concept:

Design Concept A design concept is an abstract representation of a set of
designs sharing an akin specification that map onto approximately equivalent
design properties which are characterizing the design goal.

The identification and representation of design concepts intents to struc-
ture the design domain by generalizing from individual design solutions. De-
sign concepts allow the classification of individual designs based on object and
functional properties. In the light of computational intelligence, the process
of concept learning and representation is transferred to computer systems,
admitting that concept formation is not only subject to living creatures but
is an ability of intelligent systems in general.

Discovering a discrete and compact set of design concepts has the poten-
tial to support the engineers in extracting their own concepts and allow a
purposive decision making within the design process. Before that, an auto-
matic extraction, description and evaluation of design concepts from design
data is required. Modern technologies from data mining and artificial intel-
ligence provide instruments to achieve this task.
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5.2 Concept Representation

A compact and human readable representation of design concepts is desired
to simplify the understanding and processing of the domain information by
design engineers. In the field of machine learning and data mining, summaries
and abstractions from data are commonly represented by rules of the form,

I F [antecedent] THEN [consequent],

or using a more compact notation,

{antecedent} — {consequent},

where the antecedent and consequent part of a rule are defined by a
logical concatenation of attribute-value relations. For a general introduc-
tion into rule induction and association rule learning, see [Kantardzic, 2001,
chap. 13 and 16]. When adopting the formulation of rules for the description
of design concepts, the antecedent relates to an abstract object specification
and the consequent part to functional or other goal relevant properties of the
designs.

Depending on the used attributes the rules can be classified into qualita-
tive and quantitative rules. Qualitative rules refer to discrete states of the
attributes while quantitative rules refer to real-valued features. Specific to a
dataset D" = {A", ¢"}, which comprises data about the shape differences A"
and the performance differences ¢", the rules refer to a pre-defined reference
design r. Rules that describe the cause and consequence of an association
relative to a design are denoted as relative design rules. Thus, for a correct
interpretation all rules have to be related to the specification of the reference
design. Related to D", a qualitative description of the design concepts can
refer to the sign of the feature and performance differences. Because those
rules are expected to describe a wider area of the design space, such rules
often describe more general concepts. Qualitative rules representing design
concepts can formally be defined by the following generic association:

N (AT{<.=}0) = A (¢}{<.>}0). (5.1)

? J

In order to explain this definition, let’s consider the following example of
a qualitative rule:

(AY > 0) A (A < 0) — (09 < 0).
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This rule can be interpreted as follows, an increase of the feature value A?
of U] relative to the reference design r = 0, together with a decrease in the
feature value A9 of 7, results in a decrease of the performance ¢ .

Quantitative association rules, see [Miller and Yang, 1997; Srikant and
Agrawal, 1996], consider the feature values explicitly as real-valued attributes.
There, the antecedent and consequent of a rule are composed of attribute in-
terval relations. A design is covered by a quantitative rule if its attribute
values are within a defined range. With respect to D", quantitative rules are
defined in the following form:

/\ (A: € [l“Tz]) — /\ ((b; € [lj,?"j]). (52)

i J
In contrast to qualitative rules, quantitative rule types can describe more

specific concepts, where the antecedent describe more local areas in the design
space. The following association depicts an example for a quantitative rule:

(A? €10.2,0.5]) A (A € [-1.0,0.0]) — (¢? € [10, 20)).

This rule can be interpreted as follows: if the feature difference of v; takes
values between 0.2 and 0.5, and if the feature difference of 75 is between —1.0
and 0.0, the performance difference to the reference design » = 0 is expected
to be between 10 and 20.

5.3 Concept Evaluation

The computational retrieval of design concepts can result in a large set of
concepts, which can hardly be analyzed at once by engineers or data mining
experts. The investigation of a huge number of concepts takes considerable
time and requires huge amount of human resources. An a priori evaluation of
individual design concepts allows the ordering and filtering based on their rel-
evance. In such a way, potentially uninteresting concepts can be hidden from
the engineer’s eye. To identify an adequate evaluation measure, commonly
used approaches from association rule learning and analysis are reviewed, see
[Webb and Zhang, 2002; Tan et al., 2004; Geng and Hamilton, 2006; Webb,
2006] for more details. Considering the definition of engineering objectives,
a new measure of utility is suggested to order design concepts in the domain
of engineering design.
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5.3.1 Relevance and Interestingness

Measures of relevance or interestingness can be classified into objective and
subjective indicators. While objective measures rely on the statistics of the
raw data only, subjective measures take additionally or solely engineer’s ex-
periences and preferences into account. In general, objective measures target
the quantification of concepts like generality, specificity or accuracy, while
measures of interestingness, novelty and surprisingness belong to the class
of subjective measures.

For the following explanations we consider that design concepts are rep-
resented by a general form of an association rule A — C with antecedent A
and consequent C'. Further, it is considered that a design dataset D with N
designs is given, against which the concepts are evaluated.

Comprehensiveness

In association rule learning, two indicators, the coverage and the support
are used to measure the comprehensiveness of a design concept. A design is
covered by a concept if and only if every condition in the antecedent part of
the rule is satisfied. In probabilistic terms, the coverage of the design concept
is defined as the probability P(A) that a design meets all conditions in A
given the designs in D:

cov(A — C,D) = P(A). (5.3)

If the design is covered by a concept and in addition fulfills all conditions
in the consequent part, such design is said to support the considered design
concept. The measure of support over all designs in D is defined by the joint
probability that a design meets all conditions in A and C"

supp(A — C, D) = P(AC). (5.4)

The support provides information about the generality of a design concept
with respect to the considered design dataset. Concepts with low support
are often too specific to be of major interest. However, whether a concept
with high support is more interesting to the engineer depends on his or
her experiences. Concepts with high support are likely to represent trivial
associations, which are already known to the expert.

Reliability

If the confidence is high that the ascribed object specification A causes the
abstracted consequent C, such an association is called reliable. The measure
of confidence can be defined in terms of coverage and support as follows:
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supp(A — C, D
conf(A — C, D) = cov(il —C D)) = P(C|A) =

(5.5)

If the concept covers many designs but has a low support, the confidence
with respect to the dataset D is low. Design concepts with low confidence
are potentially uninteresting to the engineer and can often be rejected from
further considerations. However, using the confidence measure only to quan-
tify the relevance of an association can result in misleading evaluations, see
[Brin et al., 1997; Silverstein et al., 1998; Tan and Kumar, 2000].

Under the assumption that the strength of the correlation between an-
tecedent and consequences reflects the interestingness of an association, in
[Tan and Kumar, 2000], the authors introduced a new measure that takes
the confidence of the association and its reversal into account. The metric is
defined as follows,

IS(A = C,D) = \/conf(A — C, D) x conf(C — A, D). (5.6)

Equivalent to the formulation in terms of confidence, the measure of in-
terestingness can be defined in terms of marginal and joint probabilities:

IS(A — C, D) = \/ %p(m), (5.7)

where P(AC) reflects the support of the association and P(AC)/(P(A) -
P(C)) quantifies the dependency between antecedent and consequence. IS
has shown to allow a sensible ordering of the associations according to the
interesting assumption made. Although, the authors term their measure an
measure of interestingness, subjective ratings or preference of the concepts
are not included.

5.3.2 Measure of Utility

While measures like support or confidence are objective measures and do
not take any preference of the engineers into account, subjective measures
of interestingness require a direct interaction with a human evaluator. How-
ever, formulating distinct assumptions about the engineer’s background and
intention can facilitate the definition of an objective quantification of inter-
estingness. Thus, preferences of the evaluator are formulated a priori to the
evaluation of concepts. Definitions of correlation, peculiarity, utility, novelty
or applicability can be utilized to define particular measures of interesting-
ness, see [(Geng and Hamilton, 2006].
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In the following a new measure of wutility is introduced, which explicitly
takes information about the engineer’s pre-defined design objectives into ac-
count. While measures of peculiarity and novelty can be defined based on a
general level of abstraction, measures for utility and applicability are problem
dependent. For example, a design concept under evaluation could be judged
as peculiar if its ascribed functional properties differ significantly from other
concepts which cover designs with similar design specifications. Whether
such a peculiar concept is novel or not depends on the concepts that have
been retrieved in the past. For example, in [Graening et al., 2010], novelty
has been evaluated against an approximation model abstracted from past
solutions. In engineering design the applicability of a solution or concept
is most often linked to questions of manufacturing, material or other costs,
typically given as constraints in the design process. Already the direct anal-
ysis of the design properties with respect to design constraints can lead to a
proper measure for applicability. For example, if the minimum thickness of
a geometry is below a certain threshold the final object might be impossible
to manufacture. When labeling such infeasible or expensive designs in the
data set, measures of support and confidence could already be applied for
quantifying the applicability of a design concept.

A concept that is not applicable is not necessarily of low wutility. First,
a concept can be of high utility if it adds new relevant information to a
knowledge base and, e.g., allows a more accurate estimation of novelty and
peculiarity. Second, a design component might be of high utility if it improves
engineer’s understanding and helps to reach the design goal. The objective
values that quantifying the design goal are typically well defined allowing to
derive a measure of utility.

The objectives denoted as O are typically formulated with respect to
the design specification and functional properties of the design, so that
ANC — O. In the case that O contains multiple quantitative attributes,
performance indicators used in multi-Objective optimization, see [Deb, 2001],
can be adopted to evaluate the compliance of a concept with the objectives.
One such measure is the hypervolume indicator defined in [While et al.,
2012]. Following [While et al., 2012]: " The hypervolume of a set of solutions
measures the size of the portion of objective space that is dominated by
those solutions collectively.”. According to [Deb, 2001] a solution a is said to
dominate a solution b if for each objective, solution a equals or outperforms
solution b and solution a at least outperforms b with respect to one objective.

Based on the hypervolume indicator and the IS measure a new measure
of relevance is defined evaluating the utility of a design concept:

util(A — C, D) = vol(O, D) - IS(A — C, D) (5.8)
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where vol(O, D) is the hypervolume calculated based on the non-dominatec
solutions of all designs covered by the concept A — C. A comparison of dif-
ferent methods for the hypervolume computation has been carried out by
[Priester et al., 2013]. In general, for the calculation of the hypervolume a
reference point has to be defined, typically referring to the worst solution in
the objective space.

As a consequence of the combination of the IS measure and the hyper-
volume indicator, a design concept is of high utility if it has a high confidence
that the association described by the concept is true for all designs and that
it manages to achieve the objectives defined by the design engineers best.

Example

A simple illustrative example should make the difference between the different
evaluation measures apparent. In this example three concepts a, b and ¢ are
represented by the following quantitative design rules:

a: Ay €10.0,04] ANy €[0.6,1.0] — ¢ €[0.0,0.4] A do € [0.6,0.9],
b: A €]0.3,0.7] AN €[0.3,0.7] — ¢ €[0.1,0.5] Ay € [0.1,0.5],
c: AL €]0.7,09 ANy €[0.0,02] — ¢y €[0.7,0.9] A d € [0.1,0.3].

The concepts are evaluated against a set of solutions D containing N = 14
designs. Figs. 5.1 depict the solutions and concepts in the design space a)
and in the objective space b). The objective values are defined based on
the performance differences, ¢; and ¢o, with the objective to minimize both
values.

For each concept the coverage, support, confidence, IS, hypervolume and
utility are calculated. The results are summarized in Table 5.1. The concepts
are ordered according to the measure of utility. Concept b covers the largest
proportion of the design solutions with respect to their specification in the
design space. Hence, the highest coverage value is assigned to concept b,
followed by concept a and c. If the covered solutions are all associated with
the correspondent consequence then supp(A — C, D) = cov(A — C, D)
and the confidence reaches its maximum with conf(A — C, D) = 1, as can
be seen from the evaluation results of concept b and ¢ shown in Table 5.1.
But, if solutions are covered by the left side of the rule which do not match
the expected consequence, then supp(A — C, D) < cov(A — C, D) and
as a result the confidence value deviates from its maximum with conf(A —
C,D) < 1. This can be observed when analyzing the results of concept
a. The confidence of the reverse associations conf(C' — A, D) = 1 for all
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Figure 5.1: [llustration of the ezample design dataset a) in the design space
and b) in the objective space. The designs are assigned to three distinct
design concepts a, b and c. For each concept the area which makes up the
hypervolume is denoted in the objective space b).

concepts. Thus, the 1.5 measure equals 1.0 for concept b and c¢. For concept
a, where conf(A — C,D) = 0.801, IS(A — C,D) < 1.0, indicating a
non-perfect correlation between the antecedent and the consequence.

Concept | cov | supp | conf IS vol util
b 0.429 | 0.429 | 1.000 | 1.000 | 0.714 | 0.714
c 0.286 | 0.286 | 1.000 | 1.000 | 0.220 | 0.220
a 0.357 | 0.286 | 0.801 | 0.895 | 0.224 | 0.200

Table 5.1: FEvaluation results from the exemplary concept candidates
(Figs. 5.1) ordered according to their utility value.

The hypervolume for all three concepts has been calculated with respect
to a pre-defined reference point at (1.0,1.0)” in the objective space. The
non-dominated solutions within concept b span the largest hyper volume.
Together with an .S value of I.S = 1.0, concept b is evaluated to be of
highest utility. The calculated hypervolume for the remaining two concepts
a and c are similar. But, since the 1.5 value of a is smaller compared to c,
concept c is of higher utility. It shows that concepts with a large hypervolume
not necessarily have to be of high utility.
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5.4 Concept Retrieval

The automatic retrieval of design concepts from a set of designs, includ-
ing their performance indicators, is directly related to methods for concept
learning and classification, see [Mitchell, 1997] and [Duda et al., 2001], re-
spectively. Classification algorithms can be adopted to automatically derive
abstract representations of the designs based on their design features and
performance indicators. Therefore, a model of distinct classes is learned
from the training dataset that minimizes the classification error, e.g., the
misclassification rate, [Kantardzic, 2001, chap. 6]. The training of the clas-
sifier is related to the identification of boundaries that partition solutions in
the design space based on their similarity. The resulting model maps differ-
ent abstract design specifications to different class labels, e.g., representing
performance numbers.

In machine learning and data mining a large amount of classification al-
gorithms have been studied that differ mostly in the way the classification
boundaries are constructed. Among the most prominent ones are Decision
Trees [Breiman et al., 1984], Rough Set Theory [Pawlak, 1982, 1991}, Fuzzy
Sets [Zadeh et al., 1996] and Artificial Neural Networks [Zhang, 2000]. The
choice of the classifier should be based on the characteristics of the design
data, the desired classification error as well as on the possibilities to repre-
sent the retrieved concepts in a human readable way. Two classification algo-
rithms, the classification and regression tree (CART) and the Self-organizing
map (SOM) are introduced in more detail. Those algorithms are used for
the induction of design concepts in subsequent experimental studies.

5.4.1 Decision Tree

Decision trees are supervised learning models frequently used in data mining,
machine learning and other domains. Their popularity comes from their con-
ceptual simplicity, from their interpretable structure and because they can be
applied for regression and classification tasks similarly, see [Breiman et al.,
1984; Safavian and Landgrebe, 1991; Rokach and Oded, 2005]. Decision trees
are a group of classification models that are constructed by recursively split-
ting the input space into hyper-rectangular sub-spaces. They are represented
by a directed graph that consists of a finite set of nodes and branches connect-
ing them. One distinguishes between the root node, internal or test nodes
and terminal nodes representing the leaves of the tree. The root and internal
nodes represent attributes at which conditions are tested and solution sets
are split into two or more homogeneous sub-sets. The branches represent
the outcome of the split rooting to a sub-area of the input space. A class
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or target value is assigned to each node abstracting the label information of
all solutions in the represented sub-space. In contrast to the organic tree,
a decision tree is typically grown from top to bottom starting with an indi-
vidual root node at the top that is representing the entire training set. In
each internal node the variable and split-point is chosen based on a quality
measure, minimizing the impurity at each node. The impurity criteria con-
trols the growth of the tree and is for classification trees typically defined by
either of the three criteria: the misclassification error, the gini index or the
cross-entropy, defined in [Rokach and Oded, 2005]. For regression trees the
squared regression error or an analogue measure is used. The growth of the
tree terminates if an overall quality criteria, e.g., related to the regression or
classification performance is met or if a minimum node size is reached. Prun-
ing strategies are applicable for a subsequent reduction of the complexity of
large decision trees, see [Safavian and Landgrebe, 1991].

[ i Meta Design
& J  Data g G
- y } : |
l | Engineer !
| I
T hl . I
I I
| Data | Tree _ Rule | Concept
iTransformation ! Induction | Extraction | Evaluation
e 1

Figure 5.2: Illustration of the process for an automatic extraction of design
concepts using decision tree induction. The extraction of qualitative design
concepts requires the transformation of the data into discrete states.

For continuous target variables the induction of decision trees can be car-
ried out in three different ways: discretizing the target variables a priori to
the tree induction, applying regression tree learning directly to the contin-
uous variables [Breiman et al., 1984] or dynamically discretizing the target
variable while growing the tree [Hu et al., 2009]. In this work, two strate-
gies are considered in order to derive qualitative and quantitative design
rules from the tree. Given the design feature and performance differences,
the variables are discretized into binary states depending on the sign of the
parameter values before the tree induction process. The sign provides infor-
mation about the increase or decrease of the parameter values with respect
to the reference design. The use of the transformed data for tree learning
supports the generation of qualitative design rules. In order to derive quanti-
tative rules the regression tree algorithm is directly applied to the continuous
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input and target variables. The rules are extracted subsequent to the induc-
tion of the decision tree by processing all branches of the tree. The nodes and
branches along the path to each node define the antecedent and the statistics
of the performance values in the target node define the consequence of each
rule. The resulting concepts, represented by the rules, can be evaluated with
respect to their utility to emphasize the most relevant concepts.

Fig. 5.2 summarizes the entire process for concept retrieval, rule extrac-
tion and evaluation in the context of decision tree learning. As indicated in
the graph, the meta design data might need some transformation first. This
depends on the desired concept representation.

Example

The following example illustrates the results of the automatic concept re-
trieval process using the C4.5 decision tree algorithm. An artificial training
dataset containing values for two independent input variables X;, Xs € R
and a discrete target variable Y € {—1,1} has been generated. All data
samples of the dataset are shown in Fig. 5.3 a). Solutions that map to the
target value Y = 1 and Y = —1 are brushed in red and green respectively.
The dataset has been used to derive a binary decision tree. The resulting tree
is depicted in Fig. 5.3 b). The gain ratio [Quinlan, 1992] has been applied
to select the split variable and split point in each node. For simplicity, the
growth of the tree has been constrained by a maximum tree depth of three
and by forcing a minimum number of three examples that are covered by
each node. The nodes A to E are labeled with the expected target value at
the top. Additionally, nodes A and C' are labeled with the respective split
variable X7 or X5,. The colored bars below each node show the distribution
of the target values with respect to the represented data. The root node A is
representing all data in the dataset. If a solution is drawn randomly from the
entire dataset, the expected target value would be Y = 1. The decision tree
algorithm identified X5 as the variable which best splits the entire dataset.
The edges between the root node and the two child nodes label the split
boundary. While B denotes a terminal node, the internal node C' is splitting
again based on X, into two subsets separated by the boundary X; = 0.000.
The split results in two terminal nodes D and E.

The rule based representation of the different concepts are derived by
following each branch in the tree. There, each node is representing a potential
concept. The antecedent is build based on the different split points and the
consequence is the expected value of Y in each node. Rules are extracted for
each node B to E. The resulting rule set is shown in Fig. 5.3 ¢). In addition
the utility value is calculated for each concept based on the assumption that
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Figure 5.3: Illustration of the results from applying decision trees for the
extraction and evaluation of design concepts from a simple example data set.
The solutions of the example data set are depicted in a), the resulting decision
tree graph is shown in b) and the retrieved rules of the concepts and the related
utility value are listed in c).

the objective is to minimize Y, so that Y = —1 is of high and Y = 1 of low
quality. The calculation of the hypervolume has been carried out based on
the normalized target values with a reference point that was set to Y = 1.
From the evaluation results it can be noted that concept D is of highest utility
with a confidence value of conf = 1.000 and a hypervolume of vol = 1.000.
The rule covers all solutions that map to the optimal target value.

5.4.2 Self Organizing Maps

Motivated from cortical maps, Self-Organizing Maps (SOM), sometimes re-
ferred to as Self-Organizing Feature Maps (SOFM) belong to the class of
unsupervised artificial neural networks. SOMs have first been introduced
by [Kohonen, 1982] followed by a couple of subsequent publications, e.g.,
see [Kohonen, 1995a; Kohonen and Honkela, 2007]. Meanwhile Kohonen’s
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self-organizing maps have been used within a broad variety of applications.
A few applications in the engineering domain are summarized in [Kohonen
et al.; 2002]. For the investigation of structured aerodynamic design data
SOMs have first been studied by [Obayashi and Sasaki, 2003]. They have
been applied to group and analyze the trade-off of aerodynamic designs with
respect to multiple performance criteria.

Given a training data set, SOMs project the high dimensional continuous
input space onto a low dimensional discrete output space. It therefore imple-
ments a feed-forward network structure consisting of two layers, one input
and one output layer referred to as feature map. The structure of the input
layer is directly defined by the number of input variables while the topology
of the feature map needs to be pre-defined a priori to the training procedure.
Typically a 1D or 2D feature map is used where output neurons are organized
on a regular lattice. Each neuron of the input layer is fully connected with
the neurons of the output layer by continuous weights. The different weights
are adjusted during the SOM training to best represent the structure of the
input data. After the training phase, each weight vector connected to each
output neuron makes up a prototype vector representing a class of similar
inputs.

The update of the weight vectors is conducted by iterating the following
instructions:

1. Initialization: Randomly initialize the weight vectors

2. Sampling: At time step ¢, draw randomly a sample x(¢) from the train-
ing data.

3. Competetive learning: Find the best matching neuron m,. of the feature
map (winning neuron): m, = argmin(d(m;,x)), using a pre-defined
distance metric d, e.g., the Euclidean distance.

4. Cooperative updating: Update the weights: m;(t + 1) = my(t) +
hei(x(t)—m,;(t)), where he; is a kernel function defining the lateral influ-
ence on neighboring neurons, the elongation of h; is typically adapted
over time using a predefined learning rate.

5. Continuation: go to step 2 until the weight values reach a steady state.

The training algorithm realizes a topology preserving mapping from the
input space to the low dimensional feature map by iteratively applying com-
petitive learning and cooperative updating to the weights. The low dimen-
sional output layer preserves the statistics and structure of the input dataset.
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Figure 5.4: Illustration of the process for an automatic extraction of design
concepts based on connectionist self-organizing maps (SOMs). The formation
of concepts and the extraction of rules requires explicit post-processing steps
subsequent to the SOM training.

The investigation of the output neurons thus reveals information about the
structure of the high dimensional input space.

The original SOM algorithm [Kohonen, 1982] realizes an unsupervised
learning procedure without explicitly considering a supervision signal. If a
continuous output signal is given, the simplest way to account for a target
value is to expand the input vector with the expected output value. However,
this might lead to non-optimial mappings especially for high dimensional in-
put data. More elaborate is the application of Learning Vector Quantization
(LVQ) algorithms, a supervised variant of SOMs [Kohonen, 1995b; Hammer
and Villmann, 2002]. In its simplest form, LVQ first tunes the weight vectors
of the network structure using the classical SOM training procedure. In a
second step the weights are updated according to a given class label or target
value.

Although the SOM provides the possibility to visualize the structure of
the high dimensional input data on a low dimensional map, an retrieval of
abstract concepts from investigating the feature maps solely remains difficult,
see [Ultsch, 1993]. Therefore the Unified Distance Matriz (U-Matrix) can be
applied to further examine the organization of the feature vectors in the
input space. In its simplest form the size of the U-Matrix equals the number
of output units and provides information about the average distance of each
unit to its neighbors. The extended U-Matrix additional provides information
about the individual distances between neighboring feature vectors and thus
has almost twice the size of the SOM feature map.

Since the U-Matrix denotes similarities between features, it can be utilized
to further group feature vectors into larger clusters. Sets of features whith
a high distance to all neighboring units form boundaries on the U-Matrix,
separating the clusters. An automatic identification of associate features can
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Figure 5.5: Results from the concept formation using self-organizing maps,
where a) depicts the example dataset in the input parameter space, Figs. b)
to d) wvisualize the projection of the input and output parameter to the out-
put map of the SOM, e) depicts the location of the prototype vectors of the
SOM in the input space and f) visualizes the distance between the prototype
vectors in form of the unified distance matriz (U-Matriz). Prototypes A and
B representing two distinct concepts, selected for a detailed analysis.

be performed by identifying the boundaries on the U-Matrix or by explicitly
clustering the features based on their related distances. In [Pateritsas et al.,
2007], the authors summarize both approaches and describe the emerged
clusters by IF-THEN rules. A rule based abstraction from self-organizing
maps can only approximate the emerged concept boundaries. While SOMs
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Figure 5.6: Visualization of the IS a) and utility b) map. The utility map
denotes the most relevant concepts, where one concept is represented by one
neuron on the feature map.
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represent concept boundaries as voronoi regions, the considered rule formula-
tions represent boundaries as hyper-cubes in the parameter space. However,
the association rules can directly be interpreted and processed by engineers
and expert systems.

Fig. 5.4 summarizes the process for concept retrieval, rule extraction and
concept evaluation based on self-organizing maps. Before the training of the
SOM, a normalization of the meta design training data might be necessary.
Subsequent to the training, optionally, high level concepts can be formed by
means of further clustering the SOM prototype vectors. The final concepts
are the basis for rule extraction and concept evaluation.

Example

As an example, the retrieval process depicted in Fig. 5.4 has been applied to
the same example dataset which has been already used for the tree induction
in Section 5.4.1. The training of the SOM results in a two dimensional
feature map with a pre-defined size of 3 x 3 output nodes. In order to mimic
a supervised training, the target attribute Y has been used as an additional
input parameter. Figs. 5.5 b) to d) visualize the respective feature values of
the SOM prototype vectors on the feature map. Additionally, the location of
the prototype vectors for each output neuron in the input space is depicted
in Fig. 5.5 ). The relationship between X7, X5 and Y can be investigated by
a visual inspection of the different maps. For example, the maps show that
for high values of X; and low values of X5 the target variable Y is expected
to be Y = —1.0.
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The U-Matrix in Fig. 5.5 depicts the distances between the prototype
vectors in the input space. The distance information can be used to highlight
which of the output neurons could be grouped together to form new high
level concepts. However, in this example each output neuron is considered
as one individual concept without considering the subsequent extraction of
high level concepts. Thus, rules are extracted for each output neuron based
on a simple strategy. The attributes X; and X, define the antecedent and
the attribute Y the consequence of each rule. The respective intervals for
each attribute are defined by the minimum and maximum feature value of
the data samples that are covered by each output neuron. Exemplary, the
rules extracted for concept A and B (See Figs. 5.5 b) to f)) are listed:

A: X, €[-0.10,0.10] A X, € [-0.40, —0.15] = YV = —1,
B: X;€[-040,—0.20] A X, € [0.20,0.40] = Y = 1.

Based on the formulated rules, the I.S measure and the measure of utility
have been evaluated for each concept. In order to visualize the evaluation
results, the relevance values are mapped onto the SOM feature map resulting
in the IS and utility map, see Figs. 5.6 a) and b). The utility map facilitates
a visual inspection and identification of the most relevant concepts. In this
example, concept A has been identified as one of two concepts with highest
degree of utility. The utility value for concept B is small and therefore
identifies a concept which is less relevant concerning the pre-defined objective.

5.5 Utilizing Information about Design Concepts

The extracted concepts and formulated rules can be directly utilized within a
knowledge based engineering system, see [Rocca, 2012] for an introduction, or
to build up expert systems for distinct design problems. In combination with
the universal design representation concepts linked to the holistic design can
be formulated. As such, the acquired design concepts and their formulation
in linguistic form can directly help engineers in decision making, beyond indi-
vidual processes. Depending on the overall strategy, sparsely sampled areas
in the design space can be further explored, or the information about outper-
forming concepts can be exploited to guide the design process. The analysis
can lead to the discovery of new design concepts and hypothesis which can be
validated in subsequent experimental or simulation studies. Furthermore, the
clear description of such concepts can reveal relevant interrelations between
design parts, domains and engineers, upon which communication strategies
can be revisited. In computational optimization, global search algorithms
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like evolutionary strategies typically employ strategy parameters to guide
the search process. The a priori adaptation of the strategy parameters has a
positive effect on the performance of the search algorithm as shown in [Kern
et al., 2004]. The initialization of those strategy parameters prior to the
optimization run, or the definition of optimization constraints based on the
acquired knowledge could further increase its efficiency.

5.6 Application to Passenger Car Design

In the following experimental studies, design concepts are extracted by apply-
ing two machine learning techniques, the tree learner and the self-organizing
map to the reduced features of passenger car dataset 4, see section 2.4. With
that we like to emphasize the possibilities for an automatic extraction of
car concepts based on the surface mesh design representation. With the
application of the concept learning to the design data, shapes are grouped
together which are similar with respect to their surface representation and
their aerodynamic performance, abstracting new passenger car classes. For
each concept crisp rules are extracted to describe the concepts in human
readable form. It will be shown how the utility measure can be used to order
the design concepts according to their relevance.

The used training dataset contains the design data from two optimization
runs, where two representations R 4 and R g have been used. The design vari-
ations are represented by the reduced feature set A0 to A5, see Section 4.4.4.
The performance of the designs is defined by the drag and rear lift differences
to the baseline car shape, namely ¢r, and ¢p, .. In the design and analysis
process the objective is the minimization of both performance indicators.

5.6.1 Tree Induction for Car Concept Retrieval

The applied tree learner is an implementation of the standard C4.5 tree in-
duction algorithm. The gain ratio has been used to split the data samples at
each node and thus grow the tree. If the gain ratio is lower than 0.2 or the
number of samples represented by one node is below three the growth has
been stopped. In addition, each node is restricted to binary splits. The inde-
pendent parameters for the induction algorithm are the displacement values
that correspond to the reduced cluster center vertices. The gain ratio for the
split of the nodes is calculated based on a single scalar value. Therefore, the
aerodynamic drag and the rear lift force have been combined into one char-
acteristic value ¢, which is defined as the product between the normalized
force differences:
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OF = Pryp - Prps (5.9)

where QAS Fp, and QAS r,, define the respective normalized drag and rear lift force
difference. The difference value ¢ has been calculated for each design prior
to the tree induction. The underlying training samples are depicted in the
Fig. 5.7 b) with respect to their quality values.
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Figure 5.7: a): [llustration of the result from the concept formation using
the CJ4.5 tree induction algorithm. Three concepts A, B and C are marked
and there corresponding designs are visualized in the objective space in plot

b).

The resulting tree is illustrated in Fig. 5.7 a), where each node represents
one potential car concept. The label at the top of each node captures the
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average value of ¢ calculated based on the covered data samples. A back-
ground color is assigned to each node proportional to the average value of
¢r. In addition, the internal nodes are labeled with the split variables relat-
ing to the features A0 to A5. The split variable A0, which is representing
shape variations around the roof, defines the variable which best separates
the entire dataset with respect to ¢p. It maximizes the gain ratio for the
two resulting data subsets. The child node at the left and right hand side
cover 40% and 60% of the entire data set, respectively. Both child nodes are
again split based on the attribute A0. The data samples covered by each
right child node are partitioned based on A5 or A2, where A5 is representing
shape variations at the side and A2 variations at the rear window of the car.

Three nodes A, B and C' have been selected from the tree, representing
three different design concepts. The designs covered by each concept are
highlighted in color in Fig. 5.7 b). The colored bars below selected nodes in
the tree show the respective distribution of the samples in the parent nodes.
For each of the three concepts rules are extracted from the tree to represent
the design concepts in linguistic form. The rules are as follows:

A : A0 €[-0.29,—-0.20] A A2 € [-0.27,—0.24] —

br, € [-111.25,—102.40] A ¢, ., € [—99.50, —66.31],
B : A0€[-0.29,-0.20] —

dF;, € [-111.25,-59.65] A ¢, ,, € [—99.50, —44.10],
C : A0€[-0.07,-0.04] A A5 € [-0.11,—0.06] —

brp, € [—49.83, —5.81] A ¢F, . € [—140.92, —31.91].

The rules describe general associations between surface deformations with
respect to the reference design and the expected objective values. As an
example, rule B describes that a deformation of the surface patch around
the roof A0 to the inside of the surface between 29 and 30 cm will lead to a
respective drag reduction of —111.25 N to —59.65 N and a rear lift reduction
of —99.50 N to —44.10 N.

In order to analyze the shape differences between different concepts the
mean displacements to the baseline surface for concept A and C' have been
calculated. The mean displacements are color coded and projected onto the
surface of the baseline design. Fig. 5.8 shows the results for a frontal and
rear view to the car shape. The range of the shown mean displacements is
denoted in the respective color bars. It can be seen that concept A covers
mostly large deformations around the rear of the car shape while concept C'
covers deformations at the roof and the side of the car.
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Figure 5.8: Comparison of the mean surface displacement of concept A and
C, calculated with respect to the passenger car baseline design.

|#designs| IS | vol | util

A: 6 1.00 | 0.79 | 0.79
B: 21 0.65 | 0.79 | 0.51
C: 33 0.52 | 0.48 | 0.25

Table 5.2: Detailed results from the concept evaluation for concepts A, B
and C', derived from the decision tree.

Due to the constraints on the growth of the tree the number of nodes
and branches has been kept small. Relaxing the constraints can result in
larger trees and as consequence in more complex rules. Especially for larger
or multiple trees that are generated from different datasets, an analysis of all
nodes can get laborious and the ranking or filtering of concepts is desired.
To emphasize the benefit of the introduced utility measure, concepts A to C
have been evaluated. The results are summarized in data Tab. 5.2.

The concept evaluation assigns the highest utility value to concept A
followed by B and C. The hyper-volume of concept A and B is the same,
since both concepts share the non-dominated design solutions. However, the
1S value by means of the correlation between design variations and changes
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in the objective values is lower for concept B and thus, concept B is of lower
utility compared to A.

5.6.2 Car Concept Learning with SOMs

As alternative to the tree learning, an partitioning of the design dataset has
been carried out using the SOM algorithm. The input parameters for the
artificial neural network are again the reduced set of shape features A0 to
Ab. Using the same dataset as in the tree induction process, the design data
of dataset 4 has been used as training data for the SOM algorithm. In order
to mimic a supervised clustering with the SOM algorithm, the performance
number ¢p (see equation (5.9)) has been added as an additional input. The
structure of the feature map has been pre-defined. 5 x 5 output neurons are
regularly arranged on a 2d feature map. The weight vectors of the 5 x 5
feature map are adapted based on the Euclidean distance between the input
samples. After learning, each weight vector represents one prototype vector
for one potential design concept.

The resulting topographic maps are shown in Fig. 5.9. The individual
patches are colored with the weight values for different shape features A0
to A5 and ¢p respectively. For example, a strong correlation between the
maps of Al and A2, and a strong negative correlation between A0 and the
objective value ¢p can be observed. In addition the U-Matrix has been
calculated and is depicted in Fig. 5.9. The U-Matrix shows the distance
between the weight vectors in the input space and can provide information
to further group individual concepts into high level concepts. Thus, e.g., the
first two lines of output neurons have a large distance to the remaining ones
and could be further grouped together. However, we consider each weight
vector as a prototype for a potential concept. Three concepts D, E and
F' have been selected and the corresponding samples are visualized in the
objective space in Fig. 5.10. The designs which are covered by each of the
three concepts are highlighted in color.

The detailed associations of the three selected concepts between design
parameters and the differences in the objective values ¢r, and ¢, , are as
follows:
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D : AD€[-0.29,—0.18] A Al € [-0.31,—0.22] A

A2 € [~0.27, —0.20] A A3 € [0.00,0.00] A

A4 € [0.00,0.03] A A5 € [0.00,0.00] —

dp, € [~111.25, —T79.17) A ¢, ,, € [—99.50, —66.31],
E : AO0€[-0.11,—0.06] A Al € [~0.05,0.03] A

A2 € [~0.05,0.01] A A3 € [—0.02,0.00] A

A4 € [-0.07,0.00] A A5 € [—0.09, —0.05] —

dp, € [~59.02, —35.05 A ¢p, , € [—141.63, —82.59],
F : A0€[-0.22,—0.15] A Al € [-0.26, —0.17] A

A2 € [-0.24, —0.16] A A3 € [0.00,0.00] A

A4 € [-0.01,0.03] A A5 € [0.00,0.00] —

Oy, € [—98.38, —64.97) A ¢, , € [—69.58, —26.89],

The parameter range of each design parameter is used to formulate the
antecedent part of the association. The range for each feature is defined by
the minimum and maximum of the covered feature values. Typically, param-
eters with vanishing variances can be removed from the association, requiring
the implementation of an additional post-processing step. For example, the
antecedent of rule D contains three features A3, A4 and A5 which could
be neglected. The defined range can describe only a minimum number of
designs or even none. Thus, compressing the information, the antecedent of
rule D describes those designs which have a certain deformation at the rear
or the roof of the car. With that, concept D is comparable with concept A
from Section 5.6.1, but covers 11 instead of 6 designs.

For comparison and a more detailed analysis of the selected concepts the
mean displacements to the baseline surface have been calculated for concept
D and E. The frontal and rear views onto the baseline car with projected
mean displacement values are shown in Fig. 5.11. Again, the range of the
shown mean displacements is denoted in the respective color bars. Analyzing
the mean displacement can reveal detailed differences between the concepts.
It can be seen that concept D and A as well as concept F and C' are compa-
rable (see Fig. 5.8 for reference). However, the comparison also reveal some
local differences between the concepts.

All in all, the SOM represents 25 concepts. In order to rank the individual
concepts the utilities have been calculated for each concept and visualized in
the wutility map, see Fig. 5.12 a). Without analyzing the topographic maps
of all objective values, the utility map provides a quick visual summary of
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Figure 5.9: Illustration of the results from concept formation using the SOM
algorithm. The weight values for the different inputs AO to A5 and ¢r are
shown, together with the U-Matriz. Exemplary, three concepts D, E and F
are labeled in each plot for which linguistic rules are formulated.

the most relevant concepts. The three concepts A, B and C are the ones
with highest degree of utility and they are silhouetted from the remaining 22
concepts on the utility map. For more detailed insights, the IS, the hyper
volume, the confidence and the coverage within each concept are shown in
Figs. 5.9 b) to e), e.g., depicting that concept B has a higher correlation
between design parameters and objective values, but a lower hyper volume
compared to concept A.

Either using the tree induction, SOMs or alternative techniques from
machine learning and data mining engineers can extract new concepts ex-
plaining relations in the design domain. By adding the concepts to a global
knowledge base the knowledge can be shared among engineers and utilized
to improve future designs. Wherein, the utility measure can help to sort con-
cepts according to each engineer’s objectives, as shown in our experimental
studies.
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Figure 5.10: Visualization of the training data in the objective space. Three
concepts D, E and F are labeled, highlighting the designs covered by each of
the three concepts.
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Figure 5.11: Comparison of the mean displacements for concept D (left)
and concept E (right), calculated with respect to the passenger car baseline
shape.
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Figure 5.12: Visualization of the utility map a) depicted to allow the iden-
tification of the most relevant concepts. For completeness the hypervolume

b), the IS walue c), the confidence d) and the coverage e) for each concept
are shown.
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5.7 Interim Summary

In this chapter the procedure for the retrieval, description and evaluation of
design concepts has been generalized and can be carried out independently
of the used modeling technique. Exemplary two modeling techniques, the
decision tree algorithms and the self-organizing map have been studied in
more detail. A new measure has been introduced to evaluate extracted design
concepts based on the estimation of their utility. The new measure allows the
ranking of concepts according to the formulation of the engineer’s objectives.

Given the reduced set of shape features, introduced in Chapter 4, the
automatic concept retrieval process has been applied to the passenger car
design data. The results denote that the automatic abstraction of design
concepts from unstructured surface meshes is feasible. Thus, it provides a
powerful tool for the holistic analysis of design data in an integrative or
corporate design process. Augmenting the new utility measure allows the
formulation of a reduced set of linguistic rules which ease the transfer of
knowledge to engineers and expert systems. Furthermore, the algorithmic
extraction of design concepts allows the wider distribution of engineering
knowledge in a company.
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Interaction Analysis

When the complexity of a design and the corresponding design process in-
creases, a decomposition into sub-components is often the only possibility to
efficiently manage the design and optimization process. Interaction Analysis
targets the computer-aided identification and classification of interrelations
among sub-components of a design. In this chapter the interaction informa-
tion an information theoretic attempt for the quantification of interactions
among design parts are studied. So called interaction graphs are adopted
to visualize the results of the interaction analysis to the engineers. Based
on artificial examples, properties of the three-way interaction information
are investigated, which aid a proper interpretation of the results from the
interaction analysis of the passenger car design data.

6.1 Design Interaction

In order to handle complex design problems, the design is often composed
of smaller sub-components which are designed and optimized separately and
in parallel. The interplay between the sub-components plays a crucial role
for the behavior and performance of the overall design. As an example,
the influence of a Formula One car’s rear wing on the overall downforce of
the car depends strongly on the correct adjustment of the frontal part of
the car, especially with respect to the front wing angle. The identification
and analysis of such interactions is an important task to find an effective
system decomposition, which allows to improve the overall system behav-
ior by an optimization of the individual sub-components. In practice, the
decomposition into sub-components is mostly done based on engineers’ ex-
periences, it remains fixed over the course of the design process, and it often
does consider only structural design properties. A proper problem decompo-
sition strategy should rather take interactions between the sub-components
together with their influence on the design performance into account, and
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should furthermore consider to restructure the overall system with changes
of the system requirements or it’s working conditions. If interactions be-
tween sub-components are not properly considered, the final fusion of the
sub-components can lead to a significant drop in the overall design efficiency
and can hinder the success of the entire design process.

The interaction analysis targets an automatic identification and classi-
fication of interrelations between sub-components, allowing to restructure
or verify the overall system decomposition. For this purpose, the interac-
tion analysis investigates the interplay between different components based
on a given design representation and performance evaluation, where the de-
sign representation and the corresponding parameters define the structure
and the performance characterizes the behavior of a system. Ashby’s and
Krippendorft’s definition of interaction, published in [Krippendorff, 1986,
p. 36 et seq.], has been adopted and extended to a working definition of a
Design Interaction:

Design Interaction Design interaction is defined as the unique dependency
between multiple design parameters with respect to the overall design per-
formance, from which all dependencies related to a design parameter subset
are removed, wherein design parameters and the design performance denote
specific attributes of a system.

Based on a specific design dataset, the result of the interaction analysis
should provide information about which parameters and parameter sub-sets
are correlated or redundant with respect to a pre-defined performance cri-
teria. In contrast to the sensitivity analysis of Chapter 4, the interaction
analysis does not target to quantify the overall influence of individual pa-
rameters, rather it quantifies the influence of joint parameters on the design
performance as a unique property of the considered design parameter set.

In statistics, existing algorithms for the identification of interactions mostly
relate to methods for regression analysis and variance decomposition, see
[Jaccard and Turrisi, 2003] and [Saltelli et al., 2007], respectively. In terms
of regression analysis, as stated in [Jaccard and Turrisi, 2003], ”An inter-
action effect is said to exist when the effect of the independent variable on
the dependent variable differs depending on the value of a third variable,
called the moderator variable.”, wherein the independent variables are rep-
resenting observations of the cause (e.g design parameters) for the change of
one or multiple dependent variables (e.g., performance numbers). To model
such interactions, so called interaction terms have been introduced. They
model the respective moderated causal relationships between variables. The
coefficients of the interaction terms, estimated using the least squares compu-
tation, together with their statistical significance provide information about
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the relevance of modeled interactions. For the setup of the regression model,
the functional relation between the moderator variable and its influence on
the moderated variable needs to be pre-defined, which strongly limits the ap-
plication of regression models for the identification of arbitrary interactions
of unknown characteristic.

In contrast to regression analysis, methods of variance decomposition,
see [Saltelli et al., 2007], provide a "model-free” approach to measure the
sensitivity of parameter interactions. Those methods estimate the amount
of variance of a certain dependent variable that is associated to variations
of the independent variables. The overall variance of the output variable
is decomposed into variance contributions from the main and interaction
effects of the considered input variables. As such the relevance of interaction
effects is determined by the proportion of the related variance that add to
the overall variance of the output variable. Although, methods of variance
decomposition are an effective approach to identify linear as well as non-
linear interactions, there main drawback is the requirement for statistical
independence among the input variables. Especially, for the analysis of data
from various design processes, this can hardly be guaranteed.

In the remainder of this chapter the so called interaction information is
studied and applied to analyze design interactions. Derived from Shannon’s
theory of information, the interaction information models the interrelation
between attributes in terms of information transmission between commu-
nication channels. In contrast to the regression analysis with interaction
terms and the interaction analysis by variance decomposition, the informa-
tion theoretic attempt per se makes no assumptions on the distribution or the
interrelation between variables, and can equally be applied to quantitative
and qualitative data.

6.2 Fundamental Information Concepts

The following list provides a concise overview of the most relevant information
concepts, which are the basis for the definition and interpretation of the in-
teraction information. A more detailed introduction into information theory
and the related terminology can be found in [Abramson, 1963] and [MacKay,
2003, Chapt. 4&8]. The Shannon Entropy and the mutual information have
already been introduced in Section 4.1 of this thesis. While Section 4.1 fo-
cused on the study of robust aspects of the information measures, this section
serves as basis for the calculation of multi-variate information measures as a
pre-requisite for a probabilistic analysis of parameter interactions.
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e Shannon Entropy:

The Shannon entropy quantifies the uncertainty about the prediction
of a discrete random variable X, and is defined based on the probability

masses p(z) as:
==Y p(x)log, p(x
reX

with 0 < H(X) < log, |X|, where |X]| denotes the number of discrete
values X can take.

Joint Entropy:

The joint entropy defines the Shannon entropy for multiple variables
based on their related joint probability distribution. Given a set of
n discrete random variables, X = {X,..., X,,}, the joint entropy is
defined as:

Z p(xy, ..., x)1ogy p(ay, ... Ty),
r1€X]
with 0 < H(X) <logy(|Xy|- [Xa| - ...+ |X,]).

Conditional Entropy:

Simultaneously considering two sets of random variables, X = { X1, ...,
X,} and Y = {Y7,...,Y,,}, the conditional entropy estimates the re-
maining expected uncertainty of a set of random variables ), if the
probabilities of a second set of random variables X are already known:

r1€X1
zn€Xn

= HXUY)—-H(X), (6.1)
with

HYNX ={zy,...,z,}) =
Z DYy YmlT1s ooy T0) 108 D(Y1y - ooy YU |T1,s ooy ).

y1€Y1

The conditional probability p(yi, ..., Ym|z1,...,x,) can be calculated
in terms of joint probabilities as:
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PYL, s Yms T1y - ooy Ty)

Py, YT, o ) =

p(T1,. .., Tn) ’
with
p(T1,. .., Tp) = Z DTy Ty Yty e vy Urm)-
Y1E€Y1

The conditional entropy H(Y|X) = 0 if and only if Y is completely
determined by X. If all variables of J and A are independent, then

H|X) = H(D).

e Mutual Information:

Considering two sets of random variables, X = {Xi,...,X,} and
Y = {V1,...,Y,}, the mutual information quantifies the informa-
tion shared between X and ). Therefore, it compares the approxi-
mated joint entropy under the assumption of statistical independence
(H(X)+H(Y)) with the observed joint entropy H(XUY). As such, the
mutual information is defined as the difference between approximated
and observed joint entropy:

[(X;Y) = H(X) + HY) — HX UY), (6.2)

with 0 < I(X;)) < max{H(X),H())}. I(X;Y) = 0 only if the
variables of X' and ) are statistically independent, so that H(X) +
HY)=HXUY).

e Conditional Mutual Information:
Given three sets of random variables, X = {Xy,..., X,,}, Y ={Y¥,...,
Y.} and Z = {Z;,...,Z,}, the conditional mutual information is a
measure of the information shared between two sets X and Y, if the
variables of a third set Z are already known. In terms of joint entropies,
the conditional mutual information can be defined as:

I(X;V|2)=HXUZ)+ HYUZ)—HXUYUZ)—-H(Z), (6.3)

with I(X;Y|Z) > 0, where I(X;Y|Z) can be larger or smaller than
I(x:;)).

The mutual information and the conditional mutual information can be
reformulated in terms of conditional entropies by substituting the joint entry
in equation (6.2) and (6.3) with equation 6.1.
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6.3 Interaction Information

The mathematical formulation of the interaction information provides a gen-
eral probabilistic attempt for the quantification of interaction effects for mul-
tiple attributes. For this purpose the interaction information investigates the
co-occurrence of discrete values of the related random variables. The inter-
action information has first been introduced as an extension of the mutual
information to three random variables by [McGill, 1954]. Later, Ashby and
others extended his idea to more than three variables, see [Krippendorff,
1986, 2009a]. More recently, in [Jakulin and Bratko, 2003, 2004a], the au-
thors reconsidered the formulation of the interaction information to identify
the most significant parameter and parameter interactions, in order to in-
crease the efficiency of classification models. The author generalized the
interaction information to a set of multiple random variables, referred to as
X ={Xj,...,X,}, and presented a closed mathematical formulation of the
interaction information based on an iterating sum over marginal and joint
entropies:

QX) == (-1 TH(T). (6.4)

TCX

where 7 defines each possible subset of the attributes contained in X'. For
|X'| = n variables the interaction information is denoted as n-way interaction
information. For two attributes, with X = {X;, Xo}, Q(X;1, X3) quantifies
the so called two-way interaction:

Q(X1; X)) = I(Xy; Xp) = H(X1) + H(Xy) — H({ X1, Xa}),

which is identical to the mutual information for two variables, see equa-
tion (6.2).

However, it is important to note that in contrast to the mutual infor-
mation, the interaction information can get negative values for more than
two variables. The interpretation of negative interaction values has been dis-
cussed in the recent years in the related literature [Krippendorff, 2009a,b;
Leydesdorff, 2009]. While the interaction information has first been intro-
duced as a direct extension of the mutual information by [McGill, 1954], Krip-
pendorff in [Krippendorff, 2009a] argued against the interaction information
as a valid information theoretic quantity. He concluded that the interaction
information can not be interpreted in the Shannon sense because it violates
Shannon’s definition of a strict relationship between variables (more precisely
between sender and receiver in terms of communication theory). Therefore,
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more recently the term () instead of Jakulin’s I has been used, see [Krippen-
dorff, 2009a] and [Leydesdorff, 2009] for further information. ”However, it
does not conflict with a statistical approach that uses information theory for
the measurement of specific associations in a non-linear dynamics”, as sum-
marized by [Leydesdorff, 2009]. Throughout the thesis I follow Leydesdorft,
and treat the interaction information as a statistical approach for quanti-
fying associations between random variables. In this work the interaction
information is considered not to be a direct measure of Shannon’s type of
information, but rather a quantity that measures the information balance
between multiple system variables. In practice, the estimation of higher or-
der interactions can get difficult because the limited number of given data
often hinders a reliable estimation of the high-dimensional joint probability
distributions. Therefore, the focus of the subsequent section is on the for-
mulation and interpretation of the three-way interaction information. The
study of the three-way interaction information and its interpretation reveals
the major concept and characteristics of the interaction information, which
can equally be extended to higher order interactions within future studies.

6.4 Three-way Interaction

The interaction information for three random variables X = {X;, X, X3},
Q(X1; Xo; X3), measures the information content resulting from a combi-
nation of the three variables, which is not present in any of the two-way
interactions. According to equation (6.4), the three-way interaction in terms
of marginal and joint entropies is defined as:

Q(X1; Xo; X3) = H{Xy, Xof) + H({X2, X3}) + H({X1, X3})
—H(Xy) — H(Xs) — H(X3) — H({X1, X2, X3})(6.5)

Reformulating the interaction information in terms of information trans-
fer eases the interpretation of Q(Xi; Xo; X3). Considering the definition of
the mutual information from Section 6.2, equation (6.5) can, e.g., be re-
formulated in terms of information differences as:

Q(X1; Xo; X3) = I({ X1, Xo}: X3) — I(X1; X3) — I(Xo; X3). (6.6)

As such, Q(X1; Xo; X3) defines the expected amount of information that
X, and X, convey about X3, reduced by the information X; and X, in-
dividually share with X3. Thus, Q(Xi; Xs; X3) quantifies the amount of
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CHAPTER 6. INTERACTION ANALYSIS

information which is unique to the joint observation of all attributes. Since
Q(X1; Xo; X3) is symmetric, this holds for any permutation of X, Xy and
X3.

As an alternative formulation, substituting I({X;, Xo}; X3), e.g., with
its mathematical equivalent I(Xy; X3|Xs) + 1(X5; X3), Q(X1; Xo; X3) can
equally be written in terms of conditional mutual information as:

so that Q(X1; Xo; X3) is formulated as the difference between the infor-
mation shared between X; and X3, given X5 is known or not.

Depending on the sign of the interaction value, Jakulin has classified
Q(X1; X2; X3) into three classes [Jakulin and Bratko, 2004b] and has in-
terpreted them in the following way. If Q(Xi; Xy; X3) < 0, redundancy is
dominating the three-way interaction, e.g., the knowledge of X, adds redun-
dant information to the information shared between X; and X3. In contrast,
if Q(X71; Xo; X3) > 0 the interaction is characterized as synergy. In the case
where Q(X7; Xo; X3) = 0, it is said that no three way interaction (non-
interaction) among the variables is present. In the following, redundancy,
synergy and non-interaction types are studied in more detail, in order to
derive a better understanding of the three different classes and the related
interaction values. Simple examples are given to reveal the circumstances
under which an interaction can be assigned to either of the three classes. Fur-
thermore, the compensation aspect is explained, which complicates a distinct
assignment of the measured interaction values to one of the three classes.

6.4.1 Synergy

The interaction information Q(X1; Xo; X3) becomes positive if the joint infor-
mation /({ X1, X2 }; X3) exceeds the sum of the information that each variable
X1 and X, conveys about the third variable X3. This means that the obser-
vation and consideration of both random variables X; and X, simultaneously
provides more information about X3 than considering each of the variables
and its shared information with X3 separately. In this sense, information
about X3 is gained from the synergy of the variables. Fig. 6.1 is sketching
this circumstance, where the dashed area corresponds to the surplus of infor-
mation gained from synergy. Equally, all these considerations hold for any
permutation of X, X5 and Xj.

Let’s consider a task with the target to find a model, which best pre-
dicts X3 given X; and Xs. The quality of the prediction can only be as
good as the amount of information that is provided to the model through
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Figure 6.1: Diagram illustrating the interrelation between the mutual in-
formations and the joint information, which result in a positive interaction
information proportional to the dashed area.

\\ Information from synergy
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its structure. From the positive interaction information it can be inferred,
that if X3 is modeled by two independent models, one with input X; and
the another one with input X, is worse compared to a single model that
explicitly models the interrelation between X; and X,. As a consequence
the attributes related to X; and X, should in general not be modeled as
separate sub-components. In fact, this can be transferred to the design rep-
resentation and related optimization processes. If a positive interaction is
observed between sub-components of a system, the sub-components should
be modeled as one system. Splitting them would make a correct prediction,
e.g., of the design performance difficult, and thus can complicate the overall
design and optimization process.

Example The following toy example should illustrate the circumstances
under which the interaction information becomes positive. Lets consider a
passenger car where the acceleration force F', the weight W and the engine
power P are given as random variables. Furthermore, lets consider that
the physical law, which is describing the interrelation between the individual
variables is unknown. As depicted in Fig. 6.2, for the different variables qual-
itative values are observed, classifying W, P and F into low (1), medium (m)
and high (h). From the calculation of the mutual information I(W; F') and
I(P; F), see Fig. 6.2, it is observed that weight and engine power alone, each
explains about 33% of the uncertainty of F', with H(F') = 1.500 bit. Taking
the sum of I(W; F) and [(P;F), around 33% of the uncertainty remains
unexplained. However, from I (W, P; F') = 1.500 bit it can be concluded that
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H(F) = 1.500 bit
H(W) = H(P) = 1.000 bit
H({W,P}) = H{W, F}) = H{P,F}) = 2.000 bit
H({W, P, F}) = 2.000 bit
) =
) =
) =

I(W;F) = I(P;F) = 0.500 bit (~ 33%)
I({W, P}; F) = 1.500 bit (100%)
Q(W;P;F) = 0.500 bit (~ 33%)

= = = —| S
El—~l=E2 ™

Figure 6.2: Summary of the toy example resulting in the measurement of
positive interaction information, based on qualitative car data, representing
the weight W, the engine power P and the acceleration force ' of a car. The
respective variables can take discrete values low (1), medium (m) and high

(h).

the knowledge about W and P together can explain all the uncertainty about
the acceleration force F'. The remaining amount of information is due to the
synergy of W and P, revealed by the result of calculating the interaction
information between W, P and F. With Q(W; P; F') = 0.500 bit, the joint
observation of W and P conveys the remaining 33% of the uncertainty. Only
with the consideration of the interplay between the engine power and the
weight a correct prediction of the acceleration force would be feasible.

6.4.2 Redundancy

For attributes, where the joint information 7({X;, Xs}; X3) is smaller than
the sum of 7(Xy; X3) and I(Xs; X3), e.g., X; and X, are redundant in the
information they convey about X3, as illustrated in Fig. 6.3. In consideration
of the conditional information, the information shared between I(X;; X5|X53)
given Xy is smaller than I(Xy; X3), where I(X7; X3) denotes the information
X, conveys about X3 without knowing X5. As a consequence, the joint
observation of the variables X; and X5 does not provide any additional in-
formation about X3, and 1(Xy; X3), 1(Xs; X3) explain equal portions of the
uncertainty of Xj.

The redundancy measured among the three variables indicates that a
joint model, which explicitly models the interrelation between X; and Xo,
for the purpose of predicting X3, is not superior to two individual models,
which model the relation between X; or Xy and X3 respectively. In fact, the
two models would further implement two alternative models, which could
similarly be used for predicting the same domain of the attribute X3. The
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7/ Redundant information

f:: ](Xl:Xz ;X3)

Figure 6.3: Diagram illustrating the interrelation between the mutual in-
formations and the joint information, which result in a negative interaction
information proportional to the dashed area.

same holds for deriving sub-components for the design process. Observing
only redundancy among sub-components of a system suggests that an in-
dependent modeling of the sub-components can be applied. Furthermore,
redundant components or variables can provide alternative control parame-
ter to achieve the design and optimization targets. This can get important
if modifications of certain parameters are limited due to constraints in the
design process.

Example Let’s reconsider the toy example from above. Neglecting the
knowledge about existing physical laws, qualitative data about the accelera-
tion force F', the engine power P and the torque 7" of an engine are observed.
The values of the respective variables are classified into low (1), medium (m)
and high (h). The data table with the observations is listed in Fig. 6.4. A
simple rule has been applied to generate the data in the table. The rule
says that the acceleration force is set to [, m or h, if the engine power P
and the torque T' is [, m and h, respectively. Thus, either the knowledge
of T or P is sufficient to accurately predict F'. The information about T
or P is completely redundant for the prediction of F'. Fig. 6.4 lists the re-
lated results of the different information measures. The uncertainty related
to each attribute 7', P and F' is measured with H(F) = 1.585 bit. With
I(T; F) = I(P; F) = 1.585 bit each variable 7" and P explains 100% of the
uncertainty measured for F'. From the calculation of the joint information
I(T, P; F') = 1.585 bit, it can be observed that both variables 7" and P to-
gether explain not more about F' than 7" or P alone. The negative interaction
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H(T)= H(F)= H(P) = 1.585 bit
T P|F H({T,P})=H{T,F})=H({P,F}) = 1.585 bit
1 [ 1]1 H({T,P,F}) = 1.585 bit
m|m|m I(T; F) = I(P; F) = 1.585 bit (100%)
h|h|h I({T, P}; F) = 1.585 bit (100%)
Q(T;P;F) = —1.585 bit (~ —100%)

Figure 6.4: Summary of the data and information measurements of a toy
example resulting in a negative value of interaction information. The table
comprised qualitative data about engine variables defining the engine torque
T, the engine power P and the acceleration force F', defined through discrete
value low (1), medium (m) and high (h).

information Q(7T'; P; F') = —1.585 denotes that this is due to the redundancy
between T" and P in the context of F.

6.4.3 Non-Interaction

The interaction information can become zero if I({Xy, X2}; X3) equals the
sum of [(Xy; X3) and I(Xy; X3), as illustrated in Fig. 6.5. Thus, jointly
observing the variables can add no information about the uncertainty in the
system. In the trivial case Q(X1; Xo; X3) = 0, if at least one variable is
independent of the other two. In case that for example X, is independent of
X2 and Xg, H({Xl, XQ}) = H(Xl)—l—H(XQ), H({Xl, Xg}) = H(X1)+H(X3)
and H({Xy, Xo, X3}) = H(X,) + H({ X2, X3}). Replacing the entropies in
equation (6.5), it can be seen that Q(X7; X5; X3) vanishes.

Considering the example above, in the case that X is independent to X,
and X3, adding X; and modeling its interrelation with the other variables
would provide no gain for the prediction of X3. Assuch, if, e.g., [(X1; X3) =1
and if Q(X71; Xo; X3) = 0, the attribute related to X; does not need to be
modeled at all. Transferring this concept to the design representation and
optimization process, and considering X, as a design parameter and X3 as a
performance indicator (e.g., quantifying the drag force), X; would provide no
control for the improvement of the system performance. As such X; can be
excluded from the optimization process and can be used as a free parameter
to align with other design objectives, e.g., related to aspects of style design.
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Non-Interaction
f—_: I(XerZ ;X3)

Figure 6.5: [llustration of the case where non-interaction is observed among
three variables, due to the absence of synergy and redundancy.

6.4.4 Compensation

The value of the interaction information does not vanish solely in the total
absence of interactions. As discussed in [Krippendorff, 2009a], the interac-
tion information can become zero also in situations where redundancy and
synergy cancel each other out, as sketched in Fig. 6.6. Krippendorf argued
that Q(X71; Xo; X3) is not a stand-alone measure of redundancy and syn-
ergy alone, but measures how the information due to synergy exceeds the
redundancy in the system. Within this study this effect has been termed
compensation or compensation effect. The cause is that Q(X1; Xo; X3) repre-
sents the expected interaction information over the entire attribute domains.
Hence, for some values or value combination of the system attributes the
calculation of the interaction information would result in redundancy, while
for others a synergy effect by means of a positive interaction information
value would be measured. This compensation effect complicates a clear as-
signment of the measured interaction values to the different classes: synergy,
redundancy and non-interaction. Using the value of interaction information
for interaction analysis, one always has to consider that the interaction value
is a property, which is averaged over the measured domain. Changing the
domain slightly can result in a different interaction value. This means that
for a decomposition of complex systems into sub-components, the resulting
component structure can change dynamically, especially in cases where the
scope of design modifications changes, e.g., due to changes in manufacturing
constraints.

Example Let’s reconsider the example from Section 6.4.1, where additional
information is revealed due to the synergy of the attributes. In order to show
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Compensation 77Redundancy| =
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Figure 6.6: Illustration of the compensation effect, when synergy and re-
dundancy chancel each other out. This is the case if the two different dashed
areas are of equal size.
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the compensation effect, the domain for the three variables acceleration force
F| engine power P and the weight of the car W has been extended by adding
two new observations. The extended dataset together with the measured
information values are listed in Fig. 6.4. The appended observations add
redundancy to the system. Finally, this is reflected in the measure of the in-
teraction information, where Q(W; P; F') drops from Q(W; P; F') = 0.500bit
in Section 6.4.1 to Q(W; P; F') = 0.084bit. The interaction value vanishes,
indicating no interaction between the three attributes W, P and F. How-
ever, for the domain, with W, P € {[, h}, interactions between the attributes
would need to be considered, whereas in the domain W, P € {m} the at-
tributes are redundant. This example provides evidence for the statement of
Krippendorf in [Krippendorff, 2009a] that the interaction information value
measures how the information due to synergy exceeds redundancy.

6.5 Interaction Graphs

For a large number of variables, the analysis of all two- and three-way inter-
actions values can get difficult. Interaction graphs, as introduced by [Jakulin
and Bratko, 2004a], provide a graphical representation of the most relevant
interactions for a selected number of variables. Furthermore, the graphi-
cal presentation of the interactions can allow to identify larger interaction
patterns between groups of variables, which can hardly be derived from the
analysis of the individual information quantities solely. With regard to the
engineering design process, the interaction graphs provide engineers means
for a visual inspection of the results of the interaction analysis, upon which
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H(F) = 1.252 bit
H(W) = H(P) = 1.584 bit
H(W,P)=H(W,F) = H(P,F) = 2.252 bit
H(W,P,F) = 2.252 bit
) =
) =
) =

I(W;F) = I(P;F) = 0.584 bit (~ 47%)
I(W, P; F) = 1.252 bit (~ 79%)
Q(W;P;F) = 0.084 bit (~ 7%)

ElE| =~ —| =
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Figure 6.7: FExample, illustrating the compensation effect, where informa-
tion due to synergy and redundancy cancel each other out. The example
comprises discrete observations for low (1), medium (m) and high (h) values
of engine power P, car weight W and acceleration force F.

new hypothesis about the interrelations between design parts can be de-
rived and tested. Therefore, interaction graphs can be a valuable support
for engineers to efficiently decompose the design of a technical system into
sub-components and processes.

In [Jakulin and Bratko, 2004a], the authors introduced two types of
graphical representations, namely supervised and un-supervised graphs. Un-
supervised graphs show general interaction patterns among all attributes,
while supervised graphs visualize interactions in the context of an a priori
selected supervision or class variable. In this work, supervised graphs have
been adopted for the purpose of visualizing and analyzing design interac-
tions, in the context of a particular performance measure defining the design
quality.

As an example, Fig. 6.8 depicts the structure of a supervised graph, which
contains information about two-and three-way interactions among three de-
sign variables X = {X1, X5, X3}. The performance variable is denoted by
Y = {Y}. The design variables in X" relate to adjustable parameters, which
define the design configuration (e.g., geometry), whereas the variable Y re-
lates to an measured attribute that defines the design performance (e.g., drag
force).

In the example graph, Y is selected as supervision attribute. Thereafter,
all information quantities that are shown in the graph are normalized by the
entropy H(Y'), since the overall target is to identify those parameter and
parameter interactions, which add to the reduction of the uncertainty about
the prediction of Y.
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Q(X1; X9 Y)
Xl H(Y} X2
I(X:Y) p————————+ [(Xy:Y)

H(Y) H(Y)
QX1 X5 Y) e
5]

H(Y) I(X3:Y)

H(Y)

Figure 6.8: Visualization of the information graph for two- and three-way
interactions.

Each graph consists of knots and edges connecting them. A knot is labeled
with the variable name and the value of the relative mutual information (two-
way interaction), e.g., I(X1,Y)/H(Y), whereas edges denote the relative
interaction information (three-way interaction), e.g., Q(X1; Xo;Y)/H(Y). In
order to clearly distinguish between synergy and redundancy, connections
representing positive interaction values are depicted as straight lines, whereas
connections representing negative interaction values are depicted as dashed
lines between knots in the graph. For a more compact graph representation,
the strength of the interactions might be represented by the line thickness
instead of adding a label with the relative interaction value to each edge.
In the case that the interaction value vanishes, either because of a non-
interaction or due to the compensation effect, connections have been removed
from the graph to improve its readability.

For the visualization of higher order interactions, the interaction graph in
the form of Fig. 6.8 can become inappropriate. If higher order interactions
need to be considered, block diagrams as used by Liidke et al. in [Liidtke
et al., 2008] are a valuable alternative, but allowing the visualization of the
information balance for individual dependent variables only.

6.6 Utilizing Interaction Information

The results from an interaction analysis can be utilized for versatile purposes
within engineering design and optimization processes. For a given decom-
position and design of a technical system, interaction analysis provides the
means to verify and revise the decomposition based on the estimated func-
tional interdependencies. Given new data or changing objectives, the decom-
position of a technical system can and should continuously be tested. Beside
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verifying existing system decompositions, the interaction analysis allows to
provide support for an initial problem decomposition, e.g., in cases where no
a priori knowledge about a technical system is given. Concerning compu-
tational design optimizations, the results from the interaction analysis can
be utilized to tune a working object representation, targeting the setup of
an efficient initial representation, or the change of the object representation
online during individual design optimization runs.

Originally, Jakulin et al. in [Jakulin and Bratko, 2003; Jakulin et al.,
2003] utilized the results from the interaction analysis to build up efficient
mathematical models for classification tasks. Hence, the results from the
interaction analysis can as well be utilized to define the structure of mathe-
matical models, which approximate the mapping between design parameters
and performance numbers efficiently. Applying such models as surrogates for
expensive performance evaluations can significantly speed up computational
design optimization processes, e.g., see [Jin, 2011]. Equally, such models can
be applied in engineering design processes to predict the design performance,
e.g., in early phases of a design process [Fukushige et al., 2012|, and as such
supporting and speeding up decision making.

6.7 Examples

The correct interpretation of the information quantities is essential to draw
meaningful conclusions about the interrelations between parameters. Two
simple examples are outlined, where aspects regarding the normalization of
the information measures as well as the compensation property of the 3-way
interaction value are studied.

6.7.1 Information Normalization

As stated earlier, the Shannon entropy of a discrete uniformly distributed
random variable increases with the number of discrete states or symbols
the variable can take. This states an important property of the Shannon en-
tropy for analyzing the capacity and information exchange for communication
channels. However, for the quantification of the importance of parameter and
parameter interactions with respect to a performance variable, the absolute
amount of information or uncertainty is of minor relevance. Rather, their rel-
ative contribution for the explanation of the uncertainty of the performance
variable is of interest. Therefore, the information quantities are normalized
by the entropy of the performance variable. In the following examples, the
sensitivity of the normalized information measures to the number of discrete
states is investigated.

129

Dieses Werk ist copyrightgeschiitzt und darf in keiner Form vervielfaltigt werden noch an Dritte weitergegeben werden.
Es gilt nur fir den persénlichen Gebrauch.



CHAPTER 6. INTERACTION ANALYSIS

Considering a discrete random variable X, which has been derived from
the discretization of a continuous random variable X into n, intervals of
equal length, Figs. 6.9 a) and b) reveal the dependency of the Shannon
entropy on the number of discrete intervals, with n, € [2,50]. The two plots
a) and b) show the values of the entropy H(X) and the normalized entropy
H(X) = H(X)/log,(n), respectively, where log,(n;) defines the maximum
entropy that can be measured for the discrete random variable. The values
of the random variable X are either drawn from a uniform or a normal
distribution, so that Xo ~ U(0,1) (solid line) or X ~ N(0,1) (dashed
line). For simplicity the following notation is equally used for the discrete
random variable: X ~ U(0,1) and X ~ AN(0,1). In all experiments the
sample size for X¢ is constant with n = 50000. Since the maximum value
of the entropy is logs(ny), the normalized entropy for a uniform distributed
random variable equals H(X) = 1, as shown in Fig. 6.9 b). For non-uniform
distributed random numbers, like X ~ A/(0,1), not only does H(X) change
with increasing n;, but also does H (X). It can be seen that for smaller
number of discrete values the relative entropy is underestimated. In [Miller,
1955], the authors studied such biases in the estimation of the entropy in
more detail.

As H(X) increases with the number of discrete states, the amount of
information that can be transferred between X and another variable Y in-
creases too. Taking Y as a uniform distributed random variable, the max-
imum information that X can convey about Y is the amount of its uncer-
tainty H(Y) = logy(np). In the trivial case this occurs if the second variable
X equals Y, so that I(X;Y = X) = H(X), see Fig. 6.9 ¢). Thus, the value

-~

of the normalized mutual information becomes [(X;Y) = I(X;Y)/H(Y) =
1.0, as shown in Fig. 6.9 d) (solid line).

Of more practical relevance is the case in which Y is determined by two
uniformly distributed random variables X and Z, following a deterministic
function y; = x; + z;. If only X and Y are observed, with I(X;Y) ~ 0.15, X
can explain only a small amount of the uncertainty in Y or vice versa, shown
in Fig. 6.9 d) (dashed line). A large amount of uncertainty is explained by
the joint observation of X and Z, as indicated by the positive value of the
interaction information Q(X;Y;Z) or Q(X;Y;Z), see Figs. 6.9 e) and f)
(solid line). For reference a negative interaction information is depicted in
the graph(dashed line), which is the result of calculating Q(X:Y;Z) and
Q(X:;Y:;Z), with X =Y. Wile the normalized negative interaction infor-
mation value remains constant with increasing ny, the value of the positive

interaction information increases logarithmically.
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Figure 6.9: Results from analyzing the sensitivity of the information mea-
sures to the number of discrete intervals are shown, where a) and b) relate to
the Shannon entropy, c¢) and d) to the mutual information and e) and f) the
measure of interaction information, both to the normalized (right) as well as
the un-normalized measures (left), respectively.

This analysis shows that the values of the normalized information mea-
sures do in principal depend the number of discretization intervals ny,.
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CHAPTER 6. INTERACTION ANALYSIS

6.7.2 Compensation of Redundancy and Synergy

The sign of Q(X;Y;Z) can be used as indicator of synergy and redundancy
among the variables X, Y and Z. If a variable X adds exactly the same
information to Y as a third variable Z, X or Z are completely redundant
in the context of Y and Q(X;Y; %) is minimal. Trivially, Q(X;Y;Z) is
minimal if X =Y and Y = Z, as shown in Figs. 6.9 ¢) and f) (dashed line).
In such cases, if X is drawn from a uniform distribution then Q(X;Y; 7) =
— log,(ny), where ny, defines the number of discrete states X can take.

In contrast to the case of maximum redundancy, in the example where
yi = x; + 2z and X, Z ~ N(0.0,1.0), Q(X;Y;Z) quantifies the synergy
effect of X and Z on Y, with Q(X;Y;Z) > 0. If in average no additional
information about Y can be inferred from the synergy of X and Z then
Q(X:;Y;Z) = 0. For example, this is the case, when Y is independent
from Z, as depicted in Figs. 6.9 e) and f) (dotted line), where X =Y and
X,Z ~ U(0.0,1.0). However, Q(X;Y;Z) can be zero also in cases where
the amount of information due to the synergy and the amount of redundant
information cancel each other out. An instructive example of this effect
is shown in Fig. 6.10, where Q(X;Y’; Z) has been calculated for increasing
portions of induced redundancy among three random variables X, Y and
Z. Starting with 0% redundancy the parameter setting equals the example,
where X, 7 ~ U(0.0,1.0) and y; = x; + z. In this setup, Q(X;Y;2)
or the respective normalized variant @(X Y, Z) gets maximal, and about
53% of the uncertainty in Y are explained by the interaction between X
and Z. Gradually, portions of the data samples z;, y; and z; are replaced
so that z; = y; = wx;, thus increasing the overall amount of redundancy in
the data. As result, Q(X;Y;7) gradually decreases from high interaction

to maximum redundancy, from @\(X;Y; Z) = 0.53 to @(X; Y;Z) = —1.00.
The interaction value becomes @(X Y Z) = 0.00, when about 62% of the
samples are redundant.

Two concrete datasets A and B are explicitly shown in Fig. 6.10, where
in dataset A 40% and in dataset B 80% of the observations add to redun-
dancy. Calculating the 3-way interaction results in Q(X;Y; Z) = 0.28 and
@(X Y Z) = —0.29 for dataset A and B, respectively. Each dataset A and
B is split into two subsets, where each subset contains either all observa-
tions that add to redundancy or those that add to synergy. Quantifying the
3-way interaction for each subset independently, Q(X;Y; Z) remains at its
maximum and minimum value, respectively.

Redundancy and synergy are a property of individual observations in the
data and the interaction information is quantifying the balance between the

observations which either add to redundancy or synergy. For applying inter-
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Figure 6.10: Analyzis of the dependency of Q(X;Y;Z) from the fraction
of redundancy induced to an interacting structure. The analyzis shows that
Q(X;Y:Z) can get zero in cases where the amount of information from the
interaction and the amount of redundant information cancels each other out.
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CHAPTER 6. INTERACTION ANALYSIS

action analysis to data of unknown characteristics, it can be of importance
to discover which observations add to the redundancy or synergy subset.
However, identifying the two subsets from data is a non-trivial task and goes
beyond the scope of this thesis.

6.8 Application to Passenger Car Design

In this section, the interaction analysis is applied to passenger car design
data, with the target to discover the most relevant interactions between dis-
tant surface areas. Therefore, exemplary, the two- and three-way interactions
are calculated based on dataset 4 (Section 3.5). The dataset covers the sur-
face and performance data of the designs from the two optimization processes,
where different representations R, and Rp have been used. Details on the
optimization processes are presented in Section 2.4.4. According to the sur-
face mesh representation and the performance numbers, the displacements
and performance differences have been calculated. The basis of the interac-
tion analysis is the displacement data linked to the reduced design features
A0 to A5, which has been the result of the automatic feature reduction step
in Chapter 5. The position of the respective vertices on the baseline car shape
are shown in Fig. 4.8. In addition to the displacements of the reduced feature
set, the performance differences in drag ¢, , rear lift ¢, , and the combined
fitness ¢ (equation (5.9)) are used for the interaction analysis. Each of the
variables is discretized into n, = 10 bins of equal length, based on which the
probabilities are derived by calculating the relative frequencies. The estima-
tion of the joint probabilities is carried out accordingly. The transformation
results in the following discrete random variables: X = {A0,..., A5} and
Y=A{Y}, with Y € {¢r,, PFLg» Or}.

Interaction graphs from Section 6.5) are used to visualize and analyze
the calculated information measures. For each of the performance numbers
the interactions are analyzed individually. The information measures are
normalized by the respective entropy, i.e.,

[ ] H(QSFD) == 298,
o H(¢p,,) = 2.86,

which quantify the uncertainty in predicting the performance values. The
resulting interaction graphs are depicted in Figs. 6.11 a) to ¢). Each node in
the graphs is representing a discrete variable of one of the parameters in X.
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6.8. APPLICATION TO PASSENGER CAR DESIGN

In addition to the interaction graphs the cross-section contour of the baseline
car is visualized to make the link between the parameters and the respective
surface areas. Therefore, the nodes are roughly drawn at the respective posi-
tion of the parameters on the baseline surface. Beside the parameter name,
the caption in each node labels the value of the relative two-way interaction,
by means of the relative mutual information between the parameter and the
performance values, e.g., I(A0; ¢r,)/H(¢r,). The edges between two nodes
define the interaction between two parameters with respect to the perfor-
mance, e.g., Q(A0; Al; ¢r,)/H(pr,). Solid lines reveal synergy and dashed
lines redundant interrelations, respectively. The thickness of each line corre-
sponds to the strength of the interaction. Edges with an relative interaction
value below 0.05 are classified as non-interaction and are not visualized in
the graph.

Fig. 6.11 a) depicts the interaction graph of the surface parameters in
the context of the drag force. From the analysis of the two-way inter-
actions the parameter A2 is identified as the most important one. With
I(A2; ¢p,)/H(¢r,) = 0.465, the variations of A2 convey already a large
amount of information about the drag force measurements ¢r,, and explain
around 47% of its uncertainty. Analyzing the three-way interactions of all
parameter combinations reveals redundancy among the design parameters,
meaning that all values of the calculated relative interaction information are
below 0.05. This indicates that on average all design parts could be indepen-
dently tuned for an optimal drag value. The risk is expected to be low that
a subsequent combination of the optimization results will lead to unexpected
measures of Fp. The amount of redundancy is especially high concerning the
interaction between parameters Al, A2 and ¢p,, where Al is representing
displacements at the roof and A2 representing displacements along the rear
window of the car surface. Thus, e.g., Al provides an alternative handle to
the change of the drag force, e.g., if modifications of A2 are restricted or vice
versa. Such restriction can be given, e.g., due to manufacturing or aesthetic
constraints.

Subsequently, the interactions among the parameters in the context of
rear lift force ¢p, . are investigated, as shown in Fig. 6.11 b). Analyzing
the two-way interactions, in contrast to the interaction graph relating to
the drag force, parameter A5 instead of A2 has the highest influence on the
rear lift force. Thus, the rear lift force is especially sensitive to changes of
A5. Concerning the analysis of the three-way interactions, no significant
interactions of parameter A5 with other parameters are observed. Thus, for
the optimization or modeling of the rear lift force the area represented by
Ab can be considered as independent with respect to other areas of the car.
Further analysis are required to exclude that the absence of interaction is
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Figure 6.11: [llustration of the interaction graphs concerning a) ¢r,, b)
Or,, and ¢p. Each node shows one design parameter and the edges between
them show their interactions, where solid lines reveal synergy and dashed
lines redundancy among them.

due to the compensation of redundancy and synergy. In contrast to A5, e.g.,
A0 to A4 have to be considered jointly, when targeting the optimization or
modeling of the roof or the front side of the car shape.
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6.8. APPLICATION TO PASSENGER CAR DESIGN

In order to analyze the design parameter interrelations concerning the
trade-off between the drag force and the rear-lift force, the interaction anal-
ysis with respect to the combined fitness ¢ is carried out. The respective
interaction graph is illustrated in Fig. 6.11 ¢). The graph denotes the impor-
tance and interrelation between surface areas, which are relevant, e.g., when
targeting the design of an optimal car shape with respect to both criteria.
The interaction analysis identified A0, A1 and A2, which represent areas
along the roof, to be the most relevant parameters. Interestingly, a relevant
interaction is discovered between Al and A4, representing modifications at
the back and the front side of the car. The consideration of such interactions
in the design process might per se not be obvious to the engineer, but is of
high relevance.

These examples show that the interaction analysis can be exploited as
a helpful tool to identify and characterize relevant interrelations between
design parameters with respect to the design performance. Depending on
the considered performance criteria, different interaction patterns can be of
relevance. Thus, depending on the objectives of a design process, different
problem decompositions need to be deployed, which is often not considered
in practical applications. Furthermore, as shown by the example of studying
¢r,, redundancy among parameters can reveal alternative design strategies,
e.g., in situations when the design of an object is constrained by manufac-
turing, aesthetic or other constraints.

6.9 Interim Summary

In this chapter an information theoretic attempt for analyzing the inter-
actions between distant design areas has been studied. It has been demon-
strated that the interaction information, an extension of the mutual informa-
tion to multiple variables, provides computational means to reveal functional
interrelated design areas. Thus, it represents a valuable tool to support the
decomposition of complex design tasks into subcomponents. Such a decom-
position is often the only way to model and optimize complex systems. The
results from the analysis of the passenger car design data have shown, that
for different objectives, relating to the design performance, the interrelations
can change. While in practice the decomposition of complex systems often
remains fixed over the course of the design process, interaction analysis al-
lows to review and revise the construction of subcomponents, especially in
cases where the objectives for the design process change.
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An additional focus of this chapter has been the interpretation of the
measure of interaction information and its consequences for the design de-
composition and optimization. The measure of interaction information has
the unique property that it provides a means for quantifying synergy and
redundancy among design areas at the same time. However, as has been
pointed out, care has to be taken with the interpretation of the information
measures, especially in situations where effects of redundancy and synergy
cancel each other out.
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Summary and Outlook

With the increased application of computer aided engineering technologies
for system design, the analysis of the emerging design data has become an im-
portant activity for improving future design processes. Therein, modern data
mining technologies can provide powerful tools for supporting the analysis
and decision making process. The huge variability in computational design
representations usually poses a big challenge to the computational analysis
and modeling of all of the accumulated design data. The technologies and
ideas for shape mining, presented in this thesis, provide means for a holistic
analysis of designs, which are defined by its geometrical surface.

7.1 Summary

The thesis has motivated the need for a holistic analysis of engineering design
data for an efficient integrative design process, defined in Chapter 2. It has
been emphasized that the definition of a unified design representation is a
pre-requisite to provide a holistic view on the data, and to facilitate the im-
plementation of a holistic data mining process. A holistic view on the design
data allows an integrated exchange of domain knowledge and that design de-
cisions can be made in consideration of the entire design configuration. Both
are means to increase the efficiency of serial and concurrent design processes.

Related to the analysis of design data in the domain of aerodynamic
and structural design, this thesis has defined unstructured surface meshes as
a unified representation of object shapes in Chapter 3. This representation
facilitates the combination of information from different design processes into
one data mining approach, i.e., the shape mining process. The shape mining
process is exploiting data mining methods to extract valuable knowledge
from shape and performance data, including methods for sensitivity analysis,
design concept retrieval and interaction analysis.
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Ideas for shape mining have been studied based on a realistic application
to the design of the outer shape of a passenger car. As described in Chapter 2,
different optimization and sampling strategies, together with different shape
representations have been used to generate a heterogeneous design dataset,
where the performance of the designs has been evaluated based on the results
of high fidelity CFD simulations. The definition of a unified shape represen-
tation has allowed to model the relationship between shape deformations and
performance changes of the car with respect to all designs in the datasets.
However, the high dimensionality of the shape representation has prevented
a naive usage of enhanced modeling technologies.

The definition of local shape features and the evaluation of the feature
disparities by means of vertex displacements, has allowed a detailed study
of the differences between surface meshes, see Chapter 3. Those differences
define the cause for changes in the design performance. This thesis focused
on the analysis of local vertex displacements for the investigation of shape
deformations relative to a specific baseline design. The estimation of the
displacements has required the identification of corresponding vertices. As
shown by the analysis of the passenger car design data, the computation
and visualization of displacement statistics provides valuable information for
the investigation of individual design solutions, the identification of weakly
explored design regions and the evaluation of the course of design processes.

Besides the actual design configuration, engineering design data also in-
cludes performance numbers, which denote the quality of each design. In
order to analyze the effect of design variations on the design performance,
in Chapter 4 methods for sensitivity analysis have been studied. In addition
to linear correlation techniques like the Pearson correlation coefficient, the
mutual information index and the novel robust mutual information measure
have been investigated. Based on the passenger car design data, it has been
shown that, in contrast to the mutual information index, the robust mutual
information measure provides reliable estimates even for a smaller number of
designs. Furthermore, the results from the sensitivity analysis denote areas
of the car shapes, which influence, e.g., the drag or the rear lift of the car.
Beyond the study of methods for sensitivity analysis, a new attempt utilizing
the K-nearest neighbor search algorithm has shown to provide control over
the locality of the sensitivity estimates.

Exploiting the geodesic surface distance and the sensitivity information,
in Chapter 4 a new approach has been introduced to automatically derive
larger sensitive areas from the design surface. Therefore, vertices of the
surface mesh have been grouped into distinct surface areas based on the
sensitivity information and their geodesic distance. The displacement data
of the vertices closest to the center of the surface areas makes up a low
dimensional data representation. This dimensionality reduction has been

140

Dieses Werk ist copyrightgeschiitzt und darf in keiner Form vervielfaltigt werden noch an Dritte weitergegeben werden.
Es gilt nur fir den persénlichen Gebrauch.



7.2. OUTLOOK

an important step in the shape mining process, because it facilitates the
modeling of the interrelation between distant design areas. The extraction of
sensitive areas, e.g., facilitates the modeling of passenger car design concepts.

Chapter 5 has introduced a class of techniques for design concept retrieval,
with the target to abstract a manageable set of concepts from a huge number
of designs, which can easily be communicated to the design engineer. The
approach for the retrieval, description and evaluation of design concepts has
been generalized independent of a specific modeling technique. For an ad-
ditional filtering of the set of concepts, a new measure has been introduced
to evaluate design concepts based on the estimation of their utility. The
utility measure combines a measure of correlation between the antecedent
and the consequent of an rule, representing the concept, with the hyper-
volume indicator, which quantifies compliance with a priori defined design
objectives. Thus, the new measure allows to rank concepts according to the
formulation of the engineer’s objectives. For example, using self-organizing
maps together with the utility measure has resulted in a limited set of three
relevant passenger car design concepts, which are most relevant to minimize
the drag and the rear lift force of the car shape.

In order to reveal functional interrelated design areas, in Chapter 6 an
information theoretic attempt has been studied, aiming at exploiting this
information to decompose complex design tasks into independent subcompo-
nents. For this purpose, the measure of interaction information, an extension
of the mutual information to multiple variables, has been studied. It provides
a measure to evaluate the relevance of interrelations, which can be classified
into synergy and redundant relations among design areas with respect to the
considered performance number. By applying interaction analysis to the pas-
senger car design data, and utilizing interaction graphs for the visualization
of the resulting information, it has been shown that the interaction analy-
sis can provide valuable information about the interrelation between design
areas, which might not be obvious to the engineers.

7.2 Outlook

Primarily, the thesis has investigated shape mining methodologies for knowl-
edge extraction, while leaving the aspect of utilizing the knowledge aside.
The most interesting follow up research ideas center around two questions:

e Does the utilization of the extracted design knowledge speed up the
synthesis process of new designs or improve the final design quality?
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e How can the extracted knowledge be utilized to improve computational
design optimization algorithms to speed up the search process?

First ideas for utilizing the extracted knowledge have already been given
throughout the thesis. However, a detailed study and the development of
elaborated processes and technologies remains future work. One concrete
approach is concerned with the usage of sensitivity information for setting
up the design representation for an efficient optimization process, as intro-
duced in [Graening et al., 2012]. However, using sensitivity information only
can limit the search process, and one can not expect to discover conceptu-
ally different design solutions. Thus, information like the variance of surface
deformations can encourage a broader exploration of design solutions. Man-
aging the trade-off between exploration and exploitation in the design process
using sensitivity or variance information seems an interesting research topic.

Beyond that, the thesis has covered and combined technologies from var-
ious different disciplines, which have been integrated into the shape mining
process. For example technologies from computational geometry, machine
learning, data mining, information theory, optimization, aerodynamics and
others have been combined. As a consequence, many opportunities exist to
extend this research work. In the following, a brief summary of possible
enhancements is given.

The evaluation of the local surface differences between two different de-
signs requires the identification of corresponding vertices. For structural
changes of the design, the considered algorithms can result in wrong estimates
of corresponding vertices. Depending on the expected shape differences, al-
ternative methods, which consider structural changes need to be considered.
However, more sophisticated attempts, like the one proposed by Chui and
Rangarjan [Chui and Rangarjan, 2000], often go along with an significant
increase in computation time.

The identification of sensitive areas requires the application of cluster-
ing techniques to group vertices on the design surface. The application of
standard clustering techniques from machine learning do not take any sym-
metries of points into account, which often requires a post-processing of the
clustering results before the interrelations between a reduced set of design
features and the design quality can be carried out efficiently. Future work,
may consider the research on sophisticated clustering techniques that take
symmetries into account.

Methods for information theoretic interaction analysis provide an interest-
ing approach to decompose complex designs into manageable sub-components.
A comprehensive treatment of the underlying theory has not been in the
scope of the thesis. In future studies it would be of interest, e.g., to exten-
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sively investigate the meaning of higher-order interactions, or to investigate
the actual effect of the design decomposition on the overall design process.

While experienced engineers can accurately judge the design interactions
based on individual objectives, the understanding of interactions for multiple
objectives is often unclear. The interaction analysis could provide a computer
aided approach to uncover those interrelations, but requires further research
into that direction.
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Design Sensitivity Analysis

A.1 Direction of performance improvement

Figs. A.1 visualizes the sensitivities calculated using the Pearson correlation
coefficient. For completeness, the sensitivities around the rear of the reference
mesh are shown. The results are depicted for different datasets 1 to 4 and
for two different performance difference indicators, ¢, and ¢p, .
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APPENDIX A. DESIGN SENSITIVITY ANALYSIS

Drag force, ¢p, Rear lift force, ¢, ,

-06 -04 -02 0 0.2 0.4 0.6
Sensitivity: Pearson correlation coefficient

Figure A.1: Results of the sensitivity analysis based on the calculation of the
Pearson correlation coefficient calculated for different passenger car design
datasets 1 to 4, shown in row a) to d). On the left side the sensitivities with
respect to ¢p,, and on the right side the sensitivities with respect to ¢, , are

depicted.
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