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Kurzfassung

Sowohl Eingebettete Systeme im Allgemeinen, als auch Sicherheitskriti-
sche Systeme im Speziellen werden zunehmend komplexer. Hinzu kommt,
dass aufgrund der Verkleinerung der Strukturbreite moderner Halbleiter-
prozesse die transiente Fehlerrate deutlich ansteigt. Daher kann nicht von
einem fehlerfreien Betrieb von zukünftigen eingebetteten, sicherheitskriti-
schen Systemen unter nominal Bedingungen ausgegangen werden.

Als Faustregel kann man zusammenfassen, dass die Schlüsselparame-
ter im Entwurfsraum Performance, Preis und Zuverlässigkeit so gut wie
immer widersprüchliche Entwurfsziele sind. Diese Arbeit zielt auf die-
sen Entwurfsraum ab, zeigt die Herausforderungen und diskutiert die
Trade-Offs.

Von besonderem Interesse ist die Zuverlässigkeit unter Echzeitaspek-
ten. Selbstverständlich gibt es Fehlerbehandlungsprotokolle, Fehlercodes
und modulare Redundanz. Allerdings hat die Korrektur von Fehlern im-
mer einen gewissen Einfluss auf das Zeitverhalten des gesamten Systems.
Selbst, wenn ein Fehler korrigiert werden konnte, ist unklar, unter welchen
Situationen das Zeitverhalten eingehalten wird. Dies kann zu der absurden
Situation führen, dass ein Fehler in einem Fahrerassistenzsystem korri-
giert werden kann, dennoch aber das Verpassen einer Deadline zu einem
Systemfehler führt.

In dieser Arbeit stellen wir die ASTEROID Plattform vor, die im Rahmen
einer Kooperation der TU Braunschweig mit der TU Dresden entstanden
ist. Diese Plattform ist speziell im Hinblick auf Echtzeitaspekte, Performan-
ce, Zuverlässigkeit und damit einhergehend Sicherheit entworfen worden.
ASTEROID unterscheidet sich von anderen MPSoC Plattformen durch
seinen Cross-Layer Fehlerbehandlungsansatz. Die eigentliche Hardware-
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plattform implementiert nur das absolute Minimum an Fehlertoleranz,
um das darüber geschaltete Betriebssystem zu unterstützen. Dieses über-
nimmt dann die eigentliche Redundanz und erlaubt damit eine flexible
Mischung von redundanten und nicht-redundanten Anwendungen.

In dieser Arbeit wird die Plattform in Bezug auf die Echtzeitperformanz
unter Fehlern in einer kompositionellen Weise untersucht. Dafür werden
Fehlereffekte in der on-chip und off-chip Kommunikation sowie Fehler im
eigentlichen Rechenkern selbst betrachtet.

Der wissenschaftliche Beitrag dieser Arbeit liegt zum einen in einer
generalisierten kompositionellen Performanz Analyse, die zudem Fehleref-
fekte berücksichtigt. Zum Anderen werden Ende-zu-Ende Protokolle und
redundante Anwendungen modelliert und in Bezug auf ihre Echtzeitfä-
higkeit untersucht. Für viele der genutzten Verfahren wird auch eine
Zuverlässigkeitsabschätzung des Echtzeitverhaltens bei einem gegebenen
Fehlermodell durchgeführt.
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Abstract

As for the entire embedded-systems domain, the complexity of safety-
critical systems is growing rapidly. Additionally, the rate of errors in
such devices also increases for instance due to silicon shrinking. Hence,
error-free operation under in-specification operating conditions cannot be
assumed for next-generation safety-critical devices.

As a rule of thumb the key design parameters for such systems perfor-
mance, price and reliability are almost always contradicting design goals.
This work addresses the related design space, highlights the challenges
and discusses the trade-offs.

Of unique interest is the reliability under real-time aspects. Naturally,
there are error-handling protocols, error-correcting codes, and modular
redundancy available. However, the effect of errors always has an influence
on system timing. Even if an error is handled and corrected, it remains
unclear under which situations timing requirements are met. This leads to
the absurd situation that a device such as an advanced driver assistance
system produces correct data even under errors but fails to deliver service
because hard deadlines are missed.

We present the ASTEROID architecture as a next-generation high-
performance, real-time platform which addresses reliability and thus safety
aspects. ASTEROID differs from other MPSoC platforms in its cross-layer
error handling approach. The hardware implements the bare minimum
to support the operating system with support for redundant computing,
allowing the software to flexibly schedule tasks for redundant or regular
execution. This architecture was joint work between TU Braunschweig
and TU Dresden. In this work, we present the hardware architecture and
discuss the real-time performance under errors in a compositional way.
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Therefore, we consider errors in communication (be it on-chip as well as
off-chip) and errors in the processing core itself.

The scientific contributions are first to extend compositional performance
analysis (CPA) also by covering error effects, second to cover end-to-end
error protocols with CPA, third to provide execution models and analysis for
redundant execution and finally to bound the likelihood of timing violations
in communication and computation under a given error model.
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CHAPTER 1

Introduction

1.1 Motivation

Embedded systems have penetrated our daily life without many of us
noticing, by that blurring what we mean by an embedded system. Our
day-to-day routine gets into contact with computer systems in all aspects,
and some of these daily encounters depend on the correctness of embedded
computers. Modern, public transportation systems offer a fully automated,
unattended train operation which is capable of handling starting, stopping,
door operation as well as emergency situations. Similarly, modern cars are
equipped with semi-automatic driver assistance features and it is only a
matter of time until autonomous driving will be the common case.

Medical devices such as wearable health technology are predicted to
revolutionize medical care. Gadgets for medical therapy, sports, or just
every-day fitness are capable to track brainwaves, heart rate, blood glucose
level, sleep pattern, and more. Wearable devices cannot only be used to
monitor and track but also to regulate for instance inject medication or
stimulate nerve cells. It is predicted that by end of 2016 more than 100
million wearable medical devices are sold per year. The market for fitness
related products will reach 80 million units by then.

In the context of embedded systems, safety critical systems play an
important role in medical care, commercial aircraft, nuclear power, and
weapons [153]. There are many different definitions of what safety critical
precisely means. A customary meaning is given in [153] which encompasses

“systems whose failure might endanger human life, lead to
substantial economic loss or cause extensive environmental
damage.”
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1. INTRODUCTION

This is consistent with most readers intuition, which account railway
signaling systems, flight control systems as well as steer by wire as safety
critical. However, a more general definition is also given by [153] which
matches the one of [13] which is based on the notion of consequences.

“If the failure of a system could lead to consequences that are de-
termined to be unacceptable, then the system is safety-critical.”

Traditionally, safety critical systems were closed, self-contained comput-
ers systems with very limited interface to its environment. This includes
systems such as the Ariane 5 rocket of which a crash can result in a fi-
nancial loss of more than US$ 370 million (Cluster spacecraft incident)
as well as the Boeing 777 which is equipped with several computerized
systems which replaced most of the traditional mechanical and hydraulic
equipment. A report by the National Transportation Safety Board to the
Federal Aviation Administration (FAA) [235] describes serious problems
with the glass cockpit displays which replaced the traditional analog dials
and gauges. These problems have led to at least 50 in-flight incidents,
some of these causing the pilots to panic due to blank displays and lost
communication. Such a failure can result in the death of hundreds of
passengers.

However, recently a new specimen of non-traditional safety-critical
systems has emerged. Such systems are not directly linked to catastrophic
hazards, but may indirectly cause them. Nowadays, the cellular phone
network does not only provide a convenient way to communicate with each
other, but is also the backbone for emergency service (i.e. 112/911). In most
countries the cellular network serves a dual use: it is used to signal an
emergency to authorities as well by the authorities themselves, mainly to
coordinate the operation. The importance of the cellular infrastructure
for the greater public good (saving lives, preventing fires, etc.) elevates
the former convenience technology to a safety-critical level. Other non-
traditional sectors include banking, (non-nuclear) electricity generation,
management of water systems (i.e. desalination).

1.2 The Role of Safety Standards

In the last years, we saw a strong trend towards standardization of the
entire safety life cycle. Traditional quality assurance and process manage-
ment guidelines such as ISO 15504 / SPICE [139] or ISO 9001 [138] are
not suitable for the development process of safety critical systems.

This is already known from the conservative avionics industry, in which
software must be developed and tested according to the domain specific stan-
dard DO-178b [224] and hardware components according to DO-254 [223].
The final aircraft will only achieve FAA approval (Type Certificate), if the
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1.2. The Role of Safety Standards

non-tolerable risktolerable riskresidual risk

actual risk reduction
necessary risk reduction

Figure 1.1: If the risk is not tolerable, additional measures such as fault-
tolerance must be applied.

rules and processes of the required standards are obeyed. A similar pro-
cess is compulsory for industrial plants such as power plants and heavy
machinery [135].

Interestingly, such standards are rather new to the automotive domain
and were not introduced prior to 2011. This has two reasons: Firstly be-
cause the consequences of a car crash are mostly considered as benign
compared to a plane crash and secondly, because automotive manufactur-
ers were keen to provide very high quality products to prevent liability
issues. This changed with the introduction of the ISO 26262 [136] which
is loosely based on its industrial counterpart IEC 61508. However, there
are some differences. IEC 61508 is targeted towards equipment produced
in low quantities, where ISO 26262 addresses volume production of the
automotive market. Since then, industry puts a tremendous effort into
developing a safety culture around their products.

The concept around ISO 26262 is based on risk and, as previously
explained, safety is defined as the absence of unreasonable risk. Although
the concept of risk seems to be very obvious, it is rather complicated to asses
and systematically biased by the limitation of the human mind. The human
mind tends to apply simple heuristics when risk is assessed. People are
bias towards recent news and experiences which leads to a cognitive bias
towards these events. This is called availability heuristic [277]. In order
to systematically assess risk, the combination of likelihood of occurrence
and the severity of the harm of a hazard must be considered. The risk is
tolerable if society can accept it and safety standards guide the designer to
determine and quantify the acceptance.

Figure 1.1 shows the typical case for a safety critical system. After a
particular function is evaluated according to the guidelines dictated by
the standard, it is evident that the risk is non-tolerable. This can be the
case if standard implementations such as commercial of the shelf (COTS)
hardware or software are too error prone. Thus, the actual risk which
emanates from the function must be reduced by applying further measures
covered for instance by using a different technology or fault tolerance

3
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1. INTRODUCTION

approaches. Any deployed function which is integrated in a larger system
obviously still exhibits a residual risk - but safety standards guarantee
that this risk remains below a tolerable threshold.

Now, it is interesting to know the additional effort required to be com-
pliant with the state of the art safety standards, their methods and pro-
cesses [244].

• Generally, risk dictates effort.

• Comparison with reference products is required.

• Assessment of known information and data must be carried out.

• Additional research is required for novel features with high risk which
do not origin from previously used ancestor technology.

When designing a traditional safety critical system, the entire system
context must be known. This includes the platform architecture, deployed
software modules and their interaction as well as the physical boundary
conditions such as worst-case environmental conditions (i.e. vibration,
temperature and other stress).

1.3 Development Process for Safety-Critical Systems

To handle and master a successful safety critical embedded system, an
appropriate development process is mandatory [123]. The automotive
industry, especially in Germany, typically applies the V-Model [2, 247, 136].

The V-Model separates the design and specification from implementation
and testing as shown in Figure 1.2. Safety standards such as the ISO 26262
have refined the V-Model and incorporated the safety requirements and
safety verification into the process. This ensures traceable level of design
complexity and intrinsically produces the required assurance level required
by the certification agency.

Contrarily to the standard V-Model as described in [2], the V-Model
as used in ISO 26262 starts with a safety assessment as a starting point.
Here safety functions are identified, the risk is assessed and a high level
functional safety concept is produced. The safety concept is formalized as
a safety requirements specification which is later used for the functional
safety assessment, to validate whether the final system satisfies all safety
concerns. This typically involves a Fault Tree Analysis (FTA) [134], which
is a top-down failure analysis that reveals the root cause for undesirable or
catastrophic events which can be linked to the system under design [171].

In the system design step, the system architecture is specified and
broken down into components with specified interfaces. This includes the
hardware architecture such as communication and processing platforms

4
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1.3. Development Process for Safety-Critical Systems

hazard analysis
risk assessment
functional safety concept

specification safety
requirements

system design

component design

implementation

functional 
safety assessment

component integration

HW/SW testing

Release 
for production

system integration test

component
verification

safety validation

system integration

OEM

Tier 1

design phase
verification

design phase
verification

design phase
verificationSpecification &

Implementation
Integration &
Test

Figure 1.2: Simplified V-Model according to ISO 26262 [136].

as well as the high level software architecture. Here, safety standards
recommend to capture a consistent set of requirements for instance by using
Controlled Requirements Expression (CORE)[188]. Furthermore, tools,
models and languages to reflect functional and non-functional behavior
are strongly advised (e.g. MARTE[203], MATLAB / Simulink, AADL[238],
SysML[204]).

In the component design process, individual components are broken
down into function blocks which are later implemented by a programmer or
hardware designer (bottom of Figure 1.2). For the hardware and software
specification, ISO 26262 demands a continuous evaluation on the impact on
safety. For instance, once the hardware platform is known, fault injection
tests and further reliability tests should be carried out. Otherwise, there
is an unknown risk of exceeding the reliability threshold and missing the
safety goals. These failure tests are performed inline with test automation
such as hardware-in-the-loop (HIL) tests, rest-bus simulations.

The right branch of the V-Model, Integration & Test, is responsible to
verify and test the implemented functions and components against the
specification. Naturally, this includes the error-free behavior as well as the
service in case of errors. When the final safety validation step is completed
successfully, the system can be released for production.

As shown in Figure 1.2, the component design and implementation is
usually performed by the suppliers. To ease this transition step, the auto-
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motive industry has standardized to automotive software and operating
system interfaces in scope of the Automotive Open Systems Architecture
(AUTOSAR) [12]. The concept of AUTOSAR is to focus on portability, com-
posability and extendability where possible. Here AUTOSAR specifies a
Runtime Environment which provides platform as well as communication
abstraction for applications [116]. It implements well defined interfaces to
connect external communication interfaces such as FLEXRAY, Controller
Area Network, Ethernet and others.

AUTOSAR follows a component based design approach in which func-
tions are encapsulated in AUTOSAR Software Components (SW-C). These
components have well defined interfaces according to a standard description
format. Software components are connected to a virtual function bus which
abstracts the physical communication technology and allows application
agnostic message passing. This allows an easy cut of system functionality
into components without large overhead while maintaining a high degree
of flexibility.

1.4 Trends

The industry impact of embedded systems has increased during the last
decades and this trend is predicted to continue. The reason for this is
that embedded computing and electronics are the main driver for features
and the key for product differentiation. According to [217], the embedded
systems market will reach a e1.5 trillion in revenue by 2015. The most
important market segments measured by their compound annual growth
rate (CAGR) are energy (45.4%), communications (13.2%), automotive
(12.2%) as well as healthcare (11.4%). Interestingly the growth of consumer
products is predicted to be only 6.2%. This highlights the importance of the
special requirements and constraints of highly specialized domains with
unique constraints such as low energy, low cost, ultra-high reliability, hard
real-time under extreme environmental conditions. These market segments
have to tackle the following new challenges to continue successfully their
growth.

1.4.1 Architecture Complexity Challenge
There is a rapid technology advancement which enables the designer to
add more and more features and functionality to the system. As a conse-
quence, the size and complexity grows exponentially. This problem is likely
getting worse, if the additional complexity cannot be conquered by composi-
tional model-based design processes. Generally, there are two orthogonal
dimensions to the complexity challenge: architecture as well as software
complexity. The software complexity for a system in the automotive domain
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Figure 1.3: Amount of certified software code and the associated cost.
(Source [285])

increased by two orders of magnitude (106 to 108 object instructions) in only
10 years which is comparable to the growth of the linux kernel during the
same timespan [83]. A similar trend can be observed in the avionics indus-
try [285], where the code size roughly doubles every year. It was estimated
that by 2008 the associated costs including certification according to safety
standards exceed a $ 7.8 billion threshold. This is assumed to be the afford-
ability limit, software which exceeds 17 million lines of code is predicted
to be uneconomical for aircraft designs. A modern A380 aircraft already
has 100 million lines of code [287]. Handling this enormous complexity was
only possible by applying formal methods such as model checking, model
driven engineering on platform level as well as a compositional analysis
on system level. Also standardized and modular software architectures
ease the design process. Examples for such frameworks are AUTOSAR [12]
used in the automotive domain as well as ARINC 653 [6] which is used in
avionics.

Also the hardware platforms become more and more powerful. This ad-
vancement has boosted the data rate and processing performance required
for today’s and tomorrow’s advanced driver assistance. Typical examples
are in-vehicle navigation systems, adaptive cruise control and sophisticated
camera-based precrash detection systems. The integration of multiple
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processing elements allows to reduce the frequency, thus power and temper-
ature and are an attractive design target for all computing domains. At first
glance, this sounds promising as it enables the integration of tremendous
complexity in the first place. The vast number of cores can potentially be
used to integrate and partially isolate different functionality on such a plat-
form. However, there is a downside: Processing elements found on multi- as
well as many-core architectures share many common resources such as the
communication infrastructure, caches, memory controllers and I/O ports.
An example for a modern multi-core architecture is shown in Figure 1.4,
a switch fabric connects all cores to shared DMA units, shared platform
cache, a single DDR3 memory controller and various peripherals. This
causes an easily overlooked entanglement of the timing and performance
for the applications running on the platform [159]. Obviously, this inhibits
a straight forward compositional consideration and leads to additional com-
plexity during the verification stage. Compared to traditional architectures,
the behavior of multi-core designs seems unpredictable and afflicted with
complex to grasp timing anomalies. Therefore, traditional design processes
are not applicable to multi- and many-core designs. Also, recent research
has shown that the real-time performance of multi-core architectures does
not necessarily outperform traditional single core designs [27] in all cases.
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1.4.2 Cyber-Physical Systems Challenge
Most systems that we know today such as traffic control, health care,
automotive safety, smart power grids, defense systems, environmental
control and manufacturing have a tight coupling of computing and the
networking infrastructure with physical processes. These systems are
an integral part of the feedback loop where the physical processes affect
computations and the other way around [169]. Sometime in 2008, the
name cyber-physical system (CPS) was coined and serious research in this
domain just started a couple of years ago.

In the physical world, the passage of time is inevitable and processes
(e.g. mechanical, chemical) are concurrent by nature. Contrarily to the
physical world, computation and communication models are intrinsically
sequential and lack the proper abstraction. Timing and predictability was
often neglected in computer science as pipeline design, caches and compiler
design was tweaked to optimize the average-case performance (“make the
common case fast”).

A new level of abstraction must be found [26] which effectively com-
bines computational models with models of the physical process to properly
capture mutual dependencies. Here, traditional software component tech-
nologies failed as they are too software centristic. This includes operating
system design, object oriented programming and service oriented architec-
tures, because they abstract away important part of the system behavior
(i.e. timing) as they try to focus only on the functional aspect of component
design.

1.4.3 System of Systems Challenge
As discussed, new markets emerged such as smart electricity and water
meters used for monitoring which will boost the sales of low-power, low-cost
hardware. The next step is to combine embedded systems in a large scale
global network of data and services. This leads to a new situation [60]:
Systems of Systems (SoS) with a world of high computing density and
drastically increased data rates and traffic volumes. There is no generally
accepted definition for Systems of Systems. However, it is common ground
that SoS are

“themselves comprised of multiple autonomous embedded com-
plex systems that can be diverse in technology, context, opera-
tion, geography and conceptual frame.” [149].

An example for a typical SoS is the Coast Guard Deepwater Program
[206] which is a 25 year program that connects recovery aircrafts, patrol
boats, unmanned aerial vehicles with ground stations such as command,
control and intelligence to replace almost all of today’s US Coast Guard’s

9
Dieses Werk ist copyrightgeschützt und darf in keiner Form vervielfältigt werden noch an Dritte weitergegeben werden. 

Es gilt nur für den persönlichen Gebrauch.



1. INTRODUCTION

equipment. Other examples are FAA Air Traffic Management, Army Future
Combat Systems, intelligent transport systems as well as Robotic Colonies.

In scope of the United States national space program new System of
Systems engineering models and frameworks were proposed [65], which
are now being adopted for non-defence related projects. These frameworks
do not only account for the technological challenges but also consider the
political, social and economic factors. SoS ultimately lead to heterogeneous,
distributed architectures and it remains to be seen if such complex systems
can be still be realized, validated and handled, if this trend continues.

1.4.4 Adaptability and Software Evolution Challenge
Today, a typical automotive vehicle design comprises many electronic con-
trol units each implementing distinct functionality (e.g. anti-lock braking
unit, traction control system, emergency break assist). An upgrade of
functionality is only possible through facelift upgrading or a completely
new car design. Upgrading an deployed car is cumbersome and expensive:
For example, the latest engine management configuration cannot be inte-
grated without an expensive recall. On the other hand, customers have
high expectations with respect to the in-vehicle infotainment system. They
are used to the update cycle of entertainment products in the order of a
few month. Google deploys major updates for their smartphone operating
system Android every six to nine months where automotive entertainment
software is never updated at all unless the customer decides to buy a new
car, typically after five to six years.

Also, there is a paradigm shift towards software and network centric
automotive design. New features in the automotive industry are mostly
software driven and could be retrofitted into legacy cars. Such an “app
store” opens up a totally new business model for OEMs and dealers.

However, the concept of software adaptability and evolution is not com-
pletely new [88]. But it has never been considered in the context of em-
bedded as well as cyber physical system, where adaptability is inevitably
linked with two conceptual problems: The first challenge is the competition
of applications for resources. New applications share the same platform,
this includes the communication infrastructure such as busses and switches
as well as processors and memory. And the second challenge is the impact
of platform and architecture change. If new hardware is added (i.e. a head
up display is added to the system), other devices must be aware of the new
functionality (i.e. for signal routing and configuration).

Both effects tightly couple legacy and new functionality. This is ex-
tremely problematic in domains where safety, security and availability
are key constraints as such properties cannot easily be guaranteed after
platform or software changes. Especially when new functionality cannot be
trusted because it is developed by an unknown supplier. Novel mechanisms
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which must be provided at design time must guarantee sufficient isolation,
while not sacrificing flexibility and performance. Examples for such dy-
namic methods are load balancing, integration of quality of service and
dynamic resource management [5]. Additionally these approaches must
be integrated to provide feedback-based resource scheduling, middleware
support for dynamic updates and new dynamic models which can be used
for on-line verification. Otherwise integrity cannot be preserved and new
subsystems cannot be admitted.

1.4.5 Resiliency Challenge
Continuous growth of complexity always reflects on the reliability of a
system caused by nature of statistics. Interestingly, this is not a new
phenomenon in computer technology. In the past, the cause for faults used
to be the manufacturing and development process that impacted the quality
of a product. This was tackled by testing the circuits and sorting out bad
ones. Also the environment in which the device is operated affects the
reliability. For instance, the soft-error rate increases with altitude. Future
semiconductor devices will face new challenges [43, 36]:

• Transistor variability

• Device degradation

• Sensitivity to ionizing rays and particles

This leads to reliability problems of modern and future silicon devices
which is illustrated in Figure 1.5. The graph shows the quality (i.e. speed
grade) of a silicon gate over the time. Each dot represents an instance of the
gate over time. After manufacturing, some devices are faster than others
due to process variability. Thus, some gates are beyond the acceptable
quality threshold (red area). Over time, aging effects lead to consistent
decrease of performance. After some time, the gate operates out of the
specified operating conditions. Also spontaneous, transient effects can occur
(e.g. caused by negative-bias temperature instability). Generally, these
effects are inherent to the silicon process and already existed in previous
generations. However, in next generation devices these characteristics will
appear much more pronounced.

The size of a transistor will, if the trend continues, decrease further -
even beyond todays (2014) 22 nm technology node. At this stage, various
effects become noticeable [184]. The feature sizes will be so small that
different dopant areas will be separated by only a few atom layers. This
causes dopant fluctuation which comes from the discreteness of dopant
atoms in the transistor channel. Thus, because the law of large numbers
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Figure 1.5: Failures over time. Shown are process variability and quality
decay of a gate (NAND) over time (ageing). Transient effects lead to
spontaneous failures [36].

does not apply anymore, single atomic defects will have more impact on a
transistor than before.

A second source of variability is sub-wavelength lithography [289]. This
is the reason for line edge roughness and other effects resulting in varia-
tion. The consequence is that each transistor will have its own electrical
characteristics which will deviate drastically from the mean. Aside from
these static causes for transistor variability that emerge during fabrication
there are dynamic variations which occur during operation and vary over
time. Different parts of a chip are utilized differently depending on the
application that is executed. Thus, the heat flux will be different across the
microprocessor die. This heat puts more demand into the power supply grid
because the heat results in time-dependent, dynamic supply voltage drops
and impacts the charge mobility. This impacts the path delay of the logic
gates negatively. Additionally, the non-uniform heat distribution causes an
application-dependent aging pattern and heterogeneous degradation.

The third challenge is the sensitivity to ionizing rays and particles. Sin-
gle event upsets (SEU) happen, if ionizing rays strike through a transistor
and change the logic state of parts of the circuitry [114]. Although this is
not a new problem it gets more important if less charge (critical charge
Qcrit) is needed to flip a bit. Interestingly, the error rate increases exponen-
tially with decreased critical charge [275]. The new challenges need to be
tackled in today’s research and call for resilient platforms.
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Figure 1.6: Two dimensions of mixed-criticality [14].

1.4.6 Mixed-Criticality Challenge
The previously mentioned advent of multi- and many-core processors offers
the appealing possibility to efficiently consolidate different applications
with a multitude of functionalities onto a single platform.

These applications have mixed-criticality requirements [281]. [28] de-
fines a mixed-criticality platform as one that offers support for multiple
functionalities, of which some will me “more important to the overall wel-
fare” of the system than others. Obviously, they also recognized that the
importance arises of the aforementioned certification problem, in which the
correctness safety critical applications must be certified.

Some applications may have hard real-time constraints or are safety-
critical whereas others are non-critical at all (e.g. best-effort entertainment).
A design-space taxonomy and various examples of application types are
depicted in Figure 1.6. The most interesting area is in the upper right
corner (grey circle), here applications are time critical as well as safety
critical.

An integration of those applications, requires special considerations in
the design of MPSoC platforms and deployment of applications. Further-
more, increasing design costs will force MPSoC manufacturers to offer
more flexible solutions that can target a wider range of applications. This
means that the hardware support required by mixed-critical real-time ap-
plications must be flexible to be adapted for different applications. The
challenging problem is to provide an effective, efficient, yet easy integration
of mixed-criticality applications.
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Also, computer and network systems must be considered to operate
erroneous from time to time [41]. These errors can be single event upsets
(cf. Resiliency Challenge) or bit errors on the communication medium such
as Controller Area Network (CAN) [233], Ethernet (IEEE 802.3), or even
the network on chip links. Here, it must be guaranteed that in case of
transient error or retransmissions, critical communication can still deliver
service according to its specification.

1.5 Integration and Verification of Mixed-Criticality
Applications

The already complex timing behavior of a system which contains solely
critical applications is usually certified by using formal analysis meth-
ods. For critical applications, the software behavior in terms on runtime,
memory accesses as well as cache behavior can be analyzed by static pro-
gram analysis [115]. This is possible, because critical software is designed
and programmed such that loop iterations and call graph are known (no
dynamic jumps) and further dynamic constructs which are offered by to-
day’s programming languages are prohibited (e.g. MISRA C is used [8])
However, for non-critical application, such assumptions cannot be made
and analysis results cannot provided at all or are utterly conservative (cf.
mixed-criticality challenge).

There is a broad body of approaches for formal performance analysis
of systems. Here SymTA/S [120] can be used, which internally relies on
the busy-window approach [172] for component analysis and event-model
interfaces [232]. This approach supports a large variety of semantics such
as register communication [89], various scheduling policies for field-busses
[61], Ethernet [237, 74] as well as shared resource analysis for multicores
[240]. A similar approach is Real-Time Calculus (RTC) [272] which is based
on Network Calculus fundamentals [168] and used min-plus algebra to
derive formal worst-case bounds.

The most important aspect, when integrating mixed-criticality appli-
cations is, that the integration strategy must provide sufficient isolation
which is required by all major safety standards (e.g. [224, 135, 136]). Here,
for instance the IEC 61508 explicitly states:

“Where the software is to implement safety functions of dif-
ferent safety integrity levels, then all of the software shall be
treated as belonging to the highest safety integrity level, un-
less adequate independence between the safety functions of the
different safety integrity levels can be shown in the design.”

Formal analysis, as typically used for safety critical system is not enough
to provide sufficient proof of independence.
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Figure 1.7: Typical timing problems, when low (LO) and high (HI) criticality
applications are integrated. Execution time, trigger rate exceedance as
well as error recovery overhead.

Figure 1.7 shows three typical timing problems which arise as a con-
sequence of insufficient independence. A low criticality application (LO)
is to be integrated together with a high criticality application (HI) on a
single-core processor (assuming fixed-priority scheduling). A low criticality
application can lead to starvation of the high criticality application for
three reasons: Due to insufficient testing, the anticipated execution time of
task LO could be exceeded which causes an unintended interference with
task HI. Secondly, the arrival rate (e.g. frequency) of the trigger for task
LO can exceed maximum specified rate. The third reason is introduced as
the consequence of error recovery activities. This can be retransmissions
on the communication medium or re-execution or a restart of task LO.

In general, for the integration of mixed-critical applications, the follow-
ing properties of low critical software must be anticipated:

1. the execution behavior (time and memory) is unknown

2. the interface specification is incomplete

3. the behavior in case of errors is unpredictable

There exist two obvious solutions to a mixed-criticality integration.
First, without considering isolation, the software stack can be considered
holistically and certified according to the highest criticality (SIL lift-up
effect [118]), as proposed by the standard. This approach is non-favorable
as it implies very high certification costs and the overall system utilization
is expected to be poor. This is due to the inherent over-provisioning in high
critical software and its formal models.

Second, architectural isolation approaches can be applied to isolate
software with respect to functional and non-functional behavior. ISO 26262
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refers to this approach as “freedom from interference” [136]. To achieve
this, isolation has to be enforced on two levels. Functionally, tasks must be
isolated with respect to memory by using a hardware memory protection
unit (MPU) or memory management unit (MMU). Additionally, worst-case
timing interference must be bounded.

In this context, we can distinguish traditional approaches which follow
a classical divide and conquer approach as well as recent research that
permits a bounded interference between criticality levels. Traditional ap-
proaches focus on strict isolation, which was coined time orthogonalization
in [242]. Such approaches prevent any dynamic run-time interference be-
tween applications of different criticality levels. If fixed-priority scheduling
is used a criticality as priority assignment (CAPA) scheme can be used [199].
This suppresses any side effects on high criticality applications on single
processor platforms, as long as no shared resources are involved. However,
this may lead to poor responsiveness of low-critical applications[93]. This
can be achieved by providing guaranteed service budgets on busses, proces-
sors and memory for instance by using strict time division multiple access
with statically assigned time slots as used in the Time-Trigger Architecture
approach [157, 201].

A similar approach is used by Time-Triggered Protocol [155], TT-
Ethernet [156] as well as FlexRay [59]. Also avionic systems use this
scheduling approach in their Integrated Modular Avionics (IMA) computer
networks [6]. Such a TDMA scheme is also applicable to multicore plat-
forms. For instance, [99] uses synchronized partitioned scheduling which
guarantees that only memory accesses from one criticality level can occur.
Goosens et al. [105] present a reconfigurable SDRAM memory controller
that uses a TDMA scheme which is configurable with respect to slot sizes
and bandwidth allocations which is suitable for mixed criticality integra-
tion.

Usually, the strict isolation is only required between tasks of differ-
ent criticality levels, not between all tasks. Atacama [54], an Ethernet
framework for mixed-critical communication, also uses time triggering for
safety critical messages. Event-triggered messages are supported on a
best-effort basis. Also Flexray [59] supports time triggering through the
static segment as well as event-triggered messages through the dynamic
segment.

This is similar to hierarchical scheduling as used for instance in virtual
machines. Here a trusted hypervisor distributes a processing time budget
to guest operating systems, which in turn use their internal scheduling
policy. Virtual machines can distribute processing time according to a
TDMA scheme (e.g. as done by ARINC 653 [6]), use round robin [253] or a
server-based approach. Servers (e.g. deferrable server [263] and sporadic
server [37]) were initially designed for scheduling sporadic workload in
hard-real time environment [179], but can also be used to host mixed-
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criticality workload. A server has an assigned budget which is replenished
in regular time intervals.

Contrary to TDMA-based, strict isolation, more efficient integration
approaches have been proposed recently. To enhance the efficiency of low
critical, real-time applications, the typical worst-case analysis [219] can
be used. Low-critical, real-time applications may miss their deadline from
time to time, as long as bounds on the number (i.e. m out of n deadline
hits) can be given. Also monitoring can be used to prevent unpredicted
behavior [50]. In fact, monitors can be used twofold: Execution time
overruns can be detected by using workload-based monitoring approaches
[195]. AUTOSAR for instance proposes program flow checks, execution time
monitors as well as hardware watchdogs [11]. Software interfaces can be
monitored with respect to the activation pattern and stimulus consistency
[128, 196, 165]. Contrary to monitoring, strict isolation schemes such as
TDMA are not able to consume left-over processing time. Monitoring-
based approaches typically allow a better average-case performance for
low-criticality applications, as slack is recognized and efficiently distributed
and consumed. Hence, more dynamic schemes seem to be very well suited
for an efficient integration of workloads with such different requirements.

1.6 Concepts of Dependable Computing

As already motivated in the previous section, a key concern of a depend-
able system is, that it can justifiably be trusted. If the specification of a
component does not satisfy the safety constraints as specified according to
the safety concept (cf. ISO 26262 [136]) additional dependability measures
must be employed.

When speaking about dependability, we first need to establish an ade-
quate terminology [13]. An illustrative example of the relationship between
the key concepts is given in Figure 1.8.

For the following definitions, we assume that the system under consid-
eration consists of multiple components which communicate through well
specified service interfaces (cf. V-Model, Section 1.3).

A system provides correct service when its interface adheres to its
specification at all times. Otherwise we speak of a service failure or simply
failure. This is when the service provided by the system interface deviates
from its specification. A failure can only occur, if the system state is
somehow altered and drifts from a valid state. This state deviation is called
an error. Internally, errors can propagate from one component to another
(active error), stay dormant or even vanish after some time. The ultimate
cause of the error is the fault. This can be internal (e.g. a bit-flip in a
register) or external such as an erroneous stimulus.
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Figure 1.8: Error propagation: Fault, error, failure chain according to [13].

In this context it is also important to differentiate between reliability and
availability. Reliability expresses how long a system can operate without
a failure. It is typically measured as mean time to (first) failure (MTTF).
Where availability denotes the time during which a system is operational.
In the context of safety critical system, reliability is typically the important
metric, since the first failure must be considered to be catastrophic.

We can distinguish two service failure classes (failure domain). The first
one is the content (data) failure, here the pure data information provided
by the system is incorrect. If the data provided by the system is correct, but
the result is delivered too late, we speak of a timing failure. Throughout
this thesis, we focus on timing failures as they play an important role in
hard real-time systems.

There are various types of and reasons for faults. If the design and
implementation process is not carried out carefully the system contains
design errors. This can be software bugs or even hardware implementation
bugs (e.g. the infamous Pentium floating point bug). Another class are low-
level hardware faults such as single event effects, stuck at errors caused by
degraded transistors.

It is the scope of fault tolerance to avoid failures through error detection
and recovery [13]. Without an adequate level of fault tolerance each com-
ponent poses a single point of failure. This means, that if a component is
erroneous, a single error will propagate and cause a system failure, leading
to a function failure as observed by the user. This is only permissible to
non-critical functions [170].
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1.7 Summary and Contribution

In this chapter, we motivated the importance of cheap, reliable, high-
performance platforms for future systems. The system engineer has to cope
with problems from different domains (certification, integration, silicon
reliabiltiy). Here, it is important that the right platform trade-offs are fixed
early at design time.

The contribution of this thesis is twofold: We provide a MPSoC platform
design which assumes inherently unreliable silicon components with highly
increased soft-error rates, while providing guaranteed performance and
reliability to the applications. This platform uses operating system sup-
ported redundant execution, as well as hardware assisted state comparison
to boost performance compared to related work.

Furthermore, we present a modeling and analysis framework to evaluate
the performance and reliability very early at design time, when no physical
platform is available. This enables the system engineer to assess multiple
platform trade-offs (such as area, voltage, reliability) by using abstract
models and formal approaches. In particular, this thesis addresses the
following items:

• A Scalable Platform Approach helps to unify multiple design philoso-
phies. Today, there is no unified approach that can host non-critical
applications as well as critical applications. Most systems are either
targeted for the safety-critical domain or a best-effort environment.
We provide ASTEROID which guarantees fault-tolerant execution
where needed and falls back to best-effort execution, if possible. This
fuses the advantages from both worlds.

• A Generalization of CPA is necessary for a broad consideration of er-
rors across different error-handling protocols and arbitration schemes.
We generalize the busy-period approach by stating a universal stop-
ping condition which bounds the number of events which must be
evaluated for a formal consideration.

• Communication’s Performance under Errors can be vastly reduced.
This includes on-chip communication as well as off-chip communica-
tion. Accurate modelling and analysis of error protocols for busses as
well as point-to-point communcation is provided.

• End-to-end Error Protocols as used in switched networks such as
NoCs or switched Ethernet were deemed inapplicable for real-time
applications. Integrating such protocols into CPA helps us to provide
performance bounds for error-free as well as error conditions.

• Execution Models for replicated workloads can also be adapted to high-
performance problems. We show how replicated tasks are modelled
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1. INTRODUCTION

by Fork-Join task graphs and provide conservative approximations to
capture timing.

• Reliability of Redundant Execution. Dynamic effects such as error
handling and recovery can lead to transient load peaks. We provide
a formal probability analysis to compute the likelihood of deadline
misses caused by error handling overhead (i.e. reexecution). This
direcly yiels a safety integrity level which can be used by the safety
engineer to evaluate the safety goal.

1.8 Outline

This thesis is structured as follows. In Chapter 2, we introduce the concepts
of fault-tolerant (processor) design which are used in the field of safety-
critical embedded systems. We present ASTEROID, a flexible platform
approach which combines hardware and software approaches to increase
reliability. A flexible, dynamic platform comes with some uncertainties
which are modeled and analyzed throughout this thesis.

In Chapter 3, we introduce a consistent view of the compositional perfor-
mance analysis framework which is used to predict the timing of large-scale
embedded systems. A homogeneous set of definitions is given which is ap-
plicable to a large range of scheduling problems.

Then we extend the resource analysis by considering various forms
of error events. This includes errors in point-to-point or multi-master
communication topologies ( Chapter 4) which used a broadcasting ARQ
scheme. This captures on-chip AMBA protocol as well as off-chip Controller
Area Network.

The effect of end-to-end protocols used in switched networks (such as
NoCs and Ethernet) is modeled in Chapter 5. Here, a data packet is
sent only if previous packets are acknowledged. Contrary to bus-based
approaches, the timing for end-to-end protocols also depends on round-trip-
times which includes latencies on the return path.

Replicated execution increases the reliability by executing tasks on
multiple cores. However, addional non-functional timing effects such as
inter-core blocking contribute to the task’s response time. In Chapter 6, we
transform the problem of redundant task execution to a fork-join schedula-
bility analysis. Also, we investigate the actual reliability improvement of a
redundant execution since additional recovery time may lead to deadline
misses.

Finally, we summarize this work and draw a conclusion in Chapter 7.
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CHAPTER 2

Building Reliable Computer Systems

New sources of threats and their impact on component and system behavior
were presented in previous chapters. In this chapter, we focus on mitigation
strategies and their implementation aspects. In particular, the main focus
lies on random fault events as the main source of errors.

Most components, small integrated circuits or larger ECUs, do not
have a constant failure rate over time. The failure rate is typically time
dependant and transitions through three phases: Early failure (burn-in)
period, followed by a random failure (useful life) phase as well as wear-out
phase as depicted in Figure 2.1. This bathtub curve, more precisely called a
hazard function, is used in almost all practical reliability considerations
such as to quantify and judge the duration of burn-in tests.

However, there is disagreement to which systems and components the
bathtub cure can be applied. In this scope, [151] discusses these prob-
lems and reasons that most of these problems address early-life failures.
Through the following chapters, unless stated otherwise, we assume com-
ponents and systems in the constant failure rate period. Thus, external
effects such as a radiation is known, device error-rates are available from
manufacturers or suppliers and further sources of error can justifiably be
excluded.

2.1 Traditional Fault-Tolerance Approaches

In all cases, fault tolerance is based on some form of redundancy to detect
or even recover from errors. Redundancy can be implemented on all archi-
tectural levels: hardware, software, time or combinations thereof. There
are three types of redundancy [81]:
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Figure 2.1: Bathtub curve: the observed failure rate over time resembles
the shape of a bathtub.

1. In passive (or static) redundancy, fault masking (e.g. majority voting) is
used to prohibit error propagation, so further action of an operator or
system is required.

2. Active (of dynamic) redundancy involves a two step process which con-
sists of detection and recovery (e.g. detect the faulty component and
replace it). A prominent example is acceptance tests combined with
system reset.

3. The hybrid is a combination of active and passive approaches.

Absurdly, the added redundancy implies that a fault-tolerant system is
in almost all cases less reliable (with respect to the mean time to failure)
than a simplex (non-hardened) system. This is because a fault-tolerant sys-
tem contains more parts (hardware or software) that can break. However,
the difference is that a fault-tolerant system is aware of the failure and can
act accordingly (e.g. graceful degradation) where the simplex counterpart
will output garbage.

Throughout the following paragraphs we present and summarize the
most common hardware as well as software redundancy approaches as
well as their advantages and drawbacks. One of the most commonly used
strategy is N-modular redundancy [170]. Here, multiple functionally equiv-
alent modules perform the computation in parallel. A voter (or comparator)
checks the results and forwards the correct data or asserts an error de-
tection signal. Figure 2.2 shows triple modular redundancy (TMR) [181]
which is capable to mask one erroneous module (passive redundancy) as
well as dual modular redundancy (DMR) which can only detect errors (ac-
tive redundancy). Thus, for DMR, additional recovery such as a restart
or rollback mechanism [161, 265] is required. The voter always imposes a
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Figure 2.2: Commonly used modular redundancy concepts.

single point of failure and its reliability must be some orders of magnitude
more reliable compared to the modules which are voted on.

Dubrova [81] provides an exhaustive overview of voter design trade-offs
as well as hot and cold standby approaches and their reliability performance
compared to a simplex system. An example for hybrid redundancy is
self-purging redundancy [180]. Here faulty modules are disconnected
(purged) from the voting process, this allows to remove the faulty unit
during operation without any downtime.

Communication infrastructure is typically protected by error correction
or detection codes [175]. Using coding techniques in off-chip communication
is common practice and error-detection codes (EDC) and error-correcting
codes (ECC) are frequently applied together with automatic repeat request
(ARQ) and forward error correction (FEC).

By adding redundancy to the transmitted data, single bit as well as
burst errors can be detected (EDC) or even corrected (ECC). A typically
used family are linear block codes (e.g. Hamming-Code, Reed-Muller-Code,
BCH). There is a large design space with respect to error coding and the
designer must trade-off computational complexity with error correction
capability. Such codes only protect against signal integrity problems, caused
by electro magnetic interference or other noise sources. If the physical wire
is damaged, error coding is not sufficient. Flexray and AFDX offer a
redundancy concept, where multiple spatial distributed wires are used
(like DMR). Such a multi-channel concept is de-facto standard in avionics.
The 777 Dreamliner, for instance, uses a triplex redundant bus architecture
[291].

Fault tolerance can also be implemented in software. Multi-version pro-
gramming [56], for instance, helps to prevent implementation and design
errors. Independent development teams design functionally equivalent
software components and software majority voting checks the results. This
approach is described in DO-178 [224], but rarely used as programmers
are likely to have a common misconception and make similar faults [152].
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2. BUILDING RELIABLE COMPUTER SYSTEMS

Also the added costs of two (or more) development teams are a strong
disadvantage compared to the alternatives.

If transient hardware errors are to be detected by software, simple re-
execution [215] can be used. In case spare processing power is available,
such a software approach is cheaper and more flexible. The re-execution can
be distributed on different physical resources (spatial distribution) or on a
single resource using time multiplex. Such a mapping of redundant replicas
to a multi-core system is a promising approach and will be discussed
throughout the next chapters.

Simple error detection can be implemented as acceptance tests [280,
182, 262, 234]. Here the programmer adds assertions to the program which
evaluate previously identified invariant conditions or plausibility properties
at runtime. Such an approach could have prevented the Ariane 5 crash,
caused by a variable overrun during type conversion [80].

Analogous to coding theory used for communication, redundancy can
be added to data structures and the implemented algorithm. During the
processing, the algorithm is applied to both, real data as well as redundancy
information. After successful termination of the algorithm, a consistency
check is applied as an error detection facility. This is known as Algorithm
Based Fault Tolerance (ABFT) [129]. ABFT has successfully been applied to
matrix multiplication, but also to Fourier transforms and matrix equation
solvers.

Alternatively, assertion points and invariants can be identified and
added by the compiler [145, 279]. A compiler-assisted appraoch uses basic
block signatures. Here, each basic block is augmented with a checksum that
is stored in the beginning and verified in the end to detect whether invalid
control flow has occurred in between. The compiler can also dublicate
computations to detect corrupted operands [229, 230], as well as duplication
of conditional checks in order to detect invalid control flow branches [228,
40].

2.2 ASTEROID Approach

As motivated in the introduction, automotive as well as avionic OEMs
are keen to integrate a set of vastly different applications onto one single
platform. Typically, there are only a few safety-critical functions (active
steering) and a lot of convenience, high performance functions (image-based
road-sign detection). This platform may be unreliable and potentially offers
multiple shared-resource pitfalls. First, let us consider how a fault tolerant
architecture must look like if today’s off-the-shelf architectures are used.

Multi-core systems comprise a set of independent processors which are
connected to a communication fabric. This fabric connects the processors
with main memory and peripherals. For instance, the previously presented
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Figure 2.3: ASTEROID system architecture (Source [17]).

Freescale P2040 (cf. Figure 1.4) as well as the Infineon AURIX [132]
implement such an architecture. These multi-core architectures offer the
possibility to use lockstepping (DMR) for fault tolerance in safety-critical
designs, which sounds promising.

However, future many-core chips such as the Intel Single-Chip Cloud
Computer [125], TILERA’s TILE-Gx [4] as well as the Integrated Depend-
able Architecture for Many-Cores (IDAMC) [187] have up to 100 cores.

If DMR is used in these architectures, a lot of processing power would be
wasted. As motivated, only a few functions actually require the additional
fault-tolerance. Best-effort applications would run in the protected environ-
ment unnecessarily. ASTEROID [17] addresses this problem by applying
task-level redundancy to critical tasks only, where other applications are
executed in a simplex fashion. Critical functions are duplicated (or even
triplicated), whereas non-critical functions are not.

This replication approach was implemented by TU Dresden [75] as an
operating system service running on top of the L4/Fiasco.OC microkernel
[276, 112]. Figure 2.3 shows the final ASTEROID software platform. As
in every microkernel system, the software is split into a privileged kernel
as well as additional services such as device drivers which execute as
user-level components. ASTERIOD adds a new component, Romain which
implements task-level voting by redundant multithreading [75]. A major
advantage of this approach is that the replicated application does not need
any additional changes, such as additional operating system calls to control
the redundancy. Almost all software can be executed reliable, as long as
it is guaranteed that the execution of the kernel as well as Romain can be
trusted. Similar to the trusted computing base [166], as known from the
security domain, a reliable computing base must be established.
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2. BUILDING RELIABLE COMPUTER SYSTEMS

On startup, Romain spawns multiple replicas of the user-level applica-
tion which execute independently. The voting process is orchestrated by
the Romain master. It guarantees that the replicas receive the same data
such as inter-process messages as well as memory-mapped I/O. In case of
exceptions (e.g. illegal instructions, unmapped memory) the control flow is
handed to the master process which externalizes a consistent state. Thus a
functional deterministic execution behavior is enforced.

This works in the following fashion: If a processor interrupt is raised,
such as a software trap, the master waits until all replicas have trapped.
Then, the state is compared. Runtime overhead makes it infeasible to
compare the entire process state, including main memory, only the processor
registers are compared. In most cases, they contain parameters for system
calls and other information which is sufficient for a fast voting process.

Once affected by a soft error, an application running on an non-fault-
tolerant processor may fail in multiple ways:

1. No effect. Data corruption was masked by hardware or software.

2. Crash. An exception is raised (e.g. division by zero, illegal memory
access) and the program crashes.

3. Silent Data Corruption. Data is altered but the program terminates.

4. Endless loop (hanging). The program does not terminate (or needs
considerable more time than anticipated).

To assess the likelihood of such events, fault injection is typically used.
The injection can be done in hardware for instance by using an FPGA
[260] or by using the processor debugging interface [117]. Alternatively
software methods by using an architectural simulator [290, 63] can be
used. In contrast to software-level approaches, low-level hardware injection
captures the microarchitectural level of the processor, which is abstracted
in software level simulation (unless explicitly modeled). The abstraction
makes it questionable if software level approaches have sufficient accuracy
[286, 57].

ASTEROID detects any of the previously mentioned failure classes. A
crash is detected and handled by the operating system service, silent data
corruption is detected in the voting process and a timeout mechanism
points out a hanging application.

Further trade-offs which are not in scope of this work such as shared-
memory handling and voting synchronization software implementation
strategies are discussed in [77] and [75].
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Figure 2.4: A future many-core design: Integrated Dependable Architecture
for Many-Cores.

2.2.1 IDAMC Integrated Many-Core
As a representative future many core setup and research vehicle, the
IDAMC architecture is used.

The IDAMC architecture is flexible and consists of up to 64 nodes which
are interconnected by a mesh NoC topology. The NoC is based on [160] with
additional Quality of Service (QoS) which provides isolation guarantees
for bandwidth and latency constrained traffic classes [71]. Such traffic
is typically found in embedded data streaming applications (e.g. radar,
network processor) as well as distributed control (e.g. autopilot).

The advantage from a resiliency standpoint is the inherent redundancy
offered by multi- as well as many-core designs. The vast number of cores can
be used for high performance as well as reliable redundant execution. This
is the central theme of ASTEROID (An Analyzable, Resilient, Embedded
Real-Time Operating System Design).

The IDAMC architecture features a mesh-based network on chip archi-
tecture which connects up to 64 nodes. Here, each node can contain up to 4
tiles. Each tile encompasses a modified LEON3 multiprocessor [98] with
optional peripherals such as memory controller, controller area network,
and more.

The actual setup is highly customizable through a synthesis configura-
tion file. This allows to control the number of processors in each tile, type
and size of local scratchpad memory and the instantiation of peripherals.

During runtime, the architecture is controlled by a dedicated trusted
supervisor tile, which has elevated administrative rights. Only software
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Figure 2.5: Address translation as performed in the network interface.

running on this tile can change the network on chip QoS settings and setup
the memory layout of the user tiles.

The packetization of local tile data into network on chip packets is
performed by the tile’s network interface. The IDAMC network on chip
used source routing where the sending terminal must know and setup the
packet’s route. This allows to reduce the complexity of routers, enables
flexible routing and reduces contention in the network. To speed up the
packetization process, a hardware accelerated memory-mapped I/O scheme,
similar to a TLB (translation lookaside buffer) was designed. To physically
enforce containment across the entire platform, all accesses from a tile to
the network on chip are proxied through and translated by the network
interfaces.

The translation process is shown in Figure 2.5. First, a memory IO
operation issued by a local CPU is processed by the local MMU (if enabled),
then it enters the network interface. The network interface contains a
lookup table of configurable length (typically 64). Each line holds the route
information to the target tile, the base address used at the target as well
as additional protection bits which encode the allowed access type (read,
write, execute). Optionally, monitoring devices [196] are connected to the
address translation which monitor the access pattern such as datarate and
jitter to detect misbehaving software (i.e. babbling idiot).
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#Registers #LUTs #BRAMs
IDAMC 33834 (4%) 52317 (11%) 114 (16%)
NoC 11409 15060 12
Tile 0 5016 11381 79
Tile 1/2 4348 9222 10
Tile 3 2247 3919 3
NI 0/1/2 2610 5395 4
NI 3 1744 3000 2
MON 0/1/2 489 1072 1

NI 2nd Generation 1462 1507 2

Table 2.1: Synthesis results of IDAMC with first generation network in-
terface broken down into hierarchical units. Synthesis results for second
generation network interface are shown for comparison.

All address-translation tables can be programmed by the supervisor
tile during runtime. This has several advantages: First, only a trusted
component can reconfigure the logical communication topology. Second, it
allows to dynamically reconfigure the platform in case of hard errors such
as a broken router or tile.

Table 2.1 shows the synthesis results on a Virtex 6 FPGA. The presented
system comprises a minimal setup used for research and development
purposes, as it allows fast turn-around times with little synthesis times.
The system contains four tiles each connected to a dedicated router. All
routers are connected by a 2x2 mesh network. The address translation
supports 64 entries. Tile 0, the system controller, contains a LEON 3
processor, 256 kB on-chip RAM as well as 1 kB on-chip ROM which contains
bootstrap information. Processing tiles 1 and 2 feature a processor with 1
kB cache (data and instruction) as well as an interrupt controller. Tile 3
connects the system to the external DDR2 memory and contains a memory
controller. Hence, to access the main memory, all processors communicate
with Tile 3.

The synthesis results of the LEON3 internals are not shown as they
are identical to an off-the-shelf LEON system. The target frequency is
set to 80 MHz, except the DDR2 interface which runs at 160 Mhz. The
network interface of Tile 3 occupies less resources compared to the other
tiles because it does not feature a address translation mechanism since no
AMBA Master components are instantiated. A detailed discussion of the
synthesis results are discussed in [187].

The described system features the first generation network interface
used for bring-up only. It includes all functionality but offers poor resource
utilization and performance as it was only targeted for prototyping. A
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2. BUILDING RELIABLE COMPUTER SYSTEMS

Figure 2.6: Illustrative example of an error in the processor pipeline (1)
which causes an erroneous write (2) and leads to an error in the heap state
(3).

second generation network interface implements pipelining, and allows
efficient data streaming with little packetization overhead compared to
the first generation device. The new network interface uses roughly 50%
less registers and 27% of logic resources compared to the previous version,
offering nearly the same functionality 1.

2.2.2 Hardware-assisted State Comparison
The software architecture of ASTEROID as described previously relies on
an efficient voting mechanism to compare the state of the replica processes.
In the following paragraphs we revisit how errors propagate internally and
discuss the voting process in detail. Figure 2.6 shows how pipeline errors
propagate from the processor into the task’s state. Here the task state
consists of the entire virtual memory space as well as the architecturally
visible registers.

For instance an illegal register access causes an erroneous operand fetch
1 . When the content of this register is used later for memory accesses such

as a write 2 the state of the task such as the main memory 3 is modified
illegally. The obvious objective is to identify and signal such alterations.
However, there further design goals:

• Error coverage, which is the fraction of errors which are detectable by
the mechanism, should be as high as possible

1DMA unit not included
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• Error latency, which is the time from error occurrence to error detec-
tion, should be as low as possible.

• Additional overhead (performance penalty, chip area, code size)
should be as low as possible.

To perform the voting, the Romain architecture compares the state on
externalization only (e.g. on system-calls and exceptions). Thus, the error
coverage of Romain is sufficiently high, because all data is eventually sub-
ject to a comparison before it becomes visible. As already discussed, without
further consideration of shared-memory communication the execution time
overhead of the presented approach is reasonably low. But it also comes
with some inherent drawbacks with respect to our requirements: The major
issue is that the error latency is not bounded. An error in the task’s state as
depicted in Figure 2.6 can stay dormant for long time until the erroneous
state is externalized. An arbitrary long detection latency can potentially
render an error recovery mechanism useless if real-time requirements are
involved.

To circumvent this problem hardware assisted fingerprinting is used,
which was introduced in [255]: A dedicated fingerprint unit which resides
in the pipelines of all cores in the processor hashes all retired instructions.
This generates a fingerprint which represents an unique hash for a specific
instruction/data sequence. Since the same code is executed on redundant
cores we can use the fingerprint as a basis for DMR voting. In the original
work from [255], voting between redundant cores is performed when cache
lines become visible on the system bus. However, this approach has some
inherent drawbacks, especially in the field of real-time systems and with
respect to mixed-critical applications. Since the mechanism relies on the
cache coherency protocol as a synchronization primitive for comparison,
the mechanism implicates a high degree of timing uncertainty (e.g. when
comparisons are performed and how often). Also, no differentiation between
task contexts is made, thus all instructions end up in one single fingerprint
and redundancy cannot easily be performed task-wise.

Thus, we propose to use fingerprinting differently and implemented
context-aware fingerprinting, where a fingerprint is generated per context
(if required). We extended the LEON 3 processor [98] with a fingerprint
unit as shown in Figure 2.7. The unit consists of three building blocks: a
instruction counter which counts retired instructions, the data fingerprint
which taps the data path of the pipeline and the instruction fingerprint
which is fed with the retired instruction word. All of these registers are
implemented as ancillary state registers (ASRs) which can be read by
software.

The unit works the following way: Both fingerprint registers continu-
ously hash data and instructions. The hash function can be selected at
synthesis time. We implemented three variants: CRC-32, single CRC-16
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Figure 2.7: Leon 3 pipeline with fingerprinting extensions.

and double CRC-16, which hashes the upper and lower half words indepen-
dently.

In case of interrupts or traps, the processor stores a copy of the recent
fingerprint and the operating system may store the fingerprint in the
task control block. In the same way an old fingerprint can be restored
on a return-from-interrupt instruction. Thereby, per-task fingerprints
can be implemented by the operating system and we are able to handle
asynchronous events.

Data and instruction fingerprint reflect a hash over the task state and
can be used in the Romain master for voting. However, this approach still
exhibits the drawback of an unbounded detection latency, because a task
first needs to raise a CPU exception to trigger comparison.

To artificially increase the voting-frequency in a predictable way, Chunk
Checking is implemented. Chunk checking is a feature which is controlled
by the operating system to control the error detection latency for long-
running workloads. Per se, the operating system has no method to interrupt
two copies at a predictable instant in time (on exactly the same instruction)
in order to compare intermediate results. Here, we use the chunk counter
which is decremented with each executed instruction and causes a trap if it
reaches zero. This enables the operating system to compare intermediate
results without using the highly inefficient single-stepping mode.

A third mode of operation is the signature checking mode. In this mode
we leverage from the fact that we have an individual instruction fingerprint.
By construction it is possible to pre-compute instruction fingerprints for
each basic block. This can be done by the compiler or by dynamic recom-
pilation during runtime as part of an operating system service. Such a
precomputed fingerprint is restricted to a single basic block which has no
data dependency with respect to its control flow. This enables to imple-
ment signature checking for basic blocks: A dedicated match-fingerprint
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#Registers (Overhead) #LUTs (Overhead)
CRC32 1503 (22%) 6768 (31%)
Double CRC 16 1508 (22%) 6551 (26%)
Single CRC 16 1496 (21%) 6328 (22%)
Baseline 1230 5170

Table 2.2: Synthesis results of integer unit pipeline with different finger-
printing implementations.

instruction tests the target and the actual fingerprint which may result in
a fingerprint-miss trap.

Table 2.2 shows the synthesis result on a Virtex 6 FPGA platform. The
Fingerprinting adds up to 31 % overhead on top of the integer unit logic.
This is mainly caused by the hashing function. An unpipelined, single cycle
CRC consists of 32 cascaded xor stages. To control the fingerprint logic,
nine additional 32 bit registers (total of 288 bit) were added. Thus, the
hashing algorithm has little influence on the number of required registers.
It must be noted, that little optimization was applied to the fingerprinting.
The fingerprinting unit resides soley in the writeback stage, but could
have been pipelined and distributed among the previous processor pipeline
stages.

For ASTEROID, we decided to only use a CRC-based approach. Other
work such as [183, 52] also consider Fletcher’s Checksum (FC) [95]. FC is
computationally more efficient as a checksum is divided into blocks which
can be processed in parallel. The downside is that FC is not as robust as
CRC with respect to the error detection probability as also highlighted in
[52].

2.3 Comparison and Performance Overview

The ASTEROID approach is similar to the dynamically coupled cores (DCC)
approach presented in [162]. It uses a similar hardware assisted state com-
parision as ASTEROID, which is presented later in more detail. However,
in DCC, the comparison is controlled by hardware only, a modified cache
is used to hold preliminary data. Thus, comparisons are more frequent.
Depending on the checking interval, the overhead is between 3% and 20 %
for selected microbenchmarks.

Dynamic Dual Modular Redundancy (DDMR) as proposed in [103] uses
a configurable ring bus topology to pair cores. Checking is performed using
a CRC fingerprint as done in ASTEROID. The slowdown depends on the
number of paired cores and the checking interval. For a long interval check

33
Dieses Werk ist copyrightgeschützt und darf in keiner Form vervielfältigt werden noch an Dritte weitergegeben werden. 

Es gilt nur für den persönlichen Gebrauch.



2. BUILDING RELIABLE COMPUTER SYSTEMS

400
perl

401
bzip2

403 gcc 429
mcf

445
gobmk

456
hmmer

458
sjeng

462 lib
quan-
tum

464
h264ref

471
om-

net++

473
astar

1
1.05
1.1

1.15
1.2

1.25
1.3

R
un

ti
m

e
no

rm
al

iz
ed

vs
.

na
ti

ve
ex

ec
ut

io
n

Single DMR TMR

1.45
1.95

Figure 2.8: Overhead for replicating the SPEC INT 2006 benchmarks with
one, two, and three replicas compared to native execution. (Measured by
Döebel et al. [78]).

(thousands of instructions) the overhead is between 4% and 30%. This is
consistent with the performance figures for DCC.

Döbel et al. evaluated the performance of the ASTEROID Romain
Framework in [78, 79, 77]. Here, we will briefly summarize the key findings
and conclusions. For the experiments the SPEC INT 2006 benchmarks
were used [122]. The benchmark 483.calancbmk was left out, as it uses
deprecated C++ STL features that are not supported by L3Re. SPEC INT
2006 is mainly used as a processor benchmark and thus contains processor
bound tasks. This includes a broad field of applications such as compilers,
video processing, and compression algorithms.

All applications ran on a two socket board, each containing an Intel Xeon
X5650 CPU running at 2.667 GHz. The system features a total of 3 GB
RAM running 32-bit executables on a total of 12 processors. All advanced
features such as turbo-boost, dynamic frequency scaling were turned off.

Figure 2.8 shows the performance figures as measured by Döebel et al.
[79]. It shows the normalized execution time overhead for Simplex, DMR
as well as TMR against a non-replicated (normal) execution. For most the
benchmarked kernels, the overhead is in the 2% mark (geometric mean
for TMR is 2.51%). However, outliers are gcc, mc, libquantum and omnet.
This is mostly due to a large number of memory reorganizations (remap,
realloc) which is not a typical use-case in embedded devices that have a
static memory configuration. Also it was shown that the performance can
be further improved by clever replica to core as well as replica to socket
mapping.
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tructure on-chip as well as off-chip lead to timing uncertainty. Subsystems
which are affected by errors are enumerated for reference.

2.4 Summary and Challenges of ASTEROID

The ASTEROID architecture has several advantages over existing ap-
proaches:

1. The platform allows safe sharing of critical shared resources.

2. Monitoring capabilities can be used to enforce bounded contention.

3. Fault-tolerance can be easily implemented by redundancy.

4. Fault-containment is supported as errors never propagate uncontrol-
lable.

ASTEROID shows a competitive performance, compared with related ap-
proaches that use redundancy for safety-critical applications as shown
in [76]. The presented performance values constitute average-case, mea-
surement based values. Obviously, they give a general idea of the perfor-
mance and applicability but conceal the importance of worst-case design as
introduced in the first chapters.

Figure 2.9 shows a bigger picture in which the ASTEROID platform is
integrated in a distributed system. Data is fed into the ASTEROID platform
through a peripheral interface such as Controller Area Network [233] or
Ethernet (e.g. [131]), routed to the target processing tile and eventually
consumed.

ASTEROID is capable to detect and correct most transient errors on this
path. Functional units which could be affected are highlighted in Figure 2.9.
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2. BUILDING RELIABLE COMPUTER SYSTEMS

For instance, CAN messages are retransmitted in case of errors, routers are
fault-tolerant (2) and optionally may include link-level or end-to-end error
coding techniques [227, 189]. The Romain framework will detect errors and
restart or rollback the application in case of errors. Functionally, errors
in these subsystems are covered and the ASTEROID platform is likely to
properly react potential error scenarios.

However, the performance under such error events is not guaranteed
per se. In ASTEROID the timing is vastly influenced by error detection
and correction mechanisms and depends on the actual error scenario.

Subsystems which can be affected by errors and interfere with system
timing are highlighted in Figure 2.9. Data frames which arrive over CAN or
Ethernet can arrive delayed if frames need to be retransmitted 1 . Network
on chip packets must eventually be rerouted due to faulty routers 2 or
corrected 4 . Faulty processors may lead to babbling idiot which imposes
higher (but bounded) load to the communication infrastructure 3 . And
finally timing overhead is added by the error detection and correction
facility which enables the redundant execution 5 . This leads to the
following questions, which are answered through the course of this thesis:

1. What is the timing influence for a given error-scenario?

2. What is the likelihood of such errors?

3. How likely is a system timing failure?
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CHAPTER 3

Timing Verification of Safety-Critical
Real-Time System

In the first chapters, we motivated the importance of verification and testing
in safety-critical systems and presented the ASTEROID architecture as
a prototype. In this chapter, we introduce the mathematical framework
required for a formal consideration of the system timing. First, we discuss
the model, this includes an architectural model as well as a timing model
of the applications. Then we show how individual tasks and resources are
analyzed and timing metrics such as response-time and buffer sizes are
derived. Finally, we show how these results are composed into system view.

The purpose of a timing verification is to prove the non-functional timing
correctness of complex, safety-critical real-time applications such as a
distributed control application (e.g. an anti-lock-braking system). It is most
important that key properties such as jitter, the latency between sensing
and actuation, sampling period, response time, and timing independence
between critical and non-critical parts are guaranteed.

Exhaustive simulation is often not able to reveal corner cases. Due
to the tremendous system complexity (i.e. system size and functional
interactions) even very long simulation runs are not able to reliably detect
critical scenarios. Also assisted simulation, where worst-case patterns
are injected does not help, since a combination of component corner-cases
does not always lead to a system corner case. Another intrinsic problem of
simulation is that very accurate models are required. Often these models
(e.g. binary implementation, cycle-level CPU model) are not available
during early design times when functional integration must be decided.
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Figure 3.1: From the logical and physical architecture to the timing model.

Here formal verification helps to estimate the timing behavior during early
stages and is able to validate timing during integration.

Formal verification is based on abstraction from the physical and logical
architecture to a timing model domain. Let us recapture the V-Model,
described in Chapter 1. Early during the design process, a functional
architecture is specified. Later, when the physical architecture such as
the network topology, ECU and gateway devices have been decided on, a
mapping from logical functions into the physical domain is crafted. This
includes signal to frame mapping, function to task mapping, task to ECU
mapping as well as task to processor mapping for multicore ECUs.

The left part of Figure 3.1 shows this mapping process. To precisely
model the timing behavior, knowledge from the functional level and the
physical architecture must be known. In almost all cases, timing properties
are derived on a functional behavior level but timing effects are subject to
physical effects.

For instance, the designer wants to know whether the sampling period
of the anti-lock braking system is always met. A logical view is required to
know which actuators, distributed control loops and sensors are involved,
the physical mapping to network segments, CAN frames and gateways is
required to predict the physical behavior.

Thus, the timing model, as shown in the right part of Figure 3.1, is an
abstraction from both domains. The algorithms and model transformation
are based on well-known principles from the real-time community [232,
120, 272, 283]. For the sake of consistency we will introduce the model and
baseline algorithms which are needed throughout this document.
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3.1. Related Work in System-Level Analyses

3.1 Related Work in System-Level Analyses

As discussed, the purpose of timing verification is to prove that a number of
applications mapped to a hardware platform met their timing requirements
such as deadlines. Also more complex metrics such as output jitter, path
latencies (cf. violet path in the lower left in Figure 3.1), processor utilization
as well as memory utilization can be derived.

System-Level analysis [120, 282, 272, 168], contrary to component
schedulability analysis [297, 61, 172, 39, 29], ensure that communicat-
ing tasks which exchange data over long chain of processor and network
resources meet their timing goals.

As pointed out in [258], proposed approaches for system-level analysis
can be divided into two classes. Holistic approaches capture the system
analysis as a single, complex problem instance. The major concern with
these approaches is the inherent computational complexity involved in
solving the holistic problem. The advantage is that the determined timing
figures are tight, which means that the derived bounds are close or match
the real system’s behavior. However, not infrequently a holistic analysis of
large systems is intractable caused by an exponential growth of complexity
with the number of resources.

Compositional approaches tackle this problem in a divide and conquer
fashion. The system analysis is broken down into sub-problems: the analy-
sis of components. A component is typically a bus, processor, or Ethernet
switch. The analysis results of these sub-problem are coupled using stan-
dardized interfaces. As we will see later, dependencies between subsystems
are resolved by iteration. This has several advantages as each component
analysis needs only a limited view on the entire system. It is easy to evalu-
ate subsystems in isolation and reuse performance results hierarchically.

There is a large body of system-level analyses approaches available to
assist the designer during the design and integration process. Yen and
Wolf [292] proposed holistic approaches to compute the delay through a
task graph mapped to multiple processing resources. This work was later
extended [213, 104]. The holstic framework MAST is freely available [104].
Other groups model complex distributed embedded systems using timed
automata [119, 200] and apply model checking [296] do derive feasibil-
ity guarantees. This concept was also successfully implemented in the
commercial Uppaal tool suite [35].

Compositional Performance Analysis (CPA) [120] adapt existing compo-
nent schedulability analysis [172, 61, 39, 220, 270, 193]. In a second step,
a system-wide analysis is composed by interfacing the behavior by using
generic event-model interfaces as introduced in [232, 168, 272]. Often, sys-
tems have functional and non-functional cycles, where timing behavior of
one component is subject to the behavior of another, and vice versa. Acyclic
graphs can be analyzed by performing component analyses in topological
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3. TIMING VERIFICATION OF SAFETY-CRITICAL REAL-TIME SYSTEM

order. Cycles are resolved by iteration until a fixed point is found [259, 141].
In case some component analysis expect a parametrized form of the event
model (i.e. jitter and period), conversion functions are available [232]. CPA
is successfully commercialized by Symtavision, also a research focused
implementation is freely available [69, 70].

Another commonly applied compositional approach is Modular Perfor-
mance Analysis (MPA) [282] which is based on Real-Time Calculus (RTC)
[272] which is built upon Network Calculus [168]. The system model is
similar to CPA. A graph represents the application, with nodes being tasks
and edges represent the interface between these tasks. The incoming inter-
face resembles a service curve, which is the guaranteed service provided by
a resource to the task, an arrival curve, which is in fact a generalization
of the previously discussed event-model. On the outgoing interface of the
task, the remaining service, which can be used by other tasks, as well as
the arrival curve of the outgoing event stream. The remaining service and
output event stream of each task is computed using MaxPlus algebra [25].

Comparisons of some of the previously discussed approaches such as
SymTA/S [120], MPA [282], and MAST [104] are presented in [210, 261,
154]. The studies show that the analyses vary in terms of runtime and
analysis accuracy. It was shown that each tool has its strenghts and
weaknesses depending on the actual system’s characteristics.

3.2 System Model

In the course of this chapter, we will introduce the modeling formalism
required for the rest of this thesis. Similar to [194, 258], we differentiate
between two aspects, the structural model, which abstracts the software
and the underlying hardware architecture. The second aspect is the timing
model, which captures the timing properties and interactions between
components and tasks.

3.2.1 Structural Model
The structural system model consists of an application as well as a platform
model. An application is a set of communicating tasks. In this context, tasks
are the smallest entity. The platform model is consisting of a set of resources
and connections abstracts physical processors, buses, Ethernet switches
or network on chip routers. Tasks are mapped to resources according to
a static mapping and consume some amount of service, be it processing
time or network bandwidth. A scheduler (or arbiter for communication
resources) distributes the available service among competing tasks.
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Communication between tasks is modeled by a task graph in which
edges are referred to as event streams. Event streams act as an interface
between tasks and encode the activation pattern of a task.

Hence, a system models the physical architecture, topology information
as well as functional mapping.

Definition 1 (System).
A system S consists of a platform, a set of applications and a mapping.

S = 〈P,A,M〉 (3.1)

Definition 2 (Platform).
A platform P is a directed graph with a set of resources R as vertices and a
set of edges E indicating the connectivity between the resources.

P = 〈R, E〉 (3.2)
E ⊆ {(ra, rb) | ra �= rb, r ∈ R} (3.3)

Definition 3 (Resource).
A resource r consists of the physical entity which provides service together
with a scheduler Ψ which distributes the available service according to a
scheduling policy.

A set of associated functions (cf. Figure 3.1) are captured by an appli-
cation. Special vertices with no incoming edged are referred to as sources
and those with no outgoing edges as sinks. For sources, the event streams
are specified as boundary conditions.

Definition 4 (Application).
An application AP is a directed graph consisting of a set of tasks, sinks
and sources Γ = {τ1, τ2, . . . } and a set of edges ES representing the event
streams which model the task’s communication.

AP = 〈Γ, ES〉 (3.4)

A software task consumes service according to its core execution time,
whereas a CAN frame occupies the bus for the number of bit times required
to transmit the frame under the given protocol.

Definition 5 (Task).
A task τ consumes service provided by a resource.

The mapping of tasks to resources is modeled by the system mapping.

Definition 6 (Mapping).
The mapping M is a function which assigns each task τ ∈ Γ in the system
S to a resource r ∈ R.

M : Γ→ R (3.5)
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3.2.2 Timing Model
The previously introduced structural model resembles architecture, but it
does not capture the timing aspects. In this sense, it must be clarified on
a sufficient abstraction level how data is processed, stored and forwarded.
In a real system, a task is triggered by a timer, external interrupt or
inter-process signal.

In almost all literature on real-time performance analysis, the timing is
abstracted from the underlying data. In this scope, we speak of an event
if “something of interest happens” [242, 258]. An event models the task’s
activation behavior and abstracts from the actual data being transmitted.
Thus throughout this thesis, a task is triggered by an event, where in the
corresponding physical system, the task obviously is triggered by some
incoming data. Hence, in most situations the occurrence of an event can be
understood as data been passed from one entity to another. An event stream
groups events which semantically belong together such as a collection of
events that activate the same task.

The software implementation of a task typically involves multiple, not
always distinct activities: Data is loaded from multiple queues, mailboxes or
external devices, processed and passed around. In CPA a task is associated
with a single input queue of unlimited size and the cyclic execution behavior
consists of three distinct phases:

1. Input event is read from the queue. If no data is available, the task
waits and can be suspended.

2. The event is processed and consumes service in the interval of a best-case
and worst-case execution time [C−, C+].

3. An output event (the result) is produced and optionally fed into the
input queue of the preceding task.

The best-case and worst-case execution times of software tasks can be
obtained by exhaustive simulation which yields a worst-observed execution
time. For safety-critical applications a worst-case execution time analysis
based on call-graph extraction and static program analysis is carried out. A
list and comparison of methods and tools on the worst-case execution time
problem is given in [288]. For bus-based communication, the transmission
time is usually known as it mostly depends on the protocol structure
and the payload size. Some protocols such as CAN use bit-stuffing or
scrambling techniques which add additional bits, however a conservative
approximation is easily possible [61].

Also communication resources such as CAN buses can be modeled us-
ing this task model. Here, input data is consumed and a data frame is
constructed, data is serialized and transmitted, and finally data is re-
constructed and fed into the receiving task. There are multiple possible
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communication semantics such as register communication [89], event trig-
gering and more , but in this work we restrict the communication to event
triggered communication (non-destructive writing, destructive reading).

Forks and joins of event streams (i.e. AND, OR joins) are thoroughly
discussed in [242, 141, 108]. A special case of fork-join topologies, namely
fork-join tasks are studied in Chapter 6, hence, we do not further consider
this special case in this chapter.

Now, that we have introduced the idea of events, we can formalize the
concept of a trace.

Definition 7 (Event Trace).
An event trace σ is a function

σ : N+ → N
+ (3.6)

where σ(n) = t indicates the absolute time at which the n-th event occurs
associated.

Depending on the system uptime, a trace is potentially unbounded. It
follows, that there is an infinite number of possible traces. Depending on
the resource and task behavior, each two pairs of input traces could lead to
different output traces. Exhaustive consideration of all combinations leads
to intractable algorithms.

Event models abstract from the actual trace by only capturing worst
and best-case behavior. Any trace which is in the permissible region of the
event model is said to satisfy the event model. Vice versa, if a given trace
satisfies the event model, any analysis carried out with the event model
representation is valid for this trace.

Definition 8 (Event Model).
An event model EM consists of pair of distance functions

EM = 〈δ+(n), δ−(n)〉 (3.7)

with

δ+ : N+ → R (3.8)

δ− : N+ → R (3.9)

which return an upper / lower bound on the time interval between the first
and the last event of any sequence of n event arrivals.

For the sake of simplicity, we assume that event-models (and otherwise
related functions) are indexed according to their associated task. In this
sense, δi is the input event model for task τi.
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3. TIMING VERIFICATION OF SAFETY-CRITICAL REAL-TIME SYSTEM

Event distance functions are often given as a compact representation
[232] such as the parametrized period (P ), jitter (J), minimum-distance
(dmin) model. This model is of particular interest in the automotive domain
where most communication is carried out in a periodic fashion.

δ−(n) = max{(n− 1)P − J, dmin} (3.10)

δ+(n) = (n− 1)P + J (3.11)

Alternatively, an event model can be reverse-engineered from a sufficiently
accurate trace. It must be noted, that this process is only justified in
non safety-critical aspects of the design since it is hard to prove sufficient
accuracy.

The distance functions have a pseudo-inverse counter part [168, 242],
the event arrival functions. The concept is similar to arrival curves, as
known from real-time or network calculus [272, 168].

Definition 9 (Event Arrival Functions).
The upper / lower event arrival function η+ / η− is an upper / lower bound
on the number of events in any half-open time interval of size Δt.

η+(Δt) : R+ → N (3.12)

η−(Δt) : R+ → N (3.13)

Event arrival functions are sub-additive, whereas event distance func-
tions are super-additive. More precisely, as [194] showed, the shifted
function δ(n− 1) is super-additive.

As Schliecker pointed out in [242], event distance functions and event
arrival functions can be derived from each other. Formally, it is sufficient
to specify either a pair η, or δ. Our event model definition (Def. 8) uses
event distance functions because in practical implementations they can be
processed much faster due to the discrete domain and can be implemented
by integer operations. The following equations show how η is obtained from
δ1.

η+(Δt) =

{
0 if Δt = 0

max
∀n∈N+

{
n | δ−(n) < Δt

}
else (3.14)

η−(Δt) = min
∀n∈N+

{
n | δ+(n+ 2) > Δt

}
(3.15)

1We revised Eq. 3.5 - 3.8 as provided by [242]
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Figure 3.2: Event model for a periodic activation with a period of P = 30
and a jitter of J = 60.

and δ from η, respectively.

δ−(n) = inf
Δt≥0,Δt∈R

{
Δt | η+(Δt) ≥ n

}
(3.16)

δ+(n) = sup
Δt≥0,Δt∈R

{
Δt | η−(Δt) < n

}
(3.17)

The relationship between event distance functions and event arrival
functions is also shown in Figure 3.2. Both domains represent the same
information: A bursty event model with a period P = 30 and a jitter J = 60.

3.3 Resource Analysis

Resource analysis as used in the CPA framework derives local timing
properties such as the task’s response time or backlog which typically
translates to buffer sizes. Today’s analysis approaches emerged from early
schedulability analysis such as [178].

Such early work focuses on periodic tasks and computes schedulability
based on device utilization for tasks with implicit deadline. Later, algo-
rithms to compute the response-time under more expressive event models
(e.g. periodic with jitter) were presented [147, 274, 172]. The approach is to
compute the largest time interval for which a resource is busy processing
tasks, hence the underlying concept was coined the busy period approach.
It is based on the critical instant assumption in which tasks are assumed
to be activated simultaneously.
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Most often the critical instant assumption is an over approximation
because event streams are correlated. This is because event streams have
a common source, correlation is imposed by scheduling or offsets are arti-
ficially introduced to improve timing. Analysis support for inter-stream
context is presented in [208, 142, 121, 293, 236]. Also most applications
have state and thus context between activations. A popular example is a
MPEG video decoder in which the I-frames need more processing time than
P and B-frames. Such intra-stream context are discussed in [142] and can
be analyzed using the busy-period approach [185, 31].

As discussed, the primary goal of the resource analysis is to derive the
worst-case / best-case response-time of the task. Throughout the following
paragraphs, we will introduce the definitions and concepts of the local re-
source analysis. The definitions are in-line with [68] and are more generic2

than the ones provided in [232, 242]. The problem with related response-
time formulas is the stopping condition. It can be informally phrased
as “How many events do we need to consider during analysis to find the
worst-case behavior?”. Related work in the field of local resource analysis
answer this question tailored towards specific scheduling policies such as
strict priority preemptive (SPP) and strict priority non-preemptive (SPNP).
However, there is no overarching formalism for the stopping condition
which applies all scheduling policies (e.g. including FIFO, Round-Robin,
and others).

3.3.1 Generalization and Formalism
We only give the main concepts used throughout this thesis, further proofs,
remarks, and discussions (especially regarding the difference to [232, 242])
can be found in [68]. For an intuitive understanding we later give a generic
formulation of the strict priority preemptive (SPP), strict priority non-
preemptive (SPNP) and First In - First Out (FIFO) scheduling policies.
These are later extended by adding protocol specific overhead and consider-
ing errors.

The timing behavior for each scheduling policy can be described fully by
two functions: The multiple-event processing time as well the scheduling
horizon. Other properties such as the response-times and the buffer backlog
can be derived from these functions.

Definition 10 (Scheduler).
The timing behavior of a scheduler is a set of functions

Scheduler = {H,B+, B−} (3.18)

where H is the horizon function and B+, B− are the processing functions.
2The generalization of the local analysis approach is a joint work together with Jonas Diemer
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3.3. Resource Analysis

Definition 11 (Multiple-Event Processing Time).
The maximum and minimum q-event processing time B+(q) / B−(q) return
lower and upper bounds on the time interval between the arrival of the first
event and the completion of the q-th event for any q consecutive events of task
τ assuming that all q but the first activation arrive within the scheduling
horizon of their predecessors. (see [68])

Informally speaking, the multiple event processing time is the time to
process q consecutive events which arrive in the same busy-period. Related
work such as [242] assumed “events arrive sufficient early” without further
constraints. The notion of the scheduling horizon tells us whether two
events (or rather associated task executions) influence each other timing-
wise. Naturally, if two events are spaced very far apart, there is no influence.
That is the execution of the first has no timing impact on the production
of the second. However, if two events arrive very closely (i.e. burst), the
processing of the second event is delayed by the first event.

Definition 12 (Maximum Multiple-Event Scheduling Horizon).
The maximum q-event scheduling horizon H(q) of any sequence of q events
of task τ is a right half-open interval starting with the arrival of the first and
ending just prior to the latest time where a hypothetical q + 1-st activation
would receive ε service.

In this definition, ε service practically means that a q + 1-th activation
would be served an infinitesimal time. We define that an event arriving at
the half-open end of a scheduling horizon will get ε service. This assumption
leads to a bounded scheduling horizon at 100% load and is in practical
designs not of interest.

As we will discuss later, for some schedulers also the queuing delay is of
interest (i.e. strict-priority non preemptive). The exact definition is given
later. However, the interested reader who is familiar with the concept could
now be confused between the difference of the scheduling horizon and the
queuing delay, hence we give a very simplified reasoning in advance. The
queuing delay is the time until at least one full processing cycle is available
for a task. The scheduling horizon is the time until ε service is available,
where ε can be smaller than a processing cycle.

Practically, the scheduling horizon tells us the scope of influence of q-
events to any future events of the same task. Thus, if a q+1-th event arrives
outside of the scheduling horizon (that is after time H(q) has elapsed
measured from the arrival of the first), the execution is unaffected of the
previous events.

For backward compatibility to former methods and approaches, we can
use the scheduling horizon to compute the busy period.

Definition 13 (Busy Period).
The busy period of a task τ is the right half-open interval starting with the
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busy period

Figure 3.3: The relationship between scheduling horizon Hi(), busy-period
w and maximum number of events q+.

such that all but the first of the q+ events arrive in the scheduling horizon of
the preceding event except the q+ + 1-th event.

From this definition we can directly deduce how the busy period is
constructed from the scheduling horizon.

w = max
q≥1

{
H(q)|H(q) < δ−(q)

}
(3.19)

Also, we can derive the maximum number of events q+ which reside
in the same busy period. This is the maximum number of events which
interfere with each other, as there is ε idle time between the q+ and the
q+ + 1-th event.

q+ = η+(w) (3.20)

This tells us that we can find the worst-case behavior under the first q+

events in the busy period. We can use this fact, and restrict all further
considerations to the first q+ events.

For the rest of the thesis, we will use either the busy-period definition or
the scheduling horizon, depending on which is more intuitive and better
fits the considered problem. As sometimes it is more generic to supply the
scheduling horizon equation and sometimes it is easier to directly supply
the busy-period equation. Generally it is sufficient to derive either the
horizon function or the busy-period function.

The illustrative example shown in Figure 3.3 depicts the relationship
between the busy-period and the scheduling horizon. The busy-period is the
scheduling horizon of the last q+ event that falls in the previous horizon.
In this particular example, the fourth event occurs after the horizon of the
third.
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Bounding the Timing

Now, all functions are introduced and show how we can find the timing
behavior of a task. This includes the response times as well as the timing
uncertainty (jitter).

Definition 14 (Response Time).
The response time of a job of task τ is the time from activation of the task
until it has been fully processed (and the output event is generated).

Theorem 1. The worst-case response-time R+
i is upper bounded by

R+
i = max

∀0<q≤q+
B+

i (q)− δ−i (q) (3.21)

Proof. Here, δ−(q) is by construction a lower bound and B+
i (q) an upper

bound. Thus, the difference is guaranteed to be an upper bound. The
maximum number of events which can mutually interfere is bounded by
q+. The following q + 1-th event will not suffer from interference of the
previous q+ events. If all individual response times for the first q+ events
are maximized, it is guaranteed to find the worst-case response time among
them.

For some scheduling policies such as FIFO, the provided bound is not
tight. The scheduling scenario that leads to the construction of the multiple
event processing time B+ contradicts the assumption that events arrive
as early as possible according to δ−. Hence, Theorem 1 is a valid bound
but it may be possible that the worst-case response time estimation can
further be improved by a scheduling tailored equation. We show this when
we discuss the scheduling equations for the FIFO scheduling policy.

Theorem 2. The best-case response-time R−
i is lower bounded by the best-

case execution time:
R−

i = B−
i (1) = C−

i (3.22)

Proof. The proof is straight forward: An event can never be processed
faster than the best-case execution time of the associated task.

For this it is assumed that the best-case execution time is either fixed
during analysis or monotonically decreasing for each analysis step. Other-
wise, the global fixed point is not guaranteed to be conservative [221].

The uncertainty of the responsiveness of a task is called the jitter.

Definition 15 (Response-Time Jitter).
The response-time jitter is the response-time uncertainty and defined as the
difference between the worst-case scenario and the best-case scenario.

Ji = R+
i −R−

i (3.23)
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Bounding the Backlog

Buffer sizes in real implementations are scarce and it must be guaranteed
that the queues do not run over, otherwise data is lost. This can happen
if events arrive in a large burst and cannot be processed sufficiently fast.
Naturally, a lower bound on the backlog is to assume all buffers are empty.
However, the lower bound is usually of no further interest. From the
scheduling functions, we can compute a worst-case buffer backlog for the
queued events.

Theorem 3. The worst-case backlog is upper bounded by

backlog = max
1≤q≤q+

{η+(B+(q))− q + 1} (3.24)

Proof. As shown before, we only must consider the first q+ events, as later
events perform better or equal. An upper bound on the number of events
that arrive during the processing time of the q-th is given by η+(B+(q)),
of these events q − 1 events have already been processed. These can be
subtracted which directly leads to eq. 3.24.

3.3.2 Strict Priority Preemptive (SPP)
We demonstrate how the previous definitions and theorems are applied to
a set of independent tasks scheduled by a strict priority preemptive policy.
In such a scheduling policy, each task has an associated priority level. At
any time, the task in the ready queue with the highest priority is admitted
to run on the resource. If during the execution of one task, another task
with a higher priority arrives the currently running task is preempted,
moved to the ready queue, and the new task is admitted. For the sake of
simplicity we neglect context switch overhead [51] as well as blocking due
to shared resource access [226], although this can easily be integrated in
the following equations. Furthermore, variable execution times is briefly
mentioned in [242]. Is can be supported in the model by replacing the
execution time terms (e.g. q · C) by workload arrival functions which are
able to capture the context through multiple incarnations of the task [185].
The following theorem represents the baseline and is extended in later
chapters.

Theorem 4. The maximum Multiple-Event Processing Time for a SPP
scheduler (neglecting context switch overhead) is upper bounded by

B+(q)SPP = q · C+
i +

∑
∀j∈hp(i)

{
η+

(
B+(q)SPP

)
· C+

j

}
(3.25)
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3.3. Resource Analysis

• hp(i) is the set of all higher priority tasks mapped to the same resource
as task τi.

• C+
i , C+

j is the worst-case execution time of task τi, τj .

• η+
i (Δt) is the maximum number of events of task τi in any half-open

time interval of length Δt.

Proof. The proof was given in [242] and [274]. The argumentation is that
the q-th event is processed, once the accumulated workload of all higher
priority tasks has been processed and all q events of length q · C+

i are
processed.

Also, as mentioned in related work such as [242, 274, 172, 61], B occurs
on both sides of the equation. The ceiling operator introduces discontinu-
ities, thus no simple rearrangement is possible. Due to the monotonicity
of the η function, the right side of the equation is monotonic in B, thus a
fixed point can be found through iteration [147].

Theorem 5. For SPP scheduling, the multiple event scheduling horizon
for SPP scheduling is given by the corresponding maximum multiple-event
processing time.

H(q)SPP = B+(q)SPP (3.26)

Proof. In [172], a proof for the busy period for SPP is presented. As stated
in Definition 13 as well as eq. 3.19 the busy period is the scheduling horizon
for the last activation (q+) that falls into a previous scheduling horizon. As
shown in [68], the proof given in [172] can be generalized to q ≤ q+.

3.3.3 Strict Priority Non-Preemptive (SPNP)
The Strict Priority Non-Preemptive scheduling analysis is frequently used
to analyse fixed priority bus arbitration. If multiple messages are outstand-
ing, the order is determined by the message priority. Once a message is in
transmission it is not preemptable and cannot be canceled. Also the auto-
motive operating system OSEK [207] as well as AUTOSAR [12] support a
non-preemptive scheduling policy in which task switches are only possible
at certain yield points (e.g. task termination). Again, for the following
approach we neglect blocking caused by shared resources as well as context
switching overhead.

For a SPNP scheduler, the processing time is determined through the
queuing delay, which is the time a job of a task is waiting until it receives
service. For non-preemptive systems, we know that once the task receives
service, there will be no further interference for this event.
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Theorem 6. The maximum Multiple-Event Processing Time for a SPNP
scheduler is upper bounded by

B+(q)SPNP = Q(q) + C+
i (3.27)

Q(q) = (q − 1) · C+
i +

∑
∀j∈hp(i)

{
η+
j (Q(q) + tcycle) · C+

j

}
(3.28)

• Q(q) is the largest time interval from the arrival of the first event until
the q-th event of τi receives ε service.

• hp(i) is the set of all higher priority tasks mapped to the same resource
as task τi.

• C+
i , C+

j is the worst-case execution time of task τi, τj .

• η+
i (Δt) is the maximum number of events of task τi in any half-open

time interval of length Δt.

• tcycle is the bittime or cycletime, which needs to be considered due to
boundary effects [32].

Proof. The proof was given in [61].

Adding the cycle time tcycle in the argument of the event arrival function
is often neglected. This models the discreteness of service. Let’s consider a
slow bus which runs at a rate of 1/Atcycle. An event arriving ε time after a
bittime has started cannot get served immediately but has to wait for the
start of the next bittime. For processors this effect is usually negligible as
events (e.g. interrupts, software calls) are synchronized to the processor
clock.

Theorem 7. The maximum multiple event scheduling horizon for a SPNP
scheduler (neglecting context switch overhead) is upper bounded by

H(q)SPNP = q · C+
i +

∑
∀j∈hp(i)

{
η+
j

(
H(q)SPNP

)
· C+

j

}
(3.29)

• hp(i) is the set of all higher priority tasks mapped to the same resource
as task τi.

• C+
i , C+

j is the worst-case execution time of task τi, τj .

• η+
i (Δt) is the maximum number of events of task τi in any half-open

time interval of length Δt.
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time

Figure 3.4: Worst-case processing time for FIFO: Interfering jobs from τj
arrive as quickly as possible, last event (violet) from τi arrives just after
the last event of τj arrives.

Proof. The proof for the busy period was given in [61]. The adaption
to multiple events is presented in [68]. The argumentation follows the
one for SPP as given in [274], with the difference that the push through
interference [61] caused by the non-preemptiveness must be considered.

3.3.4 First In - First Out (FIFO)
The possibly easiest to implement scheduling and arbitration policy is
First In - First Out [253]. A single queue is implemented and jobs are
processed in the order they enter the queue. This scheme is often found
in switched networks (e.g. Ethernet, NoC) and bus controllers (e.g. some
CAN controllers as discussed in [62]) where arbitration is implemented in
hardware and resources are scarce.

The analysis of FIFO scheduling is similar to Earliest Deadline First
Scheduling as EDF behaves like FIFO if deadlines are set to D = 0 [257,
208, 111]. Note that this analogy is restricted to modelling and the deadline
does not have the notion of a deadline but rather a scheduling parameter.
In this sense the task will not fail if this deadline of zero is exceeded. An
analysis targeted towards Ethernet AVB [130] is presented in [74]. It
applies to mixed fixed-priority policy with multiple FIFO queues but does
not sufficiently capture non-preemptiveness.

The FIFO analysis is an example for which the previously provided
theorems provide conservative results but can further be improved to
capture the peculiarities of the scheduling policy. Hence, we first present
the set of equations and then explain the problem.
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Theorem 8. The maximum Multiple-Event Processing Time for a FIFO
scheduler is upper bounded by

B+(q)FIFO = Q(q) + C+
i (3.30)

Q(q) = (q − 1) · C+
i +

∑
∀j∈fifo(i)

{
η+
j (Q(q) + tcycle) · C+

j

}
(3.31)

• Q(q) is the largest time interval from the arrival of the first event until
the q-th event of τi receives ε service.

• fifo(i) is the set of all tasks mapped to the same queue as task τi.

• C+
i , C+

j is the worst-case execution time of task τi, τj .

• η+
i (Δt) is the maximum number of events of task τi in any half-open

time interval of length Δt.

• tcycle is the bittime or cycletime, which needs to be considered due to
boundary effects [32].

Proof. Under worst-case assumptions, the q-th event arrives ε time after
all previous q − 1 jobs finished and all interfering jobs arrived. If the
interfering jobs arrive as quickly as possible, and the q-th event of task τi
as late as possible, the interference is maximized.

The construction of the worst-case multiple event processing time is also
shown in Figure 3.4. The upper part of the figure in the grey box shows
the earliest arrival times of events which belong to task τi. The Gantt
diagram below, shows the scenario that leads to the worst-case processing
time. Here the q-th event (violet) arrives just after all interferer events
arrived. Note that it is not conservative to assume that events of task τi
arrive as quick as possible (i.e. what is shown in the grey box).

Theorem 9. The maximum multiple event scheduling horizon for a FIFO
scheduler (neglecting context switch overhead) is upper bounded by

H(q)FIFO = q · C+
i +

∑
∀j∈fifo(i)

{
η+
j

(
H(q)FIFO

)
· C+

j

}
(3.32)

• fifo(i) is the set of all tasks mapped to the same queue as task τi.

• C+
i , C+

j is the worst-case execution time of task τi, τj .

• η+
i (Δt) is the maximum number of events of task τi in any half-open

time interval of length Δt.
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Proof. A worst-case is constructed if all events from all τi as well as all q
events of τi arrive as quickly as possible, generating the highest possible
workload. Then, the scheduling horizon is determined by the time, the
queue busy. After the queue is busy it can provide at least ε service. The
latest time after which the queue has processed all events and thus is
empty again, is after all workload associated with these events is processed.
The workload is the sum of the execution times which arrived during the
processing according to eq. 3.32. When the queue is empty a potential
q + 1-th event would get ε service.

Now, the response time is computed according to eq. 1 by subtracting
the earliest arrival time from the latest processing time. This is also shown
in Figure 3.4. However, in FIFO scheduling, the scenario that leads to the
worst-case processing time is (in some cases) mutual exclusive with the
assumption that events of task τi arrive as quickly as possible. Thus, there
is no consistent scenario that actually leads to the depicted response time
of R+

i (2). For the computation of the response time, we assume an earlier
arrival time of what we assumed for the construction of the processing time.
Again, it must be noted that the result is a conservative safe bound, but we
want to improve the response-time bound as good as possible.

Obviously, in FIFO scheduling the interference depends on the arrival
time of the q-th event. The earlier it arrives, the less interference.

Corollary 1. The response-time of the q-th event of task τi, assuming it
arrives in the scheduling horizon of the (q− 1)-th event is upper bounded by

R+
i (q, a) = Qi(a)− a+ C+

i (3.33)

• a is the arrival time of the q-th event of task τi.

• C+
i is the worst-case execution time of task τi.

• Qi(a) is the queueing delay for the q-th event, assuming it arrives at
time a.

Proof. Eq. 3.33 directly follows the definition of the response time (Defini-
tion 14), it is time from the arrival (a) until the event has been processed.
The latest time, the event is processed is the queueing delay Qi(a) plus the
execution time C+

i .

A graphical interpretation of eq. 3.33 is shown in Figure 3.5. The
queuing delay for some fixed q is shown over a range of values a. The
function Q(q, a) is stepped with respect to a, this is because the interference
arrives in chunks accoring to the η function. For a given value of a the
response-time is the distance from the queuing delay curve to the linear
function a − C+. The queuing delay can be obtained according to the
following theorem.

55
Dieses Werk ist copyrightgeschützt und darf in keiner Form vervielfältigt werden noch an Dritte weitergegeben werden. 

Es gilt nur für den persönlichen Gebrauch.



3. TIMING VERIFICATION OF SAFETY-CRITICAL REAL-TIME SYSTEM

aWorst-case workload
Arrival times

Figure 3.5: Graphical interpretation of eq. 3.33. The response time
wcresponse[i]q, a is the distance between the curves Q(q, a) and the lin-
ear function a− C+

i .

Theorem 10. The maximum queuing delay for the q-th event released at
time a and assuming the release is in the scheduling horizon of the preceding
event is bounded by

Qi(q, a) = (q − 1) · C+
i +

∑
∀j∈fifo(i)

{
a+ tcycle) · C+

j

}
(3.34)

• Qi(q, a) is the largest time interval from the arrival of the first event
until the q-th event of τi receives ε service.

• fifo(i) is the set of all tasks mapped to the same queue as task τi.

• C+
i , C+

j is the worst-case execution time of task τi, τj .

• η+
i (Δt) is the maximum number of events of task τi in any half-open

time interval of length Δt.

• tcycle is the bittime or cycletime.

Proof. The proof follows eq. 3.31 with the difference that only interference
which arrives prior to time a must be considered. Events which arrive later,
are queued behind the event of interest and do not interfere. If events
arrive simultaneously at time a, we assume that the q-th event arrives
tcycle after the others, hence the worst-case order is assumed and all events
are added to the interferer set.

The question remains which value of a leads to the worst-case response-
time. A conservative approach is to evaluate all candidates in the interval
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bounded by the earliest possible arrival and the latest possible arrival
determined by the scheduling horizon a ∈ [δ−i (q), Hi(q)). This can be a
challenging task and given a ∈ R, the number of candidates is uncountable.
As already mentioned, the queuing delay is a step function in a, with steps
at the earliest event arrival according to δ−j (n). Without further proof, we
can tell that the maximum of the difference of a step function and a linear
function is obtained by only considering the steps.

Theorem 11. The worst-case response time R+
i (q) is found by evaluating

eq. 3.33 at the steps of Qi(q, a).

R+
i (q) = max

∀a∈A
{R+

i (q, a)} (3.35)

A =
⋃

∀j∈fifo(i)

{
δ−j (n) | δ−i (q) ≤ δ−j (n) < Hi(q)

}
(3.36)

Proof. After a step occurs in Q(q, a), the function stays constant, whereas
a−C+ is linearly increasing in a. Thus, the difference between the function
Q(q, a) and a − C+

i is strictly monotonically decreasing to the next step.
Thus, we can conclude that it is sufficient to evaluate the steps to find the
maximum response-time. An illustrative example is shown in Figure 3.5.

Similarly, other scheduling policies or protocols show improvement po-
tential, where a direct response time equation, similar to 3.33 gives tighter
results, than the approximation according to eq. 1. As already mentioned,
earliest deadline first scheduling, which is not discussed in this thesis,
belongs to this class of schedulers. Often, for a first timing assessment the
reader is advised to start with a simple approximation and refine when
really necessary.

3.4 System Analysis

We presented the local resource analysis step which considers resources
and tasks in isolation. In complex system, tasks are cascaded, exchange
data and have complex non-functional interactions. The goal of the system
analysis is to analyse complex application graphs with large task and event
chains. As discussed in [120], there are functional as well as non-functional
dependencies among tasks. Functional dependencies directly arise from
the communication relations, whereas non-functional dependencies are
introduced by scheduling artifacts. A higher priority task for instance will
delay a low priority task on the same resource. Naturally, this affects the
entire communication chain of the low priority task. Also event models
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Input Event Models

Local
Scheduling Analysis

Output Event Models

Convergence or
Non-Schedulability ?

No

Environment Model

Terminate

Event Model 
Propagation

System Model

Figure 3.6: Compositional analysis flow with the major steps local schedul-
ing analysis and event model propagation.

along the task chains are not known a-priori. Also arbitrary complex
cyclic dependencies prevent a simple feed-forward analysis where tasks
are analyzed in isolation. To solve the problem of mutual dependencies,
the system analysis can be formulated as a fixed point problem [210, 232,
242, 258]. This concept is also used in related approaches such as real time
calculus (RTC) [282, 272].

The analysis flow, as shown in Figure 3.6, consists of two interleaved
steps: the local analysis (explained in the previous section) and the prop-
agation of event models. The environment model specifies the boundary
conditions for each stream under which the system is operating. This is
usually given as external event models which describe the characteristics
of external sources (i.e. video cameras, controllers). Other, yet unknown,
event models are initialized with optimistic guesses that are iteratively up-
dated during the analysis. The event models are used for the local resource
analysis during which the local behavior is considered in isolation. Among
other results, the local analysis yields the response-time jitter Jresp. As
shown in [120, 232], given the input event model as δ−in, we can obtain the
output event model δ−out using the following equation:

δ−out(q) = max{(q − 1) · C−, δ−in(q)− Jresp} (3.37)

This output event model is then used as the input event model for the
following task of the chain. More sophisticated approaches to compute a
tighter bound for the output event model is presented in [241] and [222].
These approaches leverage the fact that out of q events, not all events are
delayed by the worst-case response time.
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The iteration is stopped and a system fixed point is found, if the worst-
case response times and thus the all event models remain stable.

Often, the latency along a path is of interest. This is the case in automo-
tive systems where signals are transfered across multiple ECUs, buses and
gateways. A simple approach to compute the latency is to add the worst-
case response times along a path. Often, the scenarios that lead to the
worst-case situation on one resource are mutual exclusive with a scenario
that leads to the worst-case response time on another resource. This can
be exploited to improve the path latency bound. A recursive path latency
algorithm which performs better than a simple response-time summation
is presented in [242].

Often data is fragmented over multiple frames [246, 64, 137]. A typical
example for this is Ethernet or NoC communication, where large data
streams are first packetized and then sent in flits and phits. To compute
the latency of the data packet we must compute the latency of multiple
events which are associated with the smallest data entity (e.g. phits or
Ethernet frames). Here, we can use the following equation (cf. [73]):

L(q)i = δ−i (q) +
∑

∀j∈Path(i)

R+
j (3.38)

Here, Path(i) is the set of all tasks, which belong to a path i. The idea is to
predict the injection time of q events and assume the last event observes
the worst-case path latency. By causality, all previously sent events must
have arrived by then.

3.5 Summary

In this chapter, we summarized the state of the art in timing verification
of complex embedded systems. We have shown how larger systems are
decomposed into a functional as well as architecture model. These models
are the starting point for a scalable system analysis concept through which
response-time, path latency and buffer backlog values can be computed by
nested fixed-point iteration.

The building blocks of CPA were harmonized by providing a unified
theory which is valid through a wide range of scheduling policies, where
approaches presented in literature required a formalism tailored towards a
specific scheduling problem. Here, we showed that the busy-period known
from literature is a special case of the presented scheduling horizon. We
proofed the conservativeness of these unified bounds and showed scenarios
where a hand-tailored set of equations (i.e. FIFO) can yield tighter results.
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CHAPTER 4

Multi-Master and Point-to-Point
Communication

This chapter addresses the effects of bit errors, packet errors and error
handling in buses supporting multi-master as well as master-slave commu-
nication. The approaches can be applied to on-chip buses such as AMBA
[7] or large field-buses such as the Controller Area Network [233] and its
successor CAN-FD [113]. In scope of the CPA system analysis approach, the
presented methodologies are resource analyses as they operate on a local
level. In scope of the ASTEROID architecture, the presented methodology
is applied to on-chip communication (AMBA) as well as off-chip communi-
cation (CAN) to interface ASTEROID with the environment.

In the first section, the error models and their properties are presented.
The second and third section focus on the two approaches to obtain a prob-
abilistic response-time bound considering random error effects. Finally,
the approaches are applied to an automotive use-case to obtain the per-
formance bounds and judge the reliability of communication considering
typical environments.

The chapter is partially based on the work published in [21, 15, 16].

4.1 Channel Model

Communication in digital as well as in analog systems take place between
a sending station and one (or multiple) receiving station(s). Data is trans-
mitted over a channel such as a wire, optical or over the air. Errors caused
by electrical surroundings superimpose the actual data stream. There are
external sources for errors such as high power radar stations, but also in-
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4. MULTI-MASTER AND POINT-TO-POINT COMMUNICATION

source channel sink

Figure 4.1: Channel model: source transmits a data stream ςs, the channel
superimposes an error stream ςe, and a altered data stream ςs is received
at the sink.

ternal sources such as the inductive switching characteristics of an electric
motor. Figure 4.1 shows the channel model. The source (i.e. sending node)
sends a stream which is superimposed by errors and then received at the
sink (i.e. receiving nodes).

If errors occur during the transmission, one (or multiple) receivers
sense the error as an altered symbol (i.e. bitflip). The receiver eventually
recognizes the problem depending on the coding properties and either
corrects the data stream on the fly or signals an error condition on a
return path. For the correction on the fly error-correction codes are used,
whereas error-detection codes are used for the latter approach. However,
the actual mechanism and its resilience is protocol dependent and discussed
throughout the analysis sections.

Now, we formalize the channel model.

Definition 16 (Data Stream).
A data stream of length n ∈ N

+ (the stream length), over field A = F
2 is

defined as ς ∈ An.

For our considerations, we restricted the definition to a binary alphabet
F
2 = {0, 1}, however the following concepts are valid for finite fields of

length m with mod-m addition and multiplication. Since information on
typical field busses is modulated represented as bits (e.g. NRZ coding),
such modeling is natural1.

Definition 17 (Syndrome).
Given a transmitted data stream ςs and a received data stream ςr, the error
syndrome is defined as

ςe = ςs ⊕ ςr (4.1)

with ⊕ being the element-wise mod-m addition.

1Gigabit Ethernet uses 5-PAM with m = 8
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4.2. Error Models

In binary transmission ⊕ is a xor, thus the syndrome is retrieved as
difference (xor) between the transmitted and received data.

Practically, the syndrome represents the error pattern which occurred
during the transmission.

Definition 18 (Error Event).
An error event is the state in time t ∈ N

+ at which the syndrome is non-zero
ςs(t) �= a0.

Practically, an error event is a discrete time at which an error alters the
transmitted data. Hence, for binary systems, a syndrome is simply a list of
error events.

4.2 Error Models

A vast number of error models have been presented in literature. Error
models can be subdivided into descriptive [1] as well generative [148] error
models. A generative model is used to generate and simulate the error
process, whereas a descriptive model is typically used to assess the statistics
(e.g. bit error rate, variance) of a sampled process. Throughout the rest
of the section, we first introduce key descriptive parameters and then
discuss selected generative models. Although we do not use these models
for simulation purposes, but rather for a formal stochastic consideration.

In signal processing, we must differentiate on which level an error model
is applied. Parametrized models for the analog domain (e.g. voltage level)
have been presented. Here, additive white gaussian noise (AWGN) is one
of the most simple models [202], in which the amplitude follows a normal
distribution. Such a model can be used to describe the effects of thermal
noise in (e.g. in resistors) and simple wireless channels. More sophisticated
error models exist to reflect more complicated effects such as fading in
multipath channels, scattering, interference and other wireless effects. For
instance Rice fading and Rayleigh fading models [209] can be applied to
capture and simulate the analog effects by using MATLAB simulation.

For digital processes, such as bit-level or packet-level transmission,
generative models such as Markov-chains or Hidden Markov Models
(HMM) are used [284]. Of special interest due to their simplicity are the
Gilbert model [100], the Gilbert-Elliot model [85] as well as the Fritchman
model [254].

The task of the error models, which are introduced in the following
sections, is to model the (to be expected) error syndrome with justifiable
accuracy.

Throughout the rest of this section, we introduce two commonly used
bit error models. These models can also be interpreted as packet (or frame)
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4. MULTI-MASTER AND POINT-TO-POINT COMMUNICATION

error models. We choose two simple error models that can be used as gener-
ators for simulations but also to derive additional statistical information
such as the predicted number of error events in a given time frame.

4.2.1 Descriptive Parameters for Lossy Channels
We will now introduce some key parameters which are typically used to
quantify the error environment. It must be noted that the following metrics
are not directly considered as an error model, as they are of descriptive
nature.

Definition 19 (Bit Error Rate).
The bit error rate (BER) λ of a channel is the ratio of altered symbols of the
received data stream ςr to the total number of transmitted symbols n:

λ =
d(ςs, ςr)

n
(4.2)

with d(ςa, ςb) being the hamming distance between both data streams:

d(ςa, ςb) = |{i | 1 ≤ i ≤ n, ςa(i) �= |ςa(i)}| (4.3)

The hamming distance is the number of bits which are different in both
data streams.

The previous definition of the bit error rate is based on the standpoint
of an external clairvoyant observer, who only sees the transmitted and
received streams. If the syndrome is known (or was derived), a more
straight forward computation of the BER is possible by counting the number
of non-zero symbols in the syndrome.

λ = e/n (4.4)

with
e = |{i | 1 ≤ i ≤ n, ςs(i) �= a0}| (4.5)

where a0 is the additive identity of the field F
m, (i.e. for F

2, a0 = 0).
Another key property is the correlation of the error events. Obviously,

it makes a difference if errors are identically distributed over the entire
transmission time or if they are clustered and errors occur in bursts. There
is no consistent definition of a burst. Figure 4.2 shows an example of a
transmission which is disturbed by errors. There are four clusters of error
events. It is unclear if the two error clusters in the middle of the figure
belong to a single burst or are in fact two individual bursts.

We use the latter interpretation, because this allows to identify bursts
uniquely which are always separated by a at least one correct symbol.
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4.2. Error Models

burst period

burst length

Figure 4.2: Burst errors and key properties such as burst length and burst
period.

Definition 20 (Burst).
A burst of length b is a syndrome ςs of length b with non-zero elements:

ςs(i) �= a0∀1 ≤ i ≤ b (4.6)

Any syndrome ςs can be decomposed into a sequence of alternations of a
non-zero syndrom (a burst error, nz) and a zero-syndrome (no errors, z).

ςs = . . . , ςnz
1 , ςz

1, ς
nz
2 , ςz

2, . . . (4.7)

The previous definition is a pragmatic model, which fits the needs of this
research. There are also other burst definitions. For instance, in [82] the
distance between the first and the last erroneous bit determines the length
of the burst.

Definition 21 (Burst Length).
For a syndrome ςs with m bursts, the average burst length b̄ is defined as

b̄ =
1

m

m∑
i=1

nnz
i (4.8)

where nnz is the number of symbols in ςnz
i

Definition 22 (Burst Period).
For a syndrome ςs with m bursts, the average burst Period b̄ is defined as

b̄ =
1

m

m∑
i=1

{nnz
i + nz

i } (4.9)

where nnz is the number of symbols in ςnz
i
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0

1

0

1

Figure 4.3: Binary symmetric channel: p denotes the probability of a flipped
bit.

4.2.2 Binary Symmetric Channel
As we do not know the actual pattern of the syndrome a priori, we can
approximate it using a stochastic process. The random variable in this
process is the error over time. This is a common modelling approach [231].

Let Xt be the value of a random variable at discrete time t ∈ N, then
the series of random variables X0, X1, . . . is called a process. We use the
following definition as given in [38]:

Definition 23 (Stochastic Process).
A stochastic process is defined by the collection of random variables {Xt :
t ∈ I} ∈ S on a probability space with a sample space Ω, a set of events
F with the assigned probabilities P . S is called the state space, and I the
index set.

The series ςs can be grasped as a stochastic process with ςs(t) = Xt, and
Ω = {1, 0}. Then S is the set of all possible error scenarios over the mission
time.

The simplest error model for digital transmission over a binary channel
is the binary symmetric channel (BSC) [175] or sometimes called single
bit error model. In this model, error events are uncorrelated and each bit
is considered in isolation. Figure 4.3 shows the conceptual model. The
left side shows what is transmitted and the right what is received. The
transmitted information is distorted with a probability p ∈ [0, 1], and the
receiver receives the correct information with a probability 1 − p. We
assume that the error process is stationary, hence p does not change over
time (or changes so slowly that it is reasonable to assume stationarity).

The channel capacity of a BSC, which is the relative amount of trans-
mitted information per time can be computed as follows:

c = 1 + p log(p) + (1− p) log(1− p) (4.10)

Assuming a CAN bus with a data rate of 500 kbit/s and p = 1e − 6, the
capacity is 0.999985 which results in an “usable” datarate of 499, 992 bits/s.
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4.2. Error Models

In case each error is independent and identically distributed (i.i.d.) and
the probability of a flipped bit is p for all bits, we can model the channel
behavior using a Bernoulli process[150].

Definition 24 (Bernoulli Process).
A Bernoulli process is a stochastic process with Ω = {0, 1} and I = N where
each random variable Xt obeys

P [Xt = 1] = p

P [Xt = 0] = 1− p (4.11)

Assuming we transmit n symbols over a BSC, we want to compute the
probability that a given error sequence ςs occurs. The probability can be
computed by multiplication, because the random variables are independent:

P [X = ςs] =

n∏
i=0

P [Xi = ςs(i)] (4.12)

Often, it is necessary to know the probability to observe a given number of
errors ne ∈ N during a total transmission of length n.

Theorem 12. The number of errors in a transmission of length n in a BSC
follows a Bernoulli distribution:

P [ne, n] =

(
ne

n

)
pne · (1− p)n−ne (4.13)

Proof. Proof is straight forward (i.e. [266]).

Theorem 13. The distance between error events is a geometric random
variable Nc with the following distribution:

P [Nc = x] = px(1− p) (4.14)

Proof. Proof is straight forward (i.e. [266]).

When we consider large data frames or a long stream of data, the
computation of P [ne, n] for ne � n can become a tedious task because it is
complex to compute the binomial

(
ne
n

)
.

Theorem 14. The probability distribution for a number of errors ne in
a transmission of length n in a BSC can be approximated by a Poisson
distribution:

P [ne, n] ≈ (np)ne

ne!
e−np (4.15)

67
Dieses Werk ist copyrightgeschützt und darf in keiner Form vervielfältigt werden noch an Dritte weitergegeben werden. 

Es gilt nur für den persönlichen Gebrauch.



4. MULTI-MASTER AND POINT-TO-POINT COMMUNICATION

Proof. Reasoning is given in [266].

As a good rule of thumb, this approximation is valid under the following
conditions [198]:

“The sample size n should be equal to or larger than 20 and
the probability of a single success, p, should be smaller than or
equal to 0.05. If n ≥ 100, the approximation is excellent if np is
also ≤ 10.”

This is the case for almost all further considerations, as typical data frame
sizes are larger than 20 bits and the error probability p is typically in the
order (or below) of p = 10−6.

Practically, the presented approximation transforms the discrete process
into a continuous time domain of infinitesimal symbol time (or bit time
for binary channels) where the time distance between exactly Nc errors is
exponentially distributed:

P [Nc = x] = (np)e−npx (4.16)

It must be highlighted that the geometric distribution as well as the (contin-
uous) exponential distribution are memoryless. That is, the time between
errors equals the time to error. Practically, this means if an observer begins
the observation at time t0, eq. 4.14 and 4.16 can be used to determine the
distribution of when the next error is observed.

Obtaining Model Parameters

The binary symmetric channel model has only one parameter, p. In practical
application p determines the bit error rate. Hence, if measurements (data
traces and syndromes) are available, we can use eq. 4.4 and directly set
p = λ. Often, only the packet error rate is available and a bit error rate
must be derived.

Definition 25 (Packet Error Rate).
The packet error rate λp is the relative number of corrupted packets pc to the
transmitted packets np.

λp = pc/np (4.17)

Hardware controllers, such as CAN and Ethernet controllers are only
capable to count the packet loss and corruptions. There are no further
means available to detect and identify single corrupted bits. For packets of
length n we find that on average a packet is corrupted with probability pp
by applying eq. 4.13.

pp = 1− P [ne = 0, n]

pp = 1− (1− λ)n (4.18)
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G B

0 1 0 1

Figure 4.4: Two-state Gilbert loss model.

by rearranging the equation for λ, we get

λ = n
√

1− pp (4.19)

4.2.3 Two State Gilbert Loss Model
The previously introduced binary symmetric channel model is not capable
to reflect burst errors which can occur due to fading in wireless channels
but also in wired communication caused by repetitive emission of electro
magnetic interference (EMI) bursts as seen in electric vehicles. In such
environments it is more likely that an error occurs if an error has been
seen in the recent past. This can lead to scenarios where an error spans
multiple symbols or data frames and certain error patterns are more likely
than others. Note that in this section model the occurrence of (burst-) error
events, the effect on packets is part of an analysis which is discussed later
in this thesis.

In this work, we use the two state Gilbert loss model [100], which is a
special case of a Hidden Markov Model (HMM) [86] and is an extension of
a discrete time Markov chain.

The two-state Gilbert loss model is depicted in Figure 4.4. The state G
(good) represents the reception of correct bits whereas the state B (bad)
represents a bit-flip. The conditional transition probabilities are given
as P [G|G] = γ as well as P [B|B] = β, respectively. The probability of
observing the system in the good/bad state g[t + 1] / b[t + 1] at time t + 1
purely depends on the state previous to the observation at time t. In the
context of Markov processes, this property is called memorylessness.

g[t+ 1] = γg[t] + (1− β)b[t] (4.20)
b[t+ 1] = (1− γ)g[t] + βb[t] (4.21)
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Similarly, the steady state probabilities of finding the system in the good or
bad state at some given time are given as

gss =
1− β

2− γ − β
(4.22)

bss =
1− γ

2− γ − β
(4.23)

From this, we can conclude that the average bit error rate λ for a Gilbert
loss model is given by λ = bss. Often, we are interested in particular
error patterns and the probability P (ne, n) of observing ne errors in n
transmitted bits.

Theorem 15. The number of erroneous bits ne given a total transmission
of length n and ending in the G/B state follows the distribution given by
P [ne, n,G] / P [ne, n, B] .

P [ne, n,G] =g[0]γn−2ne(1− β)(1− γ)

·
ne−1∑
i=0

(
ne − 1

i

)(
n− ne

i+ 1

)
(βγ)ne−1−i[(1− β)(1− γ)]i

+ b[0]γn−2ne−1(1− γ)

·
ne∑
i=0

(
ne

i

)(
n− ne − 1

i

)
(βγ)ne−i[(1− β)(1− γ)]i (4.24)

P [ne, n, B] =g[0]γn−2ne+1(1− γ)

·
ne−1∑
i=0

(
ne − 1

i

)(
n− ne

i

)
(βγ)ne−1−i[(1− β)(1− γ)]i

+ b[0]γn−2ne(1− β)(1− γ)

·
ne∑
i=0

(
ne

i+ 1

)(
n− ne − 1

i

)
(βγ)ne−i−1[(1− β)(1− γ)]i

(4.25)

where g[0] / b[0] denote the initial conditions that the channel is in the good
/ bad state.

Proof. The closed form as given above as well as a recursive formulation
was provided in [295].
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The probability of ne errors out of n transmitted bits, irrespective of
the final state of the Markov chain is the sum of the previously provided
equations:

P [ne, n] = P [ne, n, B] + P [ne, n,G] (4.26)
Analogous to eq. 4.13, this can be used to obtain the likelihood of observing
a given number of errors, regardless of the actual pattern.

Obtaining Model Parameters

As in most models, the parameters are not directly observable and must
be retrieved from measurements. In [100], a convenient way is described
to derive γ and β by computing P [1] and P [1|1] from a measured error
syndrome. For further considerations, the estimation provided in [100] is
slightly simplified2. This leads to the following estimations:

γ = P [1] (4.27)

β = 1− P [1](1− P [1|1])
1− P [1]

(4.28)

Alternatively, if no measured syndrome is available but other key prop-
erties such as average burst length L and bit error rate λ can be estimated,
we can use these values to obtain γ and β:

γ =
λ(2− β)− 1

λ− 1
(4.29)

β = 1− 1

L
(4.30)

The previous estimations are derived from the associated burst length
distribution b[n|B]:

b[n|B] = βn (4.31)
The mean burst length is obtained as the limit for n→∞ of eq. 4.31 which
forms a geometric series and directly leads to eq. 4.30. In a second step, the
steady state probability eq. 4.23 can be solved for γ which directly leads to
eq. 4.30.

4.3 Probabilistic Response-Time Analysis under
Errors

In the previous section, we discussed the channel model, single bit errors
as well as a simple burst error model. In bus communication and switched

2The error rate in the B state is set to 1.
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Figure 4.5

networks, data is typically sent in a sender-receiver (e.g. LIN [177], Eth-
ernet) or publisher-subscriber (e.g. CAN [233]) fashion. In case multiple
bus masters try to talk simultaneously, an arbitration process decides on
the order. The communication model, consisting of multiple devices an
arbitration process and the channel model is depicted in Figure 4.5. Data
is transmitted as a data frame which, next to the actual payload, contains
control information. This typically includes a generic identifier, source- or
destination information, as well as a field for an error detection or correc-
tion code. Depending on the protocol and physical layer, the data frame
may be scrambled by adding stuffing bits or using additional encoding (e.g.
8b/10b). Scrambling techniques are used to maintain DC-balance and pro-
vide sufficient change in the signal to allow clock recovery. As motivated in
Chapter 3, a frame is modelled as a task τ with an execution time according
to its transmission time. Throughout this chapter, we reference a frame
belonging to stream i by the associated CPA task τi.

Definition 26 (Frame).
A frame is the smallest entity of data, associated with a unique stream i,
payload and has an associated worst-case / best-case transmission time of
C+

i / C−
i observed on the physical layer.

Let us focus on the dynamic behavior for a fixed-priority arbitration
scheme, which is commonly used in real-time communication (e.g. CAN,
AMBA, Ethernet 802.11q). The right part of Figure 4.5 shows the timing
behavior of frame-based communication in two scenarios. The transmission
of three frames transmitted by device a, b, and c in the error-free case
(top) and the error case (lower part) is shown. Also the response time R of
one exemplary frame is indicated. Obviously, as the frame transmitted by
device b is corrupted (lower part) it must be recovered. In the depicted case
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4.3. Probabilistic Response-Time Analysis under Errors

and throughout the chapter, we assume a retransmission scheme is used
(retransmission is shown as a hatched grey frame) and error signaling is
neglected. This increases the response time Re by the retransmission as
well as by an additional higher priority frame.

Naturally, the response time under errors depends on the number of
errors which have occurred. Unfortunately, the number of error events
cannot be bounded conservatively due to its stochastic nature. It is ex-
tremely unlikely, yet possible, that a very large number of errors affect the
communication which leads to an arbitrary large response time. Hence, a
worst-case bound under errors is not feasible and the response time must
be grasped as a stochastic process.

To quantify the effect of errors, we need to quantify the error associated
overhead. In our communication model, we account the error overhead by
considering a signaling overhead as well the actual recovery.

Definition 27 (Error Signaling Overhead).
The error signaling overhead Os is an upper bound on the time required to
cancel the current transmission and notify all terminals. This includes the
time to bring all devices into a consistent state.

Depending on the protocol, the signaling overhead can be composed of
the transmission of an error frame or the deliberate transmission of invalid
frame.

Definition 28 (Error Recovery Overhead).
The error recovery overhead Or

i for a frame of stream i is an upper bound
on the time to recover the error after all devices are in a consistent state.

For retransmission schemes, the recovery overhead is determined by
the frame transmission Ci, whereas in systems which use forward error
correction, Or

i it is determined by the FEC runtime.
The goal of the following sections is two-fold. First we model the worst-

case impact of errors on the response-time and second, we predict the
likelihood of observing an increased response-time caused by errors. With
reference to the example given in Figure 4.5, we want to obtain worst-
case bounds for R and Re and know the probability that we observe those
response times. The illustrative example shows only one error, however an
arbitrary number of error scenarios can occur and must be considered in a
formal context.

4.3.1 Related Work
A large number of related literature has discussed the effects of errors (e.g.
error signaling and retransmission overhead). One of the first consider-
ations of errors on the response time was presented in [216]. The busy
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period approach was extended to include error overhead which is modeled
as higher priority load with a known minimum inter-arrival time TF . A
reliability value was derived in [49] by calculating the probability that the
distance between two error events is never smaller than TF over a given
mission time.

In [44] the approach was picked up and a tree-based method is presented,
where different error scenarios are evaluated iteratively. In a second step,
these scenarios are translated to probabilities and a worst-case deadline
failure probability is calculated. The approach was extended in [45], and the
tree-based was superseded by a simpler, more accurate approach. However,
both methods [45, 44] allow only deadlines smaller than the periods, which
is a limit for practical use since bursty CAN traffic is not supported. Such
bursts can occur at a Gateways which connect highspeed and lowspeed
communication media such as Ethernet and CAN. Hence, it is especially
important to support queued messages.

Later work [190, 110] also accounted for burst errors where a generalized
Poisson process is used. The authors are then able to compute the worst-
case deadline failure probability. However, the complexity of their burst-
model lead to computational problems such as numerical accuracy of the
presented approach.

In [248], an approach is presented to bound the reliability of periodic,
synchronized messages tightly. Therefore, a reliability metric R(t) is de-
fined which denotes the probability that after time t the packets are trans-
mitted without any deadline misses. Reliability is calculated based on
the hyperperiod, which is the time when the event pattern of a periodic
message set repeats itself. Hence, the complexity of the algorithm depends
on the number of events in the hyperperiod. This algorithm is suitable for
automotive message sets in which periods are typically multiples of 10ms
and deadlines are given implicitly (i.e. period as deadline). However, if
messages are not synchronized, or the relative phasing is unknown or can
change, the approach is not applicable.

The problem of obtaining the response time under the probabilistic
effect of errors is very similar to effects known from variable execution time
research where execution times are modeled by probability mass functions
(pmf). In [67] an algorithm was presented to derive stochastic response
times for individual events of a given trace (e.g. periodic). Based on this
methodology, an average response-time distribution can be derived [66].
As we will show in the following sections, we can adopt the underlying idea.

4.3.2 Busy-Period Fixed-Priority Arbitration
The following analysis is based on [45, 61], generalized to queued frames
and arbitrary event models as introduced in the CPA chapter. The goal is
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E E

B

Figure 4.6: Illustrative example for the response time computation under
k = 2 errors for a fixed priority non-preemptive scheduler.

to derive the response time under the assumption that the transmission is
affected by k error events.

Definition 29 (K-Error Response Time).
The K-Error response time R+

K|i is an upper bound on the response time,
assuming k errors arrived in the scheduling horizon of the affected frame.

The illustrative example from Figure 4.6 shows the response time for k =
0 as well as k = 1. Now we are presenting a method to obtain the response
time under error conditions for an arbitrary value of k systematically. First,
we introduce the necessary definitions which apply for the error-case.

As discussed before, the error penalty from which frame τi suffers in case
of one error event is composed of the protocol overhead of error signaling Os

plus the actual retransmission. Here, we make a worse-case approximation
by assuming the largest frame of equal or higher priority is affected.

Theorem 16. The worst-case overhead for k errors under SPNP scheduling
is upper bounded by

Ei|k = k · (Os +Or
i ) (4.32)

• k is the number of errors

• Os is the signaling and detection overhead

• Or
i is the recovery overhead, bounded by the largest execution time of

all tasks of higher or equal priority (hep(i)) than task τi.

Or
i = max

∀j∈hep(τi)
Cj (4.33)
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4. MULTI-MASTER AND POINT-TO-POINT COMMUNICATION

Proof. As stated in [45], under worst-case conditions each error hits a
different packet. In the worst-case the largest packet is hit k times.

Now we can extend the response-time analysis for non-preemptive,
fixed priority scheduling as given in Chapter 3 and incorporate the error
overhead. As for the error-free case, which was presented in Chapter 3, we
must consider all higher priority frames, a lower priority blocker which
arrived shortly before as well as the additional cost caused by the k error
overhead.

The presented response-time equations can easily be adapted by as-
suming that the overhead for k errors is added to all the relevant terms.
An illustrative example is shown as a Gantt chart in Figure 4.6. The
scheduling horizon, processing time and response time are indicated. The
worst-case abstraction assumes that all k errors occur prior to all frame
transmissions. Obviously, this model is not a consistent schedule which
could be observed in reality: Retransmissions appear before the actual
frames are transmitted. Now we establish the formalism which leads to
the results shown in the example.

Definition 30 (k-Error Scheduling Horizon).
The k-error, multiple event scheduling horizon Hi|k(q) of any sequence of q
events of frame τi under SPNP scheduling is the right half-open scheduling
horizon under the assumption k error events occur in this interval.

Theorem 17. Given k errors occur during the transmission of frame τi
with a corresponding error overhead of Ei|k, the k-error, q-event scheduling
horizon Hi|k(q) is upper bounded by

Hi|k(q) = q · Ci + Ei|k +Bi +
∑

j∈hep(τi)

Cj · η+(Hi|k(q)) (4.34)

with

• k is the number of errors

• Ci is the worst-case execution time of task τi

• Ei|k is the error overhead for k errors

• Bi is the execution time of the lower priority blocker

• hep(τi) is the set of higher or equal priority tasks than τi

• η+(Δt) gives an upper bound on the number of events in any time
interval Δt.
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Proof. The proof is analogous to the error-free case. In addition to the
workload from q activations of task τi, lower priority blocking Bi and the
higher priority workload released during the time interval, an additional
error overhead for k errors must be added Ei|k.

Definition 31 (k-Error Multiple Event Queuing Time).
The maximum k-error multiple event queuing time Qi|k(q) of any sequence
of q events of frame τi is the right half-open multiple event queuing time
under the assumption k error events occur in this interval.

Theorem 18. Given k errors occur during the transmission of frame τi
with a corresponding error overhead of Ei|k, the k-error, q-event scheduling
horizon Hi|k(q) is upper bounded by

Qi|k(q) = (q− 1) ·Ci +Ei|K +Bi +
∑

j∈hep(τi)

Cj · η+(Qi|k(q) + tcycle) (4.35)

with

• k is the number of errors

• Ci is the worst-case execution time of task τi

• Ei|k is the error overhead for k errors

• Bi is the execution time of the lower priority blocker

• hep(τi) is the set of higher or equal priority tasks than τi

• η+(Δt) gives an upper bound on the number of events in any time
interval Δt.

• tcycle is the cycle time (bittime) of the bus (processor) which accounts
for boundary conditions.

Proof. The q-th event gets ε service, when all workload consisting of the
lower priority blocker, error overhead caused by k errors, all previously
released q − 1 events and the higher priority events have been processed,
(cf. Theorem 17).

The cycle time tcycle accounts for an event which arrives shortly after
the start of a bittime and has to wait for the next bit slot. The queuing time
is then used to compute the processing time.

Definition 32 (k-Error Multiple Event Processing Time).
The maximum k-error multiple event processing time B+

i|k(q) of any sequence
of q events of frame τi is the right half-open multiple event queuing time
under the assumption that k error events occur prior to the start of the
transmission of th q-th frame.
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Theorem 19. The maximum k-error multiple event processing time is upper
bounded by

B+
i|k(q) = Qi|k(q) + Ci (4.36)

Proof. The proof follows the one of Theorem 6. Additional error overhead
of Ei|k is considered in the queuing delay term.

From this we can compute the k-error response time using standard
CPA methodology.

Theorem 20. The k-error response time is upper bounded by

R+
i|k = max

∀0<q≤q+
B+

i|k(q)− δ−i (q) (4.37)

Proof. The proof is analogous to the one of Theorem 1. For each k-error
scenario, it is necessary to evaluate which event leads to the worst-case
response time.

4.3.3 Busy-Period First-In First-Out Arbitration
In First-In-First-Out arbitration, all events are fed into a single queue
and are processed in the order of their arrival. The error recovery pro-
tocol in FIFO bus arbitration is not standardized and is implementation
dependent. We assume that the sending terminal is immediate (or suffi-
ciently early) notified in case of transmission errors. This is typically the
case in broadcast-like bus architectures as well as point to point links (e.g.
NoC). Often standardized protocols do not dictate the scheduling and error
handling explicitly and leave this up the implementation. The AXI [174]
embedded bus standard for instance provides user-defined signals (TUSER)
which can be used to implement parity checking and provide recovery
information.

When the sending terminal recognizes a latent error situation, we
consider only a Greedy retransmission scheme. A greedy retransmission
scheme retries until the frame is received by all terminals. Such a scheme
is for instance used for input queued switches where arbitration happens
at the ingress port and re-arbitration is not easily possible.

Naturally, there are other possible recovery resolution strategies. For
instance a packet can be dropped when a recovery is deemed impossible, for
example after either a number of unsuccessful trials or a timeout interrupt.
Such protocols would then discard the data and eventually inform higher
level software or assume that a higher level protocol takes care. In this
section, we only consider protocols which are guaranteed to make progress
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(data is never dropped) given unlimited time is available. Later in Chap-
ter 5 we lift this assumption and consider higher level protocols which cope
with dropped data.

The general approach is similar to the previously presented fixed priority
analysis. In fact, we give a set of equations which bounds the previously
introduced greedy scheme. Under worst-case assumptions, we can assume
that the task with the largest worst-case execution time is affected by an
error and the entire frame is retransmitted over and over k times. Thus the
worst-case overhead can be computed similarly to the fixed priority case as
presented in Lemma 16, with the difference that all frames mapped to the
same queue have to be taken into consideration.

Corollary 2. The worst-case overhead for k errors under FIFO scheduling
is upper bounded by

Ek = k · (Os +Or) (4.38)

• k is the number of errors

• Os is the signaling and detection overhead

• Or is the recovery overhead, bounded by the largest worst-case execu-
tion time of all tasks that share the queue with task τi.

Or = max
∀j∈fifo(τi)

C+
j (4.39)

Theorem 21. Given k errors occur during the transmission of frame τi
under FIFO arbitration, the k-error, q-event scheduling horizon Hi|k(q) is
upper bounded by

Hi|k(q) = q · Ci + Ek +
∑

j∈fifo(τi)

Cj · η+
j

(
Hi|k(q)

)
(4.40)

• k is the number of errors

• Ek is the signaling and detection overhead

• fifo(τi) is the set of all tasks mapped to the same fifo as τi.

• η+(Δt) is an upper bound on the number of events in the time interval
Δt.

Proof. The proof is analogous to the one of Lemma 3.32. Additionally to
the workload of all released frames, we need to add the total worst-case
workload induced by k errors which is bounded by Ek. As the additional
workload for k errors for both schemes (greedy and requeue) is the same,
the horizon also is.
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Corollary 3. The response-time of the q-th event of task τi under k errors,
assuming it arrives in the scheduling horizon of the (q− 1)-th event is upper
bounded by

R+
i|k(q, a) = Qi|k(a)− a+ C+

i (4.41)

• k is the number of errors

• a is the arrival time of the q-th event of task τi.

• C+
i is the worst-case execution time of task τi.

• Qi|k(a) is the queueing delay for the q-th event, assuming it arrives at
time a and k errors arrived prior to a.

Proof. Proof follows the one of eq. 3.33 assuming an increased queuing
delay, caused by workload of k errors.

4.3.4 Probability Computation
The remaining question is to combine the response-time under errors
with the error model and compute the likelihood that a given threshold is
exceeded. The exceedance function as a metric has been used in related
work in the field of response times under errors such as in [44, 45] and is
also adapted as the key metric in this thesis.

Definition 33 (Worst-case Response-Time Exceedance Function).
The worst-case response-time exceedance function is an upper bound on the
probability P [Ri,j > t], that the response-time of some job of task τi exceeds
a given threshold t.

X+
i (t) ≥ max

∀j
P [Ri,j > t] (4.42)

Hence, for any observed frame, the probability of exceeding the response-
time threshold is smaller than X+

i (t). The deadline failure probability
which is for instance used in [190] and [110], is a special case for X+

i (Di),
where Di is the deadline associated with task τi. Also the more sophisti-
cated reliability metric R(t) can be derived from the exceedance function.
The reliability function R gives the probability that the function is still
operational (no missed deadlines) after time t.

Theorem 22. The reliability R(t) of a task τi is lower bounded by

R(t) =
(
1−X+

i (Di)
)η+

i (t) (4.43)

• t is the uptime

• Di is the relative deadline associated with task τi
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• η+
i (Δt) is an upper bound on the number of events in the time interval

Δt.

Proof. By construction the exact reliability function is computed as the
product of the probabilities that a deadline is met under the condition the
previous deadlines were met:

Rexact(t) = P [τi,0] · P [τi,1|τi,0] · · · ·P [τi,n|τi,n−1 ∧ τi,n−2 ∧ · · · ∧ τi,0] (4.44)

here n is the last event which arrives prior the time t. By definition the
exceedance function is an upper bound on any event j, regardless of the
context. Hence, the converse probability is a lower bound on any event and
we can conclude that

P [τi,n|τi,n−1 ∧ τi,n−2 ∧ · · · ∧ τi,0] ≥
(
1−X+

i (Di)
)n (4.45)

It follows that
Rexact(t) ≤

(
1−X+

i (Di)
)n (4.46)

Also by definition, η+
i (t) is an upper bound for n. Since η is an upper bound

and 1−X+
i (t) is a lower bound, the power is a lower bound.

Note that eq. 4.45 also holds for burst errors but is very pessimistic in
such a case. The reason is that X+

i (Di) is a conservative probability that
some event will miss its deadline. This value is derived by assuming that
the burst will affect the frames or computation in the worst-possible way.
The extrapolation made in eq. 4.45 assumes that the worst possible burst
arrival is repeated frame after frame (even if this is very unlikely according
to the used error model).

The remaining question is how to obtain the exceedance function under
the presented error models. Here we follow the approach presented in
[45, 21] and generalize it to arbitrary schedulers for which the k-response
time as well as the k-error scheduling horizon is available.

Single Bit Error Model

A naive approach would be to apply the probability equations directly as
presented in Section 4.2. For a single bit error model, we can use the
Poisson process (eq. 4.15) and feed the scheduling horizon directly into the
Poisson equation:

P [k,Δt] =
(Δt · λ)k

k!
e−Δt·λ (4.47)

Unfortunately, this is not directly possible as it was shown in [44, 45]. The
consequence of an error event on the response time depends on the exact
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k=0 error

k=1 errors

k=2 errors

combination of error events
that lead to 

Figure 4.7: Scheduling Horizons Hi|k(q) and busy-period wi|k for values for
k = 0, 1, 2 and the associated busy period shown in green. Black arrows
in-between show one potential error arrival scenario.

arrival time in the scheduling horizon. In the formal scheduling analysis
which was presented earlier, we assumed error events arrive as early as
possible. However in reality they can occur at any time. The problem is
that if errors are spaced too far apart, they will have no effect. Similar to
regular events, they must fall into the scheduling horizon of the previous
error event in order to have a timing impact. This is shown in Figure 4.7.

In order to observe a response time R+
i|k=1, the error must occur in the

associated scheduling horizon Hi|k(q
+). It is a necessary condition but not

sufficient. This is shown in Figure 4.7. Errors must arrive in a specific
pattern. In order to observe a busy-period of length wi|k=1, an error event
must arrive sometime prior to the end of the zero-error busy period wi|k=0.
Otherwise, the error will not affect the timing of events which arrived
previously. In order to observe a two-error busy period wi|k=2, there are
two cases (also indicated in Figure 4.7):

1. Two error events arrive in zero-error window.

2. One error event arrives in the zero-error windows, which leads to a one-
error window and a second error appears in the interval [wi|k=0, wi|k=1).

The number of combinations that lead to a three-error busy period is even
larger. Broster et al. [45] have shown that the number of combinations
forms a Catalan Series and thus an explicit enumeration is not feasible.

Theorem 23. An upper bound for the probability P [≤ wi|k] to observe a
wi|k busy period or smaller and thus a R+(i|k) response-time is given by

P [≤ wi|k] = P [k, wi|k]−
k−1∑
l=0

P [≤ wi|l] · P [k − l, wi|k − wi|l] (4.48)
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Proof. Given in [45]. The argumentation is that k errors in the time window
wi|k can occur in several ways. Either the errors fall in a “lucky” pattern
and we actually observe a busy period wi|k with probability P [≤ wi|k] or we
observe a smaller busy period of some length wi|l with probability P [≤ wi|l]
and the remaining k − l error events fall in the excess window of length
wi|k − wi|l.

In the worst-case it follows that, if we have seen a busy-period of length
wi|k, it is conservative to assume that the events in this busy period are
delayed and a response-time R+(i|k) is observed.

X+
i (t) ≤ 1−

∑
∀k|Ri|k<t

P [wi|k]] (4.49)

Burst Error Model

In this section, we extend the previously presented single bit probability
analysis to burst errors assuming a Gilbert loss model as introduced in
Section 4.2.3. In order to keep the problem traceable, we make some
conservative approximations. Typically an error-burst most likely hits
bits which belong to one frame. Analogous to the single-bit error case, we
assume that each error event hits a dedicated data frame. This obviously
is a major problem, if the average burst length on a bit-level is large. If the
burst length is in the order of a frame size, then at most two frames are
affected.

This overestimation can be reduced if, instead of a bit-error process as
described in Section 4.1 a packet-error process is used. A method to obtain
a packet error process is described in [109]. But packet error statistics
can also be obtained from channel simulation [143]. Special care must
be taken, since it has been shown [146] that the packet error process for
bursty channels cannot be modeled by a time homogeneous Markov process.
Alternatively, gap error models can be used [90], here the consecutive
number of error-free bits surrounded by error events is modeled.

We adapt the key approach from eq. 4.48 and apply eq. 4.24 and eq. 4.25.
First, we can make the observation that the last bit in any busy-period
must be always correct.

Lemma 1. Under a Gilbert loss error model, a k-error busy-period of wi|k
ends in the GOOD state.

Proof. The proof is by contradiction. Assuming a busy-period of length wi|k
which ends in the bad state. This implies that the last bit must have been
corrupted. If the last bit was corrupted, the entire frame must be recovered
and leads to a retransmission which further increases the busy-period. This
violates the initial assumption that the busy-period is of length wi|k.
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Let us use the following notation to reference the probability of observing
k errors in a window w ending in state S and starting with a probability of
g0 in the GOOD state and b0 = 1− g0 in the BAD state, respectively.

P [k, w, S, g0] (4.50)

The actual value can be computed by feeding the parameters in eq. 4.24
and eq. 4.25.

Theorem 24. The probability P [≤ wi|k] to observe a busy-period of length
wi|k or smaller under the Gilbert loss error model is upper bounded by

P [≤ wi|k] = P [k, wi|k, G, gss]−
k−1∑
l=0

P [≤ wi|l] ·P [k− l, wi|k−wi|l, G, 1] (4.51)

• k is the number of errors

• wi|k is an upper bound of the busy-period assuming k error events

• P [≤ wi|k] is the probability to observe a busy window of wi|k or smaller

• P [k, w, S, g0] is the probability to observe k errors in a time interval w
ending in state S.

• gss is the steady state probability to observe the Gilbert model in the
GOOD state.

Proof. The proof is by construction. It is reasonable to assume that the
model is in the steady state at the beginning of a busy-period. k errors in a
time window wi|k can be seen in two ways:

1. In a busy-period that ends in the BAD state.

2. In a busy-period that ends in the GOOD state.

According to Lemma 1, the probability of the first case is zero. Thus only
the latter case must be considered. These k errors in a time window wi|k
under the assumption that we start in the steady state and the last bit is
healthy (GOOD) can lead to the following mutually exclusive scenario:

1. a busy-period of length wi|k,

2. a busy-period of length wi|k−1 assuming one error falls in the window
[wi|k − wi|k−1), starting in the GOOD state,

3. a busy-period of length wi|k−2 assuming the two errors falls in the
window [wi|k − wi|k−2), starting in the GOOD state,
. . .
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4. a busy-period of length wi|0 assuming the k errors falls in the window
[wi|k − wi|0), starting in the GOOD state.

It is not possible to observe a busy-period of length wi|k−j assuming the j
errors falls in the window [wi|k−wi|k−j), starting in the BAD state because
each busy period must end in the GOOD state (Lemma 1). We can put the
previous construction into the following form:

P [k, wi|k, G, gss] = P [≤ wi|k]+
k−1∑
l=0

P [≤ wi|l] ·P [k− l, wi|k−wi|l, G, 1] (4.52)

Simple rearrangement leads to eq. 4.51.

Once the busy-period probabilities are derived, the exceedance function
is computed according to eq. 4.49

4.4 Convolution Analysis for Fixed-Priority
Arbitration

By construction, the previously presented analysis induces additional pes-
simism because recovery overhead is conservatively approximated to be
the worst case recovery overhead among all higher priority tasks. In this
section we present an alternative approach which reduces this pessimism
and trades accuracy with analysis runtime.

4.4.1 Related Work
The problem of obtaining the response time under the probabilistic effect
of errors is very similar to effects known from variable execution time
research. There, execution times are modeled by probability mass functions
(pmf). In [67] an algorithm was presented to derive stochastic response
times for individual events of a given trace (e.g. periodic). Based on this
methodology, an average response-time distribution can be derived [66].
As we will show in the following sections, we can adopt the underlying
idea to cover the behavior under errors. However, the drawback with this
approach is that it relies on the memorylessness of the underlying process,
thus it only works for the single bit error model and not for the Gilbert loss
model. Note that this approach significantly differs from the work in [66]
where the average-case distributions of all events is derived. However, we
apply a similar methodology.

The following stochastic error analysis consists of two steps. First,
the task and error model are transformed into an equivalent variable
execution time problem by using a probability mass function (pmf) instead
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segment with at least one error
segment which is error-free

t
Figure 4.8: An example scenario that leads to k = 3 error recoveries. The
initial transmission of length C must be hit by at least one error (red
bar), the following two recovery attempts consisting of error signaling and
retransmission (C + E) must be hit by at least one error and the final
recovery must remain intact.

of a single worst case execution time. In a second step, similar to [67], we
iteratively apply splitting, convolution and merging of the pmfs to calculate
conservative stochastic response-time bounds.

From Errors to Variable Execution Times

Let us consider a single instance of a τi in isolation. We model the variable
execution time overhead caused by error events by using execution time
probability mass functions (pmfs). This approach assesses the overhead
in a fine grained fashion, rather than using the worst-case error overhead
among all higher priority tasks as done previously. This is possible because
the Poisson error model is memoryless, hence it allows us to examine the
execution time behavior of tasks in isolation. For the following steps it
is necessary to distinguish between error-events (i.e. the bit flip) and the
manifestation (i.e. recovery operation consisting of error signaling and
re-transmission). According to eq. 4.15, and a constant bit error rate λ the
probability to see no errors in a time-interval Δt is given by

P ok[Δt] = e−λΔt (4.53)

and the probability to see at least one error in the window is determined by
the converse probability:

P err[Δt] = 1− e−λΔt (4.54)
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Theorem 25. For an instance of task τi, a lower bound on the probability
Pr[k] for exactly k ≥ 0 recovery operations is given by:

Pr[k] =

{
P ok[C] if k = 0

P err[C] · (P err[C + E])k−1 · P ok[C + E] if k > 0
(4.55)

• k is the number of errors.

• C is the worst-case execution time.

• E is the total worst-case overhead for one error (i.e. Ei|k=1 cf. Theo-
rem 16).

• P ok[Δt] / P err[Δt] is the probability to observe no error / at least one
error in the time Δt.

Proof. The case for k = 0 is trivial and directly obtained by applying
eq. 4.53. In order to see k recoveries, k − 1 previous attempts must have
failed. The first initial transmission does not include additional error
signaling overhead, whereas the other k − 1 recoveries include additional
error signaling of length E. The last final recovery and retransmission
must be intact, otherwise another recovery will take place.

An illustrative example for k = 3 is shown in Figure 4.8. We can obtain
a lower bound on the probability that we observe less or equal than k
recoveries by summation

Pr[≤ k] =

k∑
i=0

Pr[i] (4.56)

In that sense, a lower bound on Pr[k] is conservative because this implies
that the likelihood (1− Pr[k]) for more than k recoveries is higher, which
cause even more recovery overhead.

Now we need to bound the time which is spent by a job of task τi for
handling k recoveries. By using the worst-case execution time C and the
worst-case error signaling overhead E, we can bound the execution time
for error situations with exactly k recoveries by C + k(C + E). This is also
shown in Figure 4.8. By combining the overhead for k recoveries with the
probability for the occurrence, we retrieve an execution-time probability
mass function (pmf).

Definition 34 (Worst-Case Execution Time pmf).
The worst-case execution time pmf e(t) is the probability that the overall
execution time of an instance of a task including errors and recoveries is of
length t.
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Figure 4.9: Worst-Case execution time pmf e(t).

Theorem 26. A conservative upper bound for the worst-case execution time
pmf e(t) including error-signaling and recovery operations is given by:

e(t) =

{
Pr[k] if t = C + k(C + E), k ≥ 0

0 otherwise
(4.57)

Proof. The proof is straightforward. An upper bound for the execution
time with exactly k recoveries is given by C + k(C + E) (cf. Figure 4.8).
The probability that a k-recovery situation will occur is bounded by Pr[k]
(Equation 4.55).

Based on the lower-bound notion observed for Pr[k], we can conclude that
the cumulative distribution function

∑t
x=0e(x) is a lower bound that the

observed execution time (including error handling and recovery) of a given
job is less or equal than t. An example for the worst-case execution time
pmf is shown in Figure 4.9. Here, the probability for the task executing for
no longer than time C is given by e(C) which corresponds to the error-free
case, i.e. the case where no recoveries are observed.

The previous consideration assumes that all k retransmissions occur
one after another and are not interleaved with instances of other tasks.
We can lift this implicit assumption and show that under a memoryless
Poisson single bit error model, an arbitrary interleaving is allowed.

Theorem 27. The probability that no error event occurs during the execu-
tion of τi is independent of the number of preemptions and interleaving with
other tasks.

Proof. Assuming the task τi was preempted n ∈ N times and sliced in
arbitrary intervals of length Δtj such that

n∑
j=1

Δtj = C̃i (4.58)
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4.4. Convolution Analysis for Fixed-Priority Arbitration

then the probability that no error event occurs while τi is executing is
calculated through Equation: 4.15

n∏
j=0

e−λΔtj = e−λ
∑

Δtj = e−λC̃i (4.59)

which is independent of n.

4.4.2 Stochastic Busy Window
As discussed in Chapter 3, in the non-stochastic case it was shown that the
critical instant assumption - all events arrive as early as possible - leads to
the worst-case busy-period for fixed-priority scheduling [172]. The worst-
case response time can then be found among all events in the worst-case
busy-period.

Since the busy-period fixed-point equation as presented in previous
sections does not support the concept of probabilistic execution times, we
need to transform the equation in a stochastic domain. As for the non-
stochastic busy-period approach, the critical instant assumption remains
valid also for the case where the execution time is a random variable. The
workload is maximized if all events arrive as early as possible, independent
of their execution time. The remaining question is, what is the likelihood
that a worst-case busy period of length t will occur under errors.

Definition 35 (Level-i Busy-Period pmf).
The level-i busy-period pmf Ωi(t) is the probability that the critical instant
initiates a level-i busy-period of length t. That is, time t after the critical
instant all messages of higher and equal priority than task τi released prior
to time t have been transmitted successfully.

In the following steps we explain, how to determine the worst-case level-i
busy-period pmf.

Obviously, the function approaches zero for t→∞. For practical appli-
cations however, it is sufficient to know Ωi(t) only for a limited co-domain.
Thus, the analysis can be stopped if a sufficient accuracy is reached (i.e
the probability that the busy period exceeds t falls below a predefined
threshold). In the following steps, we use convolution and shift operations
through which it is possible to systematically evaluate candidates.

The idea can be sketched informally as follows: We iterate over the
events released after the start of the critical instant in the order of their
earliest release, pick up their execution time and “add” them up. After a
sufficient number of events has been considered, we know the stochastic
busy window. A sufficient amount has been considered, if the probability of
new events falling in the busy window is sufficiently small.
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Figure 4.10: Critical-instant scenario of task τ0 and τ1. All events are
numbered according to their release time (i.e. n = 5 is the 5-the event
released at time Δ1(5).)

Starting with the critical instant, we can define a strict total ordering on
all events. That is, Δi(n) denotes the earliest release time of the n-th job
among all jobs of higher and equal priority than τi. In case release times
are equal, events are ordered according to their priority and their event
ordering (events of the same task cannot pass each other). Figure 4.10
shows an example. τ0 has a high priority and a periodic with jitter event
model P = 11, J = 4. Task τ1 has a low priority and a periodic event model
P = 15. Arrows denote the earliest release times of the associated event, n
gives the index with respect to to its release time and priority.

Δi(n) = inf
Δt≥0

{Δt |
∑

∀j∈hp(i)

η+
j (Δt) ≥ n} (4.60)

Accordingly, en(t) is the execution time pmf of the n-th event associated
with Δi(n).

Assuming two messages are released at the same instant at time t0 = 0.
We are now interested in the stochastic execution-time pmf consisting of
both transmissions including error overhead.

Lemma 2. The execution-time pmf including error and recovery overhead
for two messages which are released simultaneously and have execution
time pmf’s of e0 and e1 is obtained by convolution as follows:

esum(t) = (e0 ∗ e1)(t) (4.61)

where

(e0 ∗ e1)(t) =
∞∑

τ=−∞
e0(t− τ)e1(τ) (4.62)

and

• e0, e1 are the execution time pmfs of event 0 and 1.
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Figure 4.11: Illustrative example for constructing the busy-period pmf Ω1.

• esum is the execution time pmf of the combined workload.

Proof. As already motivated, under the single bit Poisson error model, the
execution time variables C1, C2 are independently distributed. According to
[106] (Definition 7.1 for discrete variables, and Theorem 7.1 for continuous
variables), the pmf of the sum of two independently distributed variables is
obtained by convolution of the pmf’s of the individual variables.
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Before we formalize the approach, we sketch the algorithm by using the
illustrative critical instant Gantt-chart from Figure 4.10 and derive the
stochastic busy period for the task τ1. It must be noted that there is no low
priority blocker, since there are only two tasks in the system. Individual
steps of the process are shown in Figure 4.11.

Figure 4.11 a) shows the initial input for the algorithm, the execution
time pmfs of task τ0 and τ1 as well as an initial busy period of length zero
which is used as an optimistic starting point. The execution time pmfs e0(t)
and e1(t), are computed by using eq. 4.57. The busy-period pmf Ω1(t) is
retrieved incrementally by iterating over all events of the tasks in order of
their releases and “adding” their execution times.

Like for the non-stochastic analysis, we start with an initial busy period
of length zero. In the stochastic domain, a busy period of length zero Ω0

1(t)
is represented by a pmf with a peak at t = 0 as shown in Figure 4.11 a) on
the right. In the following steps, we consider all 5 events in the order of
their occurence:

n = 1 The first event n = 1 arrives at t = 0 earliest which will increase
the busy-period pmf by “adding” its execution time pmf to Ω0

1(t).
This event arrives at time Δ1(1) = 0 and is associated with task
τ0 (cf. Figure 4.10). The pmf of the sum of the busy-period plus
execution time e0(t) of the new event can be calculated by using
eq. 4.61.
The resulting busy-period pmf Ω1

1(t) is shown in Figure 4.11 b).

n = 2 The second event arrives at t = 0 earliest. We can see in Figure 4.10
that event n = 2 is associated with task τ1, and adds the execution-
time pmf of task τ1 to the busy-period pmf, thus we apply eq. 4.61
a second time to get Ω2

1(t). The busy-period pmf now includes the
first two events.

n = 3 The third event at Δ1(3) = 7 resembles the most interesting case.
It depends on the previously seen workload if the event falls in the
busy period:

a) If the busy period is smaller than Δ1(3) (i.e. < 7), the third
event does not contribute to the busy period at all, since it
arrives after the window ended.

b) If the busy period is larger than Δ1(3) (i.e. ≥ 7), the third event
will further increase the length of the period.

The first case implies that due to causality, event 3 cannot alter the
probability that a busy window is smaller than Δ1(3). Thus, we call
the interval [0,Δ1(3)] of Ω2

1(t) stable (cf. bottom left in Figure 4.11).
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In the other cases where the busy period is larger than Δ1(3), the
execution time of event 3 must be added to the busy period. This
increases the length of the tail of the busy period pmf. Practically,
this is achieved by applying eq. 4.61 only to the tail of Ω2

1(t) as
shown in the bottom part of Figure 4.11 d). Thus, only busy periods
which are larger than Δ1(3) are increased by the execution time of
n = 3. The bottom of Figure 4.11 d) shows how the unstable part of
the busy-period is convolved with the execution time pmf of n = 3
and forms the new tail. After the new tail is merged with the stable
part, we have computed Ω3

1(t).

n ≥ 4 The probability that the 4-th event at time t = 15 falls into a busy
window is sufficiently small, so we stop the iterative process.

To formalize the process, we assume we knew Ωn
i (t) which includes the

first n events. We will show now how to derive Ωn+1
i (t) which includes the

first n+1 events. The n+1-th event will obviously add additional workload
to Ωn

i (t), but in what way does it alter the busy-period? Therefore, we first
introduce the notion of backlog.

Definition 36 (Relative Backlog pmf).
We define the relative backlog pmf bni (t) as the probability that the accu-
mulated workload of events of higher or the same priority than τi released
before event n is processed at time t.

Theorem 28. The relative backlog pmf of event n + 1 can be calculated
using the stochastic busy-period, since it already includes all events released
prior to n+ 1. The relative backlog pmf bn+1(t) of event n+ 1 is given by the
tail of Ωn

i (t).

bn+1
i (t) =

{
Ωn

i (t+Δi(n+ 1)) if t ≥ 0

0 otherwise
(4.63)

Proof. The proof is given in [66] for variable execution time tasks.

Note that the relative backlog pmf does not necessarily sum up to one.
This is because the probability that a new event n+ 1 falls in a previously
busy period can be smaller than one (i.e. n+1 only falls in the busy window
if no or few recoveries were observed).

This operation is called splitting. It divides the busy window pmf in
two parts, a stable and an unstable part. Due to causality, the new event
n+ 1 cannot alter the busy window pmf in the stable interval [0,Δi(n+ 1)].
Vice-versa only the unstable part of the busy window pmf is altered by
event n+ 1.

93
Dieses Werk ist copyrightgeschützt und darf in keiner Form vervielfältigt werden noch an Dritte weitergegeben werden. 

Es gilt nur für den persönlichen Gebrauch.



4. MULTI-MASTER AND POINT-TO-POINT COMMUNICATION

In the next step, the relative backlog of the busy-period pmf and the
workload originating from the new event n+ 1 have to be added.

The resulting backlog which includes the old backlog plus additional
execution time en+1(t) is called b̃i(n + 1)(t). It is calculated by applying
eq. 4.61:

b̃n+1
i (t) =

(
bn+1
i ∗ en+1

)
(t) (4.64)

The busy-period function Ωn+1
i which includes the first n + 1 events is

generated by merging the stable busy-period interval and the new busy-
period tail:

Ωn+1
i (t) =

{
Ωn

i (t) if t < Δi(n+ 1)

b̃n+1
i (t) otherwise

(4.65)

The procedure for the next event n + 2 consists of the same three steps:
split (eq. 4.63), convolution (eq. 4.64) and merge (eq. 4.65). The algorithm
terminates if the probability that a new event falls in the busy window is
below a threshold. This threshold is then a bound of the probability that a
larger busy window is seen and can be used as a confidence value for the
analysis.

In the previous steps we have elaborated how to derive Ωn+1
i (t) from

Ωn
i (t). For the starting value of the iterative process, we assume that the

busy-period size is the length of the lower priority blocker as described in
[61]. This allows us to start the algorithm with the following initial busy
period:

Ω0
i (t) =

{
1 if t = Bi

0 otherwise
(4.66)

with
Bi = max

∀j∈lp(i)
Cj (4.67)

Algorithmic Formalization

Algorithm 1 gives a pseudo code implementation of the stochastic busy-
window computation. As described, the individual steps are composed of
splitting which separates the unstable from the stable part of the busy-
window pmf, convolution, which integrates the arrived workload and the
backlog, as well as merging which integrates the new backlog in the busy
window pmf.

It is assumed that Ωi(t) is implemented as a vector and the operation
[t :] slices the vector at the t-th index and returns the right slice. Analogous,
[: t] slices the vector at the t-th index and returns the left slice. Similarly,
[f, c] concatenate vectors f and c.
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Algorithm 1 Discrete Computation of the stochastic busy period

function BUSY WINDOW(τi, Δ, w0
i , set of pmfs e(t))

n⇐ 0
w ⇐ w0

i

while 1−∑Δi(n)−1
t=0 w(t) > ε do

t⇐ Δi(n)
u = w[t :] � split, unstable part
s = w[: t− 1] � split, stable part
c = u ∗ en � convolution
w ⇐ [s, c] � merge
n⇐ n+ 1

end while
return w

end function

4.4.3 Stochastic Queuing Delay and Response Time
Similar to the error-free strict-priority non-preemptive case (cf. Chapter 3),
the response time can be obtained by checking all events in the busy-period
and find the one with the largest response-time. For the stochastic case
this means we need to evaluate the response-time distribution for the first
q+ events and find a worst-case among them. Later we will elaborate on
the number of events to consider q+.

Analogous to the non-stochastic, error-free case, a task τi can start
executing once all previously released events of τi and other higher priority
tasks have executed. Once τi starts executing, it cannot be interrupted.
Additionally, in the error-case we must also wait until all higher and same
priority execution attempts and their recoveries are finished.

Similarly to the busy-period we introduce a probabilistic version of the
queuing delay.

Definition 37 (Queuing Delay pmf).
The queuing delay pmf Ωq,i(t) is the probability that the q-th event is queued
for time t and fully transmits without errors right after.

Analogous, we introduce the stochastic version of the processing time.

Definition 38 (Processing Time pmf).
The queuing delay pmf Bq,i(t) is the probability that the q-th event is fully
transmitted at time t including eventual errors and recovery.

as well as a the stochastic response time:
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Definition 39 (Response Time pmf).
The response time pmfRq,i(t) is the probability that the response time under
the critical instant assumptions of the q-th event is time t including eventual
errors and recovery.

The definition implies that all erroneous transmission and recovery
attempts of the q-th event itself have finished before time t, so that the
response time pmf of the q-th event can be calculated as the queuing delay
pmf shifted by the execution time.

The computation of the queuing delay pmf associated with the q-th
event is very similar to the computation of the busy period with minor
modifications: Again, we iterate over the events in order of their release
(Δi(n)). However, for the computation of Ωq,i(t) only the first q events of τi
must be included as well as all events of the tasks of higher priority.

Naturally, the stochastic queuing delay includes execution and recovery
time spend for the first q − 1 transmissions of task under consideration
τi. Only for the q-th event itself the last successfull transmission must not
be included. However potential retransmissions of the q-th event must be
included. Hence, we shift the execution time pmf by Ci. This effectively
subtracts Ci from the total execution time.

eqn(t) = e(t+ Ci) (4.68)

Note that all other tasks have an execution time pmf according to eq. 4.57.
To determine the actual queuing delay pmf we use the same algorithm

as for the busy-period pmf. That is, we apply eq. 4.63, eq. 4.64 and eq.
4.65 to Ωq,i(t) rather than Ωi(t). The starting condition obtained by eq.
4.66 can also be used for Ω0

q,i. For the sake of completeness we provide the
slightly modified equations. Split, to compute the relative backlog pmf (this
resembles eq. 4.63):

bn+1
i (t) =

{
Ωn

q,i(t+Δi(j + 1)) if t ≥ 0

0 otherwise
(4.69)

Convolution, to include the execution time of event n+ 1. Note that this
step is slightly different from eq. 4.64: If the q-th event is encountered, the
modified execution time 4.68 is used.

b̃n+1
q,i (t) =

{(
bn+1
i ∗ eqn+1

)
(t) if j + 1 = τi,q(

bn+1
i ∗ en+1

)
(t) otherwise

(4.70)

Merging of the new backlog in the queuing delay pmf (this resembles
eq. 4.65:

Ωn+1
q,i (t) =

{
Ωn

q,i(t) t < Δi(n+ 1)

b̃q,i(t) otherwise
(4.71)
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Based on the queuing delay Ωq,i, we can compute the probabilistic
processing time of the q-th event by adding (right-shifting) the execution
time of the q-th event of τi:

Bq,i(t) = Ωq,i(t− Ci) (4.72)

Accordingly, the response time pmf is calculated by subtracting (left-
shifting) the earliest arrival time.

Rq,i(t) = Bq,i(t+ δ−i (q)) (4.73)

At that point we need to evaluate Rq,i(t) for some q, to determine the
worst-case. Theoretically, an infinite number of events must be considered,
since the derived stochastic busy window is infinitely long. In practice, the
evaluation can be stopped when the probability that the q-th event falls in
the busy-period is smaller than a given threshold.

q+ = max
q>0,q∈N

⎧⎨
⎩q |

⎛
⎝1−

δ−i (q)∑
t=0

Ωi(t)

⎞
⎠ < ε

⎫⎬
⎭ (4.74)

In practical cases it is sufficient to set ε to the machine epsilon (i.e. 2−52

on 64-bit floating point machines). It is virtually impossible that a larger
busy-period is observed in real systems.

The exceedance function can be computed by the converse probability of
the response time pmfs.

Theorem 29. The probability that the q-th event exceeds some response-
time t is given as:

Xq,i(t) = 1−
t∑

x=0

Rq,i(x) (4.75)

Proof. The Rq,i(t) is a conservative bound, that a response time less or
equal to t is seen. Hence,

∑t
x=0Rq,i(x) is a conservative bound that a

response time less or equal than t is observed. The converse probability,
thus is a conservative upper bound that the response time t is exceeded.

Thus, for any event q which arrives in the busy-period, we obtain a
unique exceedance function. These functions can be merged to get a conser-
vative view on any event.

Theorem 30. An upper bound to the probability that any event in any
possible busy window exceeds a response time t due to interference and
errors is:

X+
i (t) = max

1≤q≤q+
Xq,i(t) (4.76)
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Proof. Individual Xq,i(t) are conservative by construction. Let’s assume
two given functions Xa(t), Xb(t). For a given t0 a larger value exceedance
value implies a higher probability of exceeding the threshold t0. This
obviously holds for any t0. Thus, a piecewise maximum of both functions
Xa(t), Xb(t) yields a conservative exceedance function which approximates
Xa(t) as well as Xb(t) conservatively. This argumentation can be transfered
to q individual functions which yields aforesaid equation.

4.5 Experiments

In the following sections we show the application of the previously pre-
sented approaches to off-chip as well as on-chip communication. Addi-
tionally, we want to evaluate the performance of systems under different
(burst) error rates and compare the tightness of the results. A typical
representative for off-chip automotive communication is Controller Area
Network, CAN [233] and its successor CAN-FD [113]. The standard in
on-chip communication and IP integration is the Advanced Microcontroller
Bus Architecture (AMBA).

4.5.1 Controller Area Network
The Controller Area Network (CAN) [3] is one of the most prominent buses
used in various fields (e.g. automotive, industrial, aerospace) today. Despite
its age, it has been introduced in the 80’s, it is still in use today due to
its cost advantage, versatility and robustness against errors. Due to its
simplistic nature - CAN is a priority driven serial bus - it is often used for
real-time system where the worst-case timing delays of transmissions must
be predictable.

The CAN protocol is a multi-master, differential, serial bus. On the phys-
ical layer, data is Non-Return-to-Zero (NRZ) encoded. The CAN transceiver
output consists of an open-collector or “wired and” circuit, thus the wire
can be driven to two states: dominant (0) or recessive (1). All connected
transceivers may drive the bus at the same time and the state is deter-
mined by the logical AND function of all driver inputs. Thus a CAN bus
subscriber can “overwrite” the bus-line by sending a dominant bit.

Data is transmitted in frame entities which are non-preemptable, where
each frame consists of the following blocks: A start of frame marker, an
11-bit frame identifier, control field, up to eight data bytes, a 15-bit CRC
followed by an acknowledgement field and an end-of-frame marker.

An exact protocol description can be found in the official specification [3].
In 1991, CAN 2.0 introduced extended-frames which allow a 29-bit frame
identifier. The arbitration scheme uses carrier sense multiple access/bitwise
arbitration (CSMA/BA) and is based on the fact that dominant bits “win”
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the access to the physical medium. Thus, the smaller the CAN bus identifier,
the higher the priority of the frame.

The actual length of one frame for s payload data bytes is not necessarily
fixed due to bit stuffing, where the controller inserts certain bits in order to
avoid long sequences of 1’s and 0’s. In [61] it was shown, that the maximum
length in bit times tbit for one base frame of size s is

C = (55 + 10s) tbit (4.77)

and for extended frames as:

C = (80 + 10s) tbit (4.78)

All receiving nodes constantly check for protocol consistency during
the transmission of frames. If framing rules are violated (e.g. missing
stuffing-bits, missing acknowledgement), or the CRC field does not match
the payload, an error can be signaled by all bus subscribers. The CAN
standard defines two error frames for this purpose: the active error frame
and the passive error frame.

When an error frame is transmitted, other nodes drop the frame and a
retransmission of the broken frame is triggered. The worst-case overhead
for an error frame can be given as

Os = 31 tbit (4.79)

Then, after an error frame has been transmitted, the re-transmission has
to complete in a new arbitration phase.

To evaluate the approach, we use a modified version of the 17-messages
SAE benchmark as presented in [273]. The benchmark includes sporadic
messages, as well as periodic messages. Sporadic messages are modeled
by assuming a minimum interarrival time, also we assume that the CAN
bus is part of a larger distributed, automotive network and the data which
ought to be transmitted has been processed on different ECUs which results
in an increased released jitter (e.g. due to scheduling on upstream ECUs).
Thus, the used message set covers a broader spectrum and may be more
applicable to today’s automotive networks. This is, for some frames we
relaxed the deadline and increased the jitter to 1ms. Besides from that, the
benchmark was used as it is.

Single Bit Errors

We carried out the following experiment using a 125 kbit/s CAN bus and a
single bit error rate of 10−7, which was measured by [91] in an aggressive
environment. We show the accuracy of the following three approaches:

1. Busy-Period approach (cd. Section 4.3.2 and Section 4.3.4).
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4. MULTI-MASTER AND POINT-TO-POINT COMMUNICATION

Table 4.1: SAE CAN Benchmark

Prio DLC C 1 E 2 T D R
(bits) (bits) (ms) (ms) (ms)

17 1 62 13 1000 5 1.416
16 2 72 13 5 5 2.016
15 1 62 13 5 5 2.536
14 2 72 13 5 5 3.136
13 1 62 13 5 5 3.656
12 2 72 13 5 5 4.256
11 6 112 13 10 10 5.016
10 1 62 13 10 10 8.376
9 2 72 13 10 10 8.976
8 2 72 13 10 10 9.576
7 1 62 13 100 100 10.096
6 4 92 13 100 100 19.096
5 1 62 13 100 100 19.616
4 1 62 13 100 100 20.136
3 3 82 13 1000 1000 28.976
2 1 62 13 1000 1000 29.496
1 1 62 13 1000 1000 29.52

1 for standard ID, without intermission space
2 active error frame minus end of frame

2. Convolution-based approach (cf. Section 4.4).

3. Monte Carlo Error Simulation of the Critical Instant.

In the following, we coined the busy-period approach “Broster’s ap-
proach” [44, 45], which we extended to support multiple schedulers as
well as queued events. For the Monte Carlo analysis, we simulated the
critical instant 106 times under the aforementioned single bit error-model
and recorded the worst-case response times. The exceedance function was
computed via the empirical CDF.

Figure 4.12 shows the results for Frames F1 and F9. Note that the
Monte Carlo results are only statistically significant down to 10−5 due to
the sample size. Unsurprisingly, the convolution-based method (c) matches
the Monte Carlo results (m) in which the critical instant under errors is
simulated. This is because not additional pessimism is introduced during
the computation and the model captures all effects without over approxima-
tion. Also unsurprisingly, the convolution-based (c) approach is significantly
tighter than Broster’s.

The results tell us that Frame F1, virtually never exceeds its deadline
of 1000 ms. Even a response time of 140 ms only occurs with a probability
of 10−15. However, for Frame F9, the situation is slightly different. Given
a deadline of D = 10 ms, a deadline miss can be seen in one out of hundred
cases. Whether this is sufficient depends on the actual application. How-
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Figure 4.12: Exceedance functions according to modified Broster (b), convo-
lution based approach (c) and Monte Carlo simulation (m) with 106 samples.
λ = 0.00024 per bit ∼= 30 per sec @ 125kbit/s.

ever, we can also tell that a response time of 20 ms is never exceeded for
one in a million events. Thus, in typical automotive controller applications
these figures are most likely sufficient. Otherwise, better EMI shielding
must be used to decrease the error rate or the critical messages must be
transmitted at a higher priority level.

4.5.2 On-Chip Interconnect Arbitration
In the following experiments, we evaluate the effect of errors in on-chip
communication. Therefore, we consider a typical scenario in which a num-
ber of processing units (PU) are connected to a common, shared memory.
This memory can be external or internal RAM. Each processing unit is an
ARM processor clocked at 1.1 Ghz with a split L1 cache. D$ as well as I$ are
assumed to be 32kB. For the experiments, we assume a 32-bit interconnect
datapath and 64 byte L1 cache lines. Hence, an interconnect transaction
consists of a single cycle address phase and 16 cycles data (write or read)

PU PU PU PU

Shared Memory

Interconnect

Figure 4.13: MPSoC architecture for interconnect experiments. It is implic-
itly assumed that the processing units (PU) include a cache.
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4. MULTI-MASTER AND POINT-TO-POINT COMMUNICATION

burst. Memory latency is assumed to be constant and four system clock
cycles.

Processing units execute application kernels. For our experiments we
used workload from the EEMBC [211] benchmark suite. In particular,
we used seven automotive kernels such as angle to time conversion, fast
fourier transform, bit manipulation, CAN remote data request, iir filter
and others. For this experiment, we used EEMBC application kernels as
listed in Table 4.2. A full specification of the kernels can be found in [211].

As an input for our timing analysis, we need the access pattern to the
interconnect. Following the approach of [84], we obtained the access pattern
by tracing each PU without external interference, dedicated access to the
memory and cold caches. It is straight forward to obtain the minimum
distance function δ−(n) from an event trace, as explained for instance
in [194, 168]. Therefore, we used the data kindly provided by [84] for our
analysis. This yields a good approximation on a worst-case event model.

The access pattern of almost all kernels consists of alternating phases
of memory bound and CPU bound phases. However, the length of these
phases depends on the benchmark. Large memory bound phases lead to
relatively large busy periods compared to off-chip networks (such as CAN)
where only a few packets are buffered. This is because we conservatively
assume that software is executing as quick as possible, where in fact the
memory path will cause backpressure.

Figure 4.14 depicts the event models obtained from simulation traces
using the timed ARM model of a GEM5 simulator. It can be seen that
the I/O bound phase for task bitmnp01 takes approximately 25,000 cycles.
After this time window little to no requests are performed. However,
benchmark aifft01 consumes more data (1200 accesses) until computation
starts at 40,000 cycles. The initial slope of all event models is roughly one
event in 30 cycles or 17 bit per cycles (each access is 64 bytes). This is

Kernel R+ [us] Memory Burst Size [accesses] Priority
a2time01 122.46 839 7
aiifft01 95.36 1419 6

bitmnp01 79.10 806 5
canrdr01 60.72 936 4
idctrn01 39.73 1067 3
iirflt01 14.49 893 2

ttsprk01 0.35 224 1

Table 4.2: EEMBC kernels mapped to the processing units. Worst-case
respone time (error-free), memory bust size as well as priority level are
indicated.
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Figure 4.14: Event model obtained by simulation [84].

the maximum throughput of the simulated system under best-case (no-
contention) conditions.

We mapped the applications to individual PUs. This causes contention
in the interconnect. We assumed a fixed priority access arbitration scheme
in which each PU has an assigned priority level. We analyzed the memory
access latency of each application in the system (cf. Figure 4.13). Each
transaction is composed of a single cycle address phase, a 16 cycle data
burst and 4 cycles memory latency. The (error-free) analysis revealed that
the busy-period of the interconnect is extremely large (152,481 cycles).
During this time all kernels fetch their workingset data and instructions.
The number of accesses during this time is also indicated in Table 4.2
(Memory Burst Size). The response times seem large at first glance, but
are only in the order of a few microseconds (at 1.1 Ghz) which is negligible
considering the execution times are in the order of a few milliseconds.

Single Bit Error

There is no reliable number on the transient error rate of today’s 20nm
silicon processes. Thus, we first assume a single bit error distribution with
an soft error rate (SER) of λ = 10−6 errors per cycle. This translates to an
average of 1000 errors per second on a 1 Ghz system. Later we also cover
burst errors.

We assume that an erroneous transaction is detected by parity checks.
The controller schedules a re-arbitration phase as well as a single cycle
error response phase. Then the transaction is restarted and eventually
completes. This leads to a total error overhead which only causes 23
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4. MULTI-MASTER AND POINT-TO-POINT COMMUNICATION

Figure 4.15: Response time R+
i|k over a given number of errors kin the

busy-period .

cycles overhead (including retransmission) per error Figure 4.15 shows
the response time R+

i|k as a function of the number of errors in the busy-
period. The response time naturally increases with the number of errors.
However, the relative increase is small and typically only a few percent of
the response time. This is because data arrives in huge bursts consisting
of many hundreds to thousands of transactions. The overhead by errors
is little compared to the overall number of transactions during the busy
period.

The exceedance function is shown in Figure 4.16. It can be seen that
the function for all applications decays rapidly. There is a considerable
difference, if we compare the results with the experiments carried out for
CAN (cf. Figure 4.12). For CAN the decay is by far not as rapid as for the
on-chip interconnect.

For instance bitmnp01 exhibits an error-free response time of 79 us. We
can see that the memory latency will be in no cases larger than this since
X+(79us) = 1 since the exceedance function sharply drops to values below
10−10. Virtually no response time larger than that will ever be observed.

Generally, we can conclude that the impact of errors naturally is higher
in communication systems with larger transactions and slower links (such
as CAN). For on-chip communication which occurs in large bursts that
leads to long busy-periods, additional errors only add very little overhead
compared to the already existing workload. This leads to the conclusion
that on-chip single bit errors in today’s processors do not cause significant
timing problems if error detection and correction works correctly. However,
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Figure 4.16: Exceedance funtion for the example taskset. Single bit errors
λ = 10−6 per cycle.

for on-chip communication with larger transaction length such as NoC
communication, this is not necessarily true3.

Burst Error

Now, we assume a burst error process is superimposed to the communica-
tion. A realistic reason for such errors is transient voltage drops caused by
high transient currents. Again, exact parameter values cannot be obtained,
thus we assumed an average burst length of 25 cycles and an average bit er-
ror rate of λ = 10−6. Hence, the long term error rate matches the one from
the single bit error experiment. Since the k-error response times are not
a function of the underlying bit-error process, the k-error response times
match. In this sense, Figure 4.15 is also valid for the burst experiment.

The resulting exceedance function is shown in Figure 4.17. For the
experiment, we computed probabilities considering up to 300 error events.
Beyond this number, the binomial coefficient used in the probability com-
putation are intractable and further approximation is needed. Generally,
it can be seen that the timing impact for burst errors is much larger: the
exceedance functions still decay fast compared to the CAN experiment but
not as fast as for single bit errors. The results for bitmnp01 tell us that
a response-time larger than 85 us can be observed with a probability of
approximately 10−8.

3Under the assumption that the NoC is additionally hardened so that a transient error
never leads to permanent error.
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4. MULTI-MASTER AND POINT-TO-POINT COMMUNICATION

Figure 4.17: Exceedance funtion for the example taskset. Burst error,
average burst length of 25 cycles and average long term bit error rate of
λ = 10−6.

One reason for this is that the arrival of a burst will have a larger timing
impact because of the increased overhead (more transactions are affected).
On the other hand, we must also note that the analysis over approximates
this overhead by considering each bit-error as a transaction error. This most
likely does not occur in reality. As discussed, compared to the single bit
error experiment, burst errors have a higher probability to cause deadline
violations. Generally, for all of the analyzed applications the likelihood of
exceeding the error-free worst-case response time by more than 20 us is so
small that such events will never be seen in a running system. Under worst-
case error-conditions (20 us worst-case memory latency overhead), Eq. 3.38
tells us that the overall execution time of the associated application is only
increased by 20us. This is reasonable and allows us the add this margin to
a processor scheduling analysis.

4.6 Summary

In this chapter, we discussed communication aspects of the ASTEROID
system, covering multi-master busses such as Controller Area Network
as well on-chip interconnects (e.g. AMBA). We formalized the underlying
communication channel and presented two commonly used error models:
binary symmetric channel for single bit errors as well as the two state
Gilbert loss model which captures burst errors.
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4.6. Summary

The timing impact of errors on individual messages is modelled and
conservatively approximated. We have presented two approaches to capture
the stochastic nature of errors in a worst-case performance context. First,
we used the busy-period approach and extended related work [45] to reflect
queued activations and bursts. Second, we presented a more accurate
convolution-based approach that can be used for single-bit errors.

The experiments show that the timing impact of errors in off-chip com-
munication is higher compared to on-chip communication. This is because
off-chip transactions (i.e. CAN frames) are larger and the transmission
speed is slower compared to quick, parallel on-chip communication.
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CHAPTER 5

Switched Networks

In the previous chapter, we focused on errors in traditional busses or point-
to-point communication. In this chapter, we consider switched networks
such as Network on Chip or Ethernet-based systems. Contrary to the pre-
vious chapter, we focus on the performance analysis of switched networks
under errors only without deriving reliability bounds.

Depending on the internal switch architecture and the transmission pro-
tocol, a correct packet delivery cannot be guaranteed under all conditions.
There are two reasons for lost packets, both are depicted in the illustrative
example shown in Figure 5.1. The first cause are bit errors on the wire
generated by interference such as crosstalk, noise, or an imprecise sam-
pling point synchronization (cf. Chapter 4). In most on-chip and off-chip
protocols (e.g. Ethernet and QPI [299]), packets are protected by checksums
for instance by a CRC, so it is most likely that bit errors are detected at the
switch or receiver.

Tx Terminal

Switch Packet

Bit error on wire
Tail drop

Tx Terminal

Rx Terminal

Rx Terminal
Output buffers

Figure 5.1: Four terminals connected to a switch. Packets can be dropped
caused by buffer overrun (tail drop) or due to bit errors on the wire.
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5. SWITCHED NETWORKS

The second cause of dropped packets is inherent to non-blocking switches.
Obviously, if multiple packets arrive at different input ports and are tar-
geted towards the same output port, congestion is unavoidable. Packets
are temporarily stored in queues (cf. Figure 5.1) and scheduled for trans-
mission. However, if packets arrive too fast the queues will run over and
packets will eventually be dropped.

Thus, for data transfers which require a reliable in-order delivery, a
higher level transport protocol such as Automatic Repeat ReQuest (ARQ)
[176, 264] is necessary. In scope of the ASTEROID platform (cf Chapter. 2)
this affects the timing of on-chip NoC communication as well as off-chip,
high speed communication.

In this chapter, we first discuss the related work in the field of error
control protocols as well as performance evaluation. In particular we revisit
end-to-end error control protocols such as ARQ and Go-Back-N which take
care of an integer, in-order data transmission in case of dropped packets.
We then present a formal worst-case latency prediction which is used in
ASTEROID to maintain safe timing bounds in on-chip as well as off-chip
communication. We specifically evaluate the off-chip characteristics of
Go-Back-N and Stop and Wait in an automotive Ethernet use-case. The
work presented in this chapter is based on [22].

5.1 Related Work

There are various flavours of ARQ such as Stop-and-wait ARQ as well as
Go-Back-N and Selective Repeat (and further variations thereof) [264]. For
instance, GigE Vision, an Ethernet-based standard for high-performance
industrial cameras, implements a variant of Selective Repeat on top of
UDP. All of these protocols share a similar concept: Successful (or unsuc-
cessful) delivery is signaled back (ACK/NACK) on a return path by the
receiving terminal, so the sending terminal knows when to retransmit
certain packets.

Worst-case, error-free analysis of switched networks without error-
control protocols are broadly available. This included AFDX [33], stan-
dard Ethernet [237, 270], Ethernet AVB [74, 72]. Also standard busy-
period-based approaches for network on chip communication are available
[252, 245, 73]. However, none of these articles discusses the impact of
high-level error control protocols.

A survey of existing end-to-end error-control protocols was presented
in [53]. Further consideration of errors in NoC, associated errors as well
as error-control are summarized in [189]. Approaches that we presented
in Chapter 4 to assess the timing under error effects [44, 45, 248] do not
capture end-to-end error protocols and cannot be applied to these networks.
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Although an ARQ-based mechanism is used, these approaches are only
capable to model broadcasting busses or single point-to-point links.

There is a major difference between a bus-based communication and a
switched network: In bus-based systems, a packet corruption is detected by
all terminals simultaneously and the retransmission is immediately sched-
uled. In switched networks, an unsuccessful delivery is noticed only after
an acknowledgement timeout or negative acknowledgement (depending
on the actual protocol). Hence, the methods used for busses as presented
in the previous chapter cannot be applied to switched networks such as
Ethernet or NoCs.

There is a large body of stochastic considerations of ARQ-based schemes
that can be applied to wired and wireless networks [294, 46, 278, 126].
These results were mostly obtained by simulation or queuing theory (e.g.
[167]). The obtained data is typically expressed as probability distributions
on the packet loss, queue length as well as latency. However, probabilistic
(average-case) approaches are not suitable to the problem in scope of this
work since they cannot give hard worst-case bounds. For instance, these
approaches are not capable to deliver hard latency guarantees not even
under the error-free case.

5.2 Error Control Protocols

As previously motivated, dropped or corrupted packets are a common
scenario in most networks. During the following sections, we assume
that all packets are equipped with a checksum of sufficient error-detection
capabilities. Furthermore, we focus on the network and assume that the
sending and receiving terminals are never faulty themselves. That is,
terminals are always capable to detect checksum mismatches, do not crash,
and do not lose packets due to buffer overflows. As already motivated,
switches are allowed to drop packets due to buffer overrun or bit errors. We
furthermore assume that switches never stop operating for an unlimited
time (permanent error). In the following sections we outline the operation
of two popular error control protocols the simple Stop and Wait ARQ as
well as the more complex Go-Back-N ARQ.

5.2.1 Stop and Wait ARQ
The simplest approach to provide a transparent error-free communication
link is the Stop and Wait ARQ protocol [264]. An exemplary sequence chart
of Stop and Wait ARQ is shown in Figure 5.2. The operation is straight
forward. The sender sends the first data packet 1 and upon arrival, the
receiver acknowledges the data 2 . Once the acknowledgment is received
by the sending terminal, the next packet can be send. Sometimes a data
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Figure 5.2: Illustrative example for Stop and Wait ARQ. The sending
terminal waits for a positive acknowledgement before sending the next
packet. Errors are detected after a timeout.

packet is corrupted or entirely dropped 3 and the receiving terminal
does not send the ACK. After a timeout, the sender notices the error and
retransmits the data packet 4 . Eventually, an ACK packet is dropped
5 , so the receiving terminal receives an integer data packet but the

sending station nevertheless retransmits the packet after the timer expired.
In this case, it is possible that the receiver 6 has received a duplicate
packet. To eliminate such duplicates, a one-bit sequence number is typically
used [264]. Note, that throughout the following sections we assume no
negative acknowledgment (NACK) is used.

Definition 40 (Round Trip Time).
The best-case / worst-case round trip time RTT− / RTT+ is the lower /
upper bound of the time interval from the start of the transmission of a data
packet at the sending terminal until a positive acknowledgment has been
received by the sending terminal.

Obviously, the achievable throughput for Stop and Wait ARQ is con-
strained by the round-trip time RTT+

i of the network. Under worst-case
conditions, the sustainable datarate can never be higher than Ci/RTT+

i .
Otherwise, more and more packets will arrive at the ARQ buffer which
eventually overflows. Also the latency, especially for bursty traffic, is weak
as packets are held back until acknowledged.

5.2.2 Go-Back-N
Go-Back-N is an extension of the simple Stop and Wait ARQ, which enables
faster transmission by admitting a limited number of packets, while still
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Figure 5.3: Illustrative example for Go-Back-N ARQ. Sending terminal
sends out nsw packets, then waits for a positive acknowledgement before
sending the next packet. Hence, there can be nsw packets in-flight. In
case of a dropped data packet, a retransmission of at most nsw packets is
scheduled after a timeout tout.

waiting for outstanding acknowledgements. This approach is widely used
for instance in the High-Level Data Link Control (HDLC) as well as X.25
an ITU-T standard protocol for packet switched wide-area network com-
munication. Figure 5.3 shows an illustrative example of the Go-Back-N
operation. Contrary to Stop and Wait ARQ, Go-Back-N immediately sends
out a number of packets 1 . The maximum number of packets which are
allowed in the network pipeline is called send window (nsw). For normal
operation (highest throughput), the send window should be in the order of
the bandwidth-delay product of the network topology. The bandwidth-delay
product is the typical capacity of simultaneous in-flight messages (pipeline
depth) of the network.

At time 2 in Figure 5.3, the ACK of the first four packets were received
and the next packets are transmitted. Packet 7 arrives corrupted (E) at the
receiving node and is not acknowledged. As for Stop and Wait, no negative
acknowledge (NACK) mechanism is used. All packets which arrive later
and are out of sequence (packet 8 and 9) are discarded (D). Thus, for simple
Go-Back-N, the receiver has a receive window of 1, as it accepts only the
next valid packet. After the sending terminal runs into the timeout at time
3 it retransmits all packets that remain unacknowledged.
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Figure 5.4: Timing model of an ARQ-based protocol.

5.3 Performance of Stop and Wait ARQ

In the following sections, we derive the worst-case latency of a packet as
well as a sequence of packets for the error-free as well as for the error case
(pathological case) under the Stop and Wait protocol.

5.3.1 ARQ Timing Model
For the sake of simplicity, we assume that an application is associated with
a single stream (stream(i)), thus there is a unique sender, receiver rela-
tionship between nodes. In a communication system which uses no error
control protocol, packets are send immediately by the terminals once data
is ready to be transmitted. Accordingly, packets are immediately scheduled
for transmission once they are assembled by the sending application. As
we have seen in the previous section, this is not the case for Stop and Wait
ARQ, where packets are held back by the sending terminal until a positive
acknowledgement has been received (or a timeout occurred). In this section,
we model this effect and extend CPA accordingly.

Figure 5.4 shows the ARQ timing model which we use throughout the
next steps. The figure depicts the following aspects, which are relevant for
timing considerations:

1. Sending application (Higher Layer Application TX).

2. ARQ protocol stack (ARQ) of the sending terminal.

3. The network topology is simplified as a black box (Network).

4. ARQ protocol stack (ARQ) of the receiving terminal.

5. Receiving application (Higher Layer Application RX).
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Any data exchange between these units is abstracted by event models.
The TX application tries to send data according to the injection event model
ηtx. The data packet is fed into the ARQ module which eventually delays
a packet. The ARQ module then feeds data into the network. The event
stream at this edge is bounded by the ARQ event model ηarq,tx. After
the packets have passed the network, a stream which is characterized by
ηarq,rx arrives at the ARQ unit of the receiving terminal and is passed to
the application ηrx. Intuitively, is seems natural that ηarq,tx = ηtx, however
this is not the case. Unacknowledged data could be held back by the ARQ
unit and queue up. Then, if the network allows this, acknowledgements
arrive as quickly as possible and a large output burst can be seen (best-case
after worst-case).

5.3.2 Latency in the Error-Free Case
For each packet which is sent out by the application, the overall system
latency is composed of two parts: The ARQ delay induced by data link
layer (ARQ) as well as the network latency, which is the worst-case time
a packet travels through the topology until it is received by the receiving
terminal. Unluckily, both the ARQ delay as well as the network delay are
mutually dependent. That is, the ARQ delay is a function of the network
delay, since packets have been held back until an ACK is received. Vice
versa, the network latency depends on the ARQ behavior because the more
packets are injected the more interference occurs.

This dependency is resolved by the CPA fixed-point iteration loop and
the following analysis is interleaved with the CPA analysis. Similarly to
the analysis of shared resources in CPA as presented in [240, 242], we add
an analysis step to the outer CPA fixed-point iteration. This ARQ analysis
step is also depicted in Figure 5.5.

First, we compute the worst-case network latency. Then, we derive the
worst-case ARQ latency and update the ARQ event models accordingly.
These steps are repeated until convergence. Once the fixed-point is found,
the overall latency can be computed by summation over the response times.
We assume, that once the packet is received, it is immediately processed
and handed over to the application with no additional delay. Modelling
protocol stack latencies and jitter is easily possible but omitted for the sake
of clarity.

For the following steps we assume that once ηarq,tx is available, we use
approaches from related work (cf. Section 5.1) to compute the worst-case
latency and worst-case round-trip time through the topology.

So the first step is to derive ηarq,tx/δarq,tx which can be used for the
analysis of the switched network. The ARQ event model is a function of the
application’s event model, specified by δtx and the worst-case / best-case
ARQ delay R+

arq/R
−
arq. For the following analysis steps, we assume that the
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Map input event model

Derive output event model

Until convergence or
Constraint violation

Component analysis

Environment model

Derive final end-to-end
characteristics

ARQ analysis

Extension CPA flow

Figure 5.5: Compositional Performance Analysis Flow (right) and ARQ
extension (left).

round-trip time through the network is significantly smaller than the time
tout. This obviously must be the case in all properly configured networks
(a packet is never assumed to be lost, although it is still in the network
pipeline). As described in Chapter 3, δ can be converted into η, which is
then used for the response-time analysis. Thus, it is sufficient to only derive
δ.

Theorem 31 (ARQ Event Model). The effective ARQ event model δ−arq,tx
which is emitted by the data link layer, if no packets are ever dropped or
corrupted is bounded by

δ−arq,tx(q) = max
{
δ−tx(q)−R+

arq +R−
arq, B

−
arq(q − 1)

}
(5.1)

where

• δ−tx denotes the minimum distance function of packets send out by the
TX application.

• R−
arq/R

+
arq are the best-case/worst-case response times of the ARQ.

• B−
arq(q) is the smallest time interval in which any q packets can ever

pass the ARQ unit.

Proof. For a proof two cases need to be considered. Both are conservative
bounds as we will show later. Accordingly, both cases can be computed
independently and the better case is used (hence the max in the equation).

For the first case, we can model the ARQ unit as a processing element
which delays a packet some time in the interval [R+

arq, R
−
arq]. For this we

can use Eq. 3.37 to derive the output event model for jitter propagation. A
proof for this is given in [243] and is a generalized form of Eq. 3.37.
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5.3. Performance of Stop and Wait ARQ

On the other hand, packets can never be forwarded faster than they
get acknowledged. Here, B−

arq(q − 1) is used as a valid lower bound on the
distance of any q packets at the output of the ARQ unit. Assuming one
packet is emitted at some time, then the following q−1 packets are emitted
after time B−

arq(q − 1) earliest. Thus, B−
arq(q − 1) is a lower bound on the

distance between any q events at the output.

Throughout the chapter, we assume that the best-case round-trip time
RTT− is computed by adding the best-case transmission times of the
data packet and the corresponding ACK packet along the (forward and
backward) path through the network according to the worst-case latency
equations given in Chapter 3 (cf. eq. 3.38). The component analyses are
carried out and the worst-case response times along the stream (stream(i))
are summed up to derive the network latency:

Li =
∑

∀j∈stream(i)

R+
j (5.2)

Similarly, the worst-case round-trip time RTT+
i can be computed by also

considering the return path of the acks (ackstream(i)).

RTT+
i = Li +

∑
∀j∈ackstream(i)

Rj (5.3)

5.3.3 Stop and Wait Response Time
We are going to show how to derive the worst-case ARQ delay (R+

arq), the
largest time interval which a packet is resting in the ARQ buffer. Similar to
Eq. 3.19 which is used to derive the busy-period for fixed priority arbitration,
we can establish a busy-period equation for the ARQ protocol. We model
the ARQ behavior by a single task which executes for time RTT+

i . This
resembles the behavior that a transmission of a packet starts earliest after
the previous ACK arrives after time RTT+

i .

Theorem 32 (Stop And Wait Busy Period). The largest time interval warq,i

in which packets arrive at the terminal and need to be queued at the ARQ
buffer while the terminal is waiting for ACKs of previous packets is given by

warq,i = ηtx,i(warq,i) ·RTT+
i (5.4)

where

• ηtx,i(Δt) is an upper bound on the number of packets send by the
application.
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• and RTT+
i is the round trip time through the network.

Proof. Similar to the argument as used in [61], the worst-case is seen, if
the queue is empty and packets arrive as fast as possible. It is straight
forward to show that after time warq,i the ARQ protocol immediately trans-
mits the next packet because all previous packets have been sent and the
corresponding ACKs have been received.

The next step is to compute the time is takes the ARQ unit to process q
packets under worst-case conditions:

Theorem 33 (Worst-Case Multiple Packet Forwarding Time). The worst-
Case multiple packet forwarding time is the largest time interval to forward
a sequence of q packets under an error-free, Stop and Wait ARQ. It starts
with the arrival of the first and ends with the transmission of the q-th packet
and all but the first packet arrive before the preceding one is acknowledged.
It is computed by

B+
arq,i(q) = (q − 1) ·RTT+

i (5.5)

where

• q is the number of packets

• RTT+
i is the worst-case round-trip time of a packet through the net-

work.

Proof. The first packet out of the sequence of q packets can be transmitted
right away. Once the ACK of the already in-flight packet is received after
time RTT+, the next packet is transmitted. Hence, by induction the q-th
packet is transmitted at time (q − 1) ·RTT+.

Theorem 34 (Best-Case Multiple Packet Forwarding Time). The minimum
time interval to forward a sequence of q packets under Stop and Wait ARQ
is lower bounded by

B−
arq,i(q) = (q − 1) ·RTT−

i (5.6)

where

• q is the number of packets

• RTT+
i is the worst-case round-trip time of a packet through the net-

work.

Proof. The proof is straight forward: The first packet can pass immediately,
the following packets must wait the best-case round-trip time until they
are dispatched.
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5.3. Performance of Stop and Wait ARQ

As for fixed-priority scheduling, the worst-case response time can be
found among all packets which arrive during the busy-period.

Theorem 35 (ARQ Worst-Case Response Time). The worst-case response-
time of the ARQ protocol is upper bounded by

R+
arq,i = max

1≤q≤η+
tx,i(warq,i)

{
B+

arq,i(q)− δ−i (q)
}

(5.7)

Proof. See proof of Theorem 1.

Analogously, the best-case response time R−
arq can be assumed to be

zero as packets are forwarded immediately under optimal conditions. In
most situations ARQ is used to transmit a large burst of data (i.e. a large
dataset such as a video frame), which is composed of multiple packets. It is
worthwhile to know the latency of a number of q packets that belong to one
data entity (e.g. the video or LIDAR frame).

Theorem 36 (System Latency). The overall system latency for q data
packets which are to be transfered assuming an error-free Stop and Wait
ARQ channel is given by:

Li(q) = δ−i (q) + Li +R+
arq,i (5.8)

Proof. This is a generalization of the path latency presented in Eq. 3.38.
It takes time δ−(q) to inject q packets into the system. In the worst-

case scenario, the last (q-th) packet experiences the worst-case ARQ delay
(Rarq,i) as well as the worst-case network latency (Li). Due to causality
(FIFO semantics, packets cannot pass each other), we know that all pre-
vious packets must have been received, if the last packet arrives at the
receiver. Thus, Eq. 5.8 is a valid upper bound for the overall system latency
of q packets.

5.3.4 Timing Under Errors
In the previous section, we assumed that all packets were delivered intact.
This naturally includes acknowledgements as well as data packets. We lift
this assumption and evaluate the pathological cases in which either data
or ACK packets are dropped or corrupted. Throughout this section, we
assess the timing under a given number of dropped or corrupted packets
and evaluate the latency under this scenario.

Generally, valid packets can be dropped (i.e. in case of buffer overflow)
or corrupted (in case of bit errors). A store-and-forward switch most likely
detects the bit error and drops the packet. A virtual cut-through switch
forwards the corrupted packet and the receiving terminal notices the er-
ror. Through the rest of the paper we speak of “dropped packets” which
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includes packets dropped caused by buffer overflows as well as bit errors.
Figure 5.2 illustrates how a timeout mechanism detects missing ACKs and
correspondingly triggers retransmission of data.

Throughout the following paragraphs, we extend the previously intro-
duced equations to derive the latency bounds under the assumption of
k-dropped packets. This value then serves as a sensitivity figure for the
consequence of dropped packets.

Let us construct the worst-case timing scenario under the assump-
tion that a single packet is dropped. The drop can occur at any hop
(switch/terminal), however, in the worst-case scenario a packet is lost
at the last hop right at the receiving terminal. Thus, it has imposed the
maximum interference on the network but never arrives healthy at the
destination. Obviously, data as well as ACK packets can be subject to this
problem.

It makes a difference which kind of packet is lost. A lost ARQ packet
is handled differently than a lost data packet. The interested reader is
advised to consult [264]. Timing-wise, it is worse to drop an ACK packet,
right before it reaches the destination tx-terminal. Thus, data as well
as ACK packet fully congest the network but the sender still runs into a
timeout and has to retransmit.

The sending terminal notices the problem after a time tout and resends
the last data packet (cf. Figure 5.2). Hence, similar to the busy period as in-
troduced in the previous section, we can derive the k-error busy period. This
is the busy period under the assumption that k packets have been dropped
during transmission. We extend the previously established equations by
adding the worst-case blocking caused by dropped ACK packets.

Theorem 37 (k-Error Stop and Wait Busy Period). The largest time interval
warq,i(k) in which packets arrive at the terminal and need to be queued at
the ARQ buffer while the terminal is waiting for ACKs of previous packets
under the assumption that k packets were lost is upper bounded by

warq,i(k) = k(tout +RTT+
i ) + ηtx,i(warq,i(k)) ·RTT+

i (5.9)

where

• k is the number of errors

• tout is the ARQ timeout and

• RTT+
i is the worst-case round trip time.

Proof. The proof is analogous to the one of Theorem 32 under the assump-
tion that there is an additional worst-case blocking time.

Similarly, we extend the multiple packet forwarding time to include the
overhead caused by errors.
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5.4. Performance of Go-Back-N

Theorem 38 (k-Error Multiple Event Forwarding Time). The k-error mul-
tiple event forwarding time is upper bounded by

B+
arq,i(q, k) = k(tout +RTT+

i ) + (q − 1) ·RTT+
i (5.10)

where

• k is the number of dropped packets

• tout is the ARQ timeout and

• RTT+
i is the worst-case round trip time.

Proof. A packet is admitted to the network if the previous q−1 ACKs where
received assuming k packets where dropped. This leads to a worst-case
overhead of tout +RTT+

i for each retransmission of where there are k.

Finally, we are able to compute the worst-case ARQ latency, assuming
k dropped packets, by substituting the multiple event forwarding time in
Eq. 5.7 by the k-error multiple event forwarding time. This leads us to the
following ARQ response-time bound:

R+
arq,i(k) = max

1≤q≤η+
tx,i(warq,i(k))

{
B+

arq,i(q, k)− δ−tx,i(q)
}

(5.11)

The k-error system latency can be computed by using Eq. 5.8.

5.4 Performance of Go-Back-N

5.4.1 Latency in the Error-Free Case
In this section, we derive the worst-case response time of the Go-Back-N
ARQ scheme assuming that no packets are lost. The steps are similar to
the Stop and Wait ARQ. That is, we compute the worst-case busy period
to evaluate the largest time interval in which the Go-Back-N unit is busy
waiting for outstanding ACKs. Then, we compute the largest multiple
packet forwarding time for each packet in the busy period which leads to
the worst-case response time.

The peculiarity of Go-Back-N is that at any time there can be up to
nsw packets in-flight. Thus, if no packets are queued, the first nsw packets
are transmitted immediately, whereas the (nsw + 1)-th packet must wait
until the first packet is acknowledged and so on. We assume that the send
window is known and does not change over time. In fact, we can color each
arriving packet according to its waiting partners. In Figure 5.3 there are
nsw = 3 groups: we can group {1, 4, 7, . . . }, {2, 5, 8, . . . }, and {3, 6, 9, . . . }.
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Packet arrival

Packet exit

GBN blocking

ACK round trip time

Figure 5.6: Go-Back-N Gantt chart. Packets and the ACK round trip are
colored according to their position in the send window. a(q)/e(q) indicate
arrival and exit time of the q-th packet.

These groups are scheduled independently from each other given sufficient
number of packets to be transmitted are available.

The concept of groups is also illustrated in Figure 5.6 for the first 8 pack-
ets of the stream (under no errors). Here a(q)/e(q) denote the arrival/exit
times of individual packets into and out of the ARQ unit, respectively. Pack-
ets are colored according to their position in the send window. Blue packets
wait for blue ACKs, red packets wait for red ACKs and so on. Note that
packet coloring repeats in a cyclic way. Obviously, the red packet 5 which
arrives at time a(5) only has to wait for acknowledgements of red packets
which have arrived earlier. Someone could argue that a very late arrival
time a(1) could delay the exit time e(5), (i.e., if a(1) > a(2)) but this violates
causality. Vice versa, we can conclude that if packets arrive as quickly as
possible, the interference for later packets is always maximized. Hence,
the critical instant assumption (packets arrive as quick as possible) leads
to a worst-case scenario for Go-Back-N.

To derive the worst-case response time for a Go-Back-N scheduler we
consider the groups independently from each other. As we will see later, it
is a safe approximation to assume that all groups exhibit the same timing
under worst-case conditions, hence, it is sufficient to derive the worst-case
timing for one group (i.e. red in Figure 5.6) and deduce the timing behavior
for all groups (hatched blue and green).

Theorem 39 (q-Packet Group Forwarding Time). The q-packet group for-
warding time Bgbn,i(q) of a stream(i) is given by the time it takes to forward
a sequence of packets which contains precisely q packets of a given group. It
starts with the arrival of the first and ends with the transmission of the q-th
packet of that group, and all but the first packets arrive before the preceding
is acknowledged. The maximum q-packet group forwarding time B+

gbn,i(q)
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5.4. Performance of Go-Back-N

bounded by
B+

gbn,i(q) = (q − 1) ·RTT+
i (5.12)

• q is the number of (potentially non consecutive) packets which belong
to the same group

• and RTT+
i is the round trip time.

Proof. The last (q-th) packet of that group can be sent out latest when the
ACKs for all previous q − 1 packets of that group are received. Since each
acknowledgment takes at most time RTT+, we obtain Eq. 5.12. Also as the
right hand side of Eq. 5.12 is independent of the actual group (and thus
position in the send window), so we can conclude that also B+

gbn,i is.

Note, that the semantics of the functions Bgbn and Barq are actually
identical as Stop and Wait is a special case of Go-Back-N for nsw = 1. Thus,
a Stop and Wait stream consists of only a single group.

Theorem 40 (Group Busy Period). Given any group G of stream i, the
group busy period is the maximum time interval wgbn,i in which the ARQ
protocol has outstanding ACKs of group G. The maximum group busy
period is upper bounded by

wgbn,i =

⌈
η+
tx,i(wgbn,i)

nsw

⌉
·RTT+

i (5.13)

• nsw is the number of outstanding unacknowledged packets

• RTT+
i is the round trip time

• and η+
tx,i(Δt) is an upper bound on the number of packets send by the

application.

Proof. During any time window Δt, there can be at most � η
+
tx,i(Δt)

nsw
� packets

of group G. Thus, the longest waiting time is bounded by the worst-case
round-trip time RTT+ times the number of packets of group G.

The group busy period starts with the arrival of a packet of group G and
ends with the reception of the acknowledgement of the same group. During
the group busy period, also packets of other groups can arrive and may
have outstanding ACKs at the end of wgbn,i. Again, for the special case
nsw = 1, the group busy period for Go-Back-N matches the busy period of
the Stop and Wait protocol.
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Theorem 41 (Worst-Case Go-Back-N Response Time). The maximum
response time R+

gbn,i of a Go-Back-N terminal of stream i is obtained by

R+
gbn,i = max

1≤q≤η̃+
tx,i(wgbn,i)

{R(q)} (5.14)

with
R(q) = B+

gbn,i(q)− δ−tx,i ((q − 1) · nsw + 1) (5.15)

and

η̃+
tx,i(Δt) =

⌈
η+
tx,i(Δt)

nsw

⌉
(5.16)

where

• R(q) is the response time of the q-th packet of a sequence of q belonging
to the same group

• B+
gbn,i(q) is the time to forward q packets of the same group

• η+
tx,i(Δt) is an upper bound of the number of packets, regardless of the

group

• η̃+
tx,i(Δt) is an upper bound of the number of packets which belong to

the same group

• nsw is maximum number of unacknowledged packets

• δ−tx,i(q) is the minimum distance between any q packets, regardless of
the group.

Proof. The response time is by definition the time interval from the arrival
of the packet at the ARQ unit until it is forwarded to the network. Similar to
the busy-period in fixed-priority scheduling, there are at most η+

tx,i(wgbn,i)
packets which can interfere with each other (cf. Eq. 3.20). However, as we
know, only packets of the same group can interfere. Out of η+

tx,i(w) packets
there are at most η̃+

tx,i(w) packets of the same group. All of these packets
must be checked for their response time.

The response time R(q) of the q-th group packet is maximized, if the
forwarding time is maximized and the arrival time minimized. The latest
forwarding time of the q-th packet is by definition obtained by the maximum
multiple packet forwarding time B+

gbn,i(q).
Now, we need to obtain the minimum distance between any q packets of

the same group. Since the group pattern is repeated in a cyclic fashion (cf.
Figure 5.6), we know that if we start with some group, the next packet of
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the same group is seen after time δ−tx,i(nws + 1) earliest, the second after
time δ−tx,i(2nws + 1). If we expand and generalize the sequence we get the
total number of packets which must be observed in any sequence which
contains q packets of the same group, as follows:

n = (q − 1) · nsw + 1 (5.17)

The minimum time window in which n packets can be observed is by
definition δ−tx,i(n). Thus, R+

gbn,i is maximized.

Similarly, we can derive the best-case behavior for any sequence of q
packets, regardless of the group.

Theorem 42 (Best-Case Go-Back-N Multiple Packet Forwarding Time).
The best-case Go-Back-N multiple packet forwarding time B−

gbn,i(q) for a
stream i for any seqeunce of q packets is lower bounded by

B−
gbn,i(q) =

(⌈
q

nsw

⌉
− 1

)
·RTT−

i (5.18)

where

• RTT−
i is the best-case round trip time

• and nsw is maximum number of unacknowledged packets.

Proof. The proof is analogous to the one of Theorem 40.

5.4.2 Timing under Errors
As for Stop and Wait ARQ, we now consider the pathological case for Go-
Back-N ARQ. Since Go-Back-N is more complicated, there are more cases
to consider. At any time there are at most nsw unacknowledged packets
in-flight, so any of those packets can be corrupted. In case the first packet
in the send window is affected (cf. packet 7 in Figure 5.3), up to nsw must be
retransmitted. However, if the last packet is affected and the send window
did not advance because no additional data is available at the sending
terminal, only one packet must be retransmitted. The case of a lost ACK is
more subtle and we have to consider two cases1.

1. An ACK is lost and the associated data packet was the most recent
packet from the sender: In that case, the missing ACK is noticed after
tout time and a retransmission of the recent packet is initiated.

1These cases are not shown in Figure 5.3
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2. Secondly, an ACK is lost but the transmitting terminal has sent further
packets which were correctly acknowledged. In this case the sending ter-
minal can implicitly assume the outstanding ACK because subsequent
packets are confirmed which would remain unacknowledged otherwise.

For the following analysis, we approximate the real protocol behavior
the following way: We assume that all data packets arrive at the receiver
but the associated ACK is dropped on the last hop. As explained previously,
subsequent ACKs implicitly acknowledged all previously sent data. We
assume that this does not happen and the receiving terminal still waits
for the missing ACK. This obviously is an overestimation but captures all
possible effects at once: Data and ACK packets impose the highest load on
the network while still waiting for the timeout.

Theorem 43 (K-Error Group Busy Period). Given any group G, the k-error
group busy period is the maximum time interval wgbn,i(k) in which the
ARQ protocol has outstanding ACKs of group G assuming exactly k dropped
packets of group G during that time. The maximum k-error group busy
period is upper bounded by

wgbn,i(k) = k(tout +RTT+
i ) +

⌈
η+
tx,i(wgbn,i(k))

nsw

⌉
·RTT+

i (5.19)

Proof. During any time window Δt, there can be at most � η
+
tx,i(Δt)

nsw
� packets

of group G. Thus, the longest waiting time is bounded by the worst-case
round-trip time RTT+ times the number of packets of group G plus an
additional waiting time for each dropped packet. Under worst-case condi-
tions a dropped packet leads to a timeout and an retransmission, thus the
waiting time per error is upper bounded by tout +RTT+.

Theorem 44 (k-Error, q-Packet Group Forwarding Time). The k-error, q-
packet group forwarding time Bgbn,i(q, k) of a stream(i) is given by the
time it takes to forward a sequence of packets which contains precisely q
packets of a given group under the assumptions of k corruptions in that
group. It starts with the arrival of the first and ends with the transmission
of the q-th valid packet of that group, and all but the first packets arrive
before the preceding is acknowledged. The maximum multiple error packet
forwarding time B+

gbn,i(q, k) for Go-Back-N is independent of the actual
group and bounded by

B+
gbn,i(q, k) = k(RTT+

i + tout) + (q − 1) ·RTT+
i (5.20)

Proof. The proof is analogous to the one of Theorem 39. Additionally,
under worst-case conditions, each error leads to a timeout tout as well as a
retransmission which is acknowledged after time RTT+

i .
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Correspondingly, we can derive the response time under the assumption
that k packets were dropped.

Theorem 45 (Worst-Case k-Error Go-Back-N Response Time). The maxi-
mum k-error response time R+

gbn,i(k) of a Go-Back-N terminal is obtained
by

R+
gbn,i(k) = max

1≤q≤η̃+
tx,i(wgbn,i(k))

{R(q, k)} (5.21)

with
R(q, k) = B+

gbn,i(q, k)− δ−tx,i((q − 1) · nsw + 1) (5.22)

and

η̃+
tx,i(Δt) =

⌈
η+
tx,i(Δt)

nsw

⌉
(5.23)

Proof. The proof is analogous to the error-free counterpart, but instead
B+

gbn,i(q, k) and wgbn,i(k) are used which are conservative by construction
under the k-error assumption.

5.5 Experiments

In our experiments we evaluate only Go-Back-N as Stop and Wait is a
special case for nsw = 1. Throughout the experiments, we apply the
presented algorithms to off-chip switched Ethernet networks. However,
as already mentioned, the established formalism is also valid for on-chip
switched communication.

We assume a standard store and forward Ethernet switch as depicted
in Figure 5.7. Ethernet frames arrive at the ingress port, and are parsed
and forwarded to the correct egress port. Frames are queued in a first-
in, first-out fashion until they are scheduled for transmission. Switches
can be cascaded in any arbitrary topology. Sophisticated switches are
capable to detect and break cycles (e.g. by using Spanning Tree Protocol
STP), however, we restrict our scope to simple acyclic topologies, which are
common in the embedded domain. For the analysis, we assume a constant
wire delay of 33ns which translates to about 10m wire length (propagation
at the speed of light).

5.5.1 Daisy Chain
At first, we consider a daisy chain topology consisting of five switches as
depicted in Figure 5.8. A sending terminal (TX) sends a datastream using
Go-Back-N to a receiving terminal (RX). Each frame carries 1024 bytes
payload which contains the actual data as well as the Go-Back-N protocol
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egressingress

ingress

……

egress

Figure 5.7: Ethernet frames are received on the ingress port and forwarded
to the appropriate egress port, where they are queued until transmitted.

information. We assume a bursty datastream (e.g. radar data) which can
generate a 20 kb burst (20 frames) with an average rate of 1 Mb/s. ACK
packets are sent from the RX terminal back to the TX terminal using a
minimum sized Ethernet frame which has 32 bytes payload. Piggypacking,
where ACKs are merged with payload data on the return path, is not
considered. Hence, a physical ACK frame is sent for each acknowledgement.
Additional terminals connected to each switch periodically (P = 0.5 ms)
send frames with 1024 bytes payload to the rx terminal.

To evaluate the influence of the send window on the latency, we swept
over an interval nsw ∈ [1, 25]. The results are depicted in Figure 5.9.
For each experiment, we depicted the worst-case end-to-end latency for
transmitting 20kb of data. The latency tends to drop with an increased send
window; this is expected as the limited send window is the major cause for
blocking. Surprisingly, the latency is not monotonically decreasing in nsw.
This is not very obvious, as an increased send window suggest less ARQ
blocking, after all, all terms (i.e. Rarq) are monotonically decreasing in nsw.
However, an increased nsw leads to increased network load because more
packets are admitted in shorter time. This increased transient load leads
to a higher RTT+ which negatively affects the system latency. We can
conclude that for small nsw the ARQ protocol has a self-regulating traffic

Switch Switch Switch SwitchTX

terminal terminal terminal terminal

Switch

terminal

RX

Figure 5.8: Daisy-chain topology. A sending terminal (TX) communicated
with the receiving terminal (RX) using the Go-Back-N protocol. Further
network congestion is generated by additional terminals.
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Figure 5.9: Formal worst-case latency.

shaping characteristic limited by the network load (higher round-trip times
lead to less congestion).

For completeness, we compare the formal worst-case analysis with a
simulation of the topology. We used a discrete event simulator to trace
the behavior under the previously introduced setup. We directly injected
large bursts (20 kb) into the ARQ unit and ran each experiment for 100 s
of simulated time. The results are depicted in Figure 5.10. Note that the
latency decreases monotonically with nsw contrary to the formal analysis.
It seems that the non-monotonicity, which is seen in formal analysis, is
caused by the worst-case approximations. However, it must be noted that
the simulation shows the observed worst-case and the actual worst-case is
somewhere between the formal analysis results and the simulation.

The overestimation of the formal analysis compared to the simulation
depends on the exact send window size but is in the order of a factor 3.
This is partly due to the complex feedback of overestimations. Worst-case
assumptions are considered in isolation for each hop which makes the line
topology unfavorable. This is a trade-off between accuracy and analysis
complexity. These local worst-case scenarios are partially mutual exclusive
and, thus, the overestimation, as for any CPA analysis, increases with
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Figure 5.10: Simulated latency (worst-observed).

the number of hops. Still the absolute latency figures, obtained by the
formal analysis, of less than 3 ms are promising. These values are still
suitable for hard real-time data communication with very tight end-to-end
constraints. This way, it gives solid, reliable worst-case guarantees which
simulation results cannot provide. Also it must be noted that the runtime
of the simulation (172 min) is 4 orders of magnitude larger than the formal
analysis runtime (4s) on an Intel Core i7 processor.

5.5.2 Two Switches Automotive Setup
In this section, we apply the approach to a more realistic automotive
Ethernet setup. As a realistic automotive use-case, we use a topology and
traffic characteristics from a real in-car setup as presented in [173].

The Ethernet network consists of 14 end nodes which exchange data
with different timing constraints. Two switches provide the interconnect for
all devices as shown in Figure 5.11. A processing unit (HeadUnit) operates
as a data sink for control, camera, and bulk streams. Two side cameras,
as well as a rear camera transmit driver assistance video streams to the
HeadUnit. The unit computes a bird’s eys view from these streams used
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HeadUnit FCAM PU_FCAM

CAM1 CAM2

CTRL1 CTRL2

AVSink Bulk

CTRL3 CTRL4

AV_Audio AV_VideoCAM3

SW2

SW1

Figure 5.11: Automotive topology with two swiches.

as an input for further applications (i.e. pedestrian detection). The fourth
camera (FCAM) captures a front video which is send to a dedicated front
view processing unit (PU_FCAM).

The rear seats of the car are equipped with an AV entertainment system.
Here, AVSink represents the rear seat entertainment system (RSE) which
operates as the sink for AV_Audio and AV_Video streams. BulkTraffic
resembles best-effort data (e.g. 4G Internet communication) which is send
to the HeadUnit. The authors of [173] argue that all CAN and almost all
Flexray control data can be packaged in 20 bytes UDP frames. They traced
an existing system and found that inter-frame time of CAN and Flexray
messages are between 10 and 100 ms (including event-driven as well as
cyclic frames). As we need a conservative, worst-case approximation for
the traffic classes, we assume an inter-frame time of 10 ms for all control
frames.

It is assumed that driver assistance videos data is MPEG2-TS encoded
with a bitrate of 25 Mbit/s. Each camera transmits an UDP frame each 0.25

Node
Name

UDP/TCP
Payload
[byte]

Ethernet
Payload
[byte]

Period
[ms]

Net
Bandwith

Gross
Bandwith

Ctrl1,...,Ctrl4 20 48 10 16 kbit/s 38.4 kbit/s
CAM1,...,CAM3 786 814 0.25 25.1 Mbit/s 26 Mbit/s
FCAM 786 814 0.25 25.1 Mbit/s 26 Mbit/s
Audio 1472 1500 8.4 1.4 Mbit/s 1.43 Mbit/s
Video 1472 1500 1 11.8 Mbit/s 12 Mbit/s
Bulk Traffic 1400 1440 1 11.2 Mbit/s 11.52 Mbit/s

Table 5.1: Traffic characteristics as used for the automotive setup.
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Figure 5.12: Latency for all streams in the automotive setup. GBN indicate
the forward stream (i.e. CAM to Headunit), where ack indicates the latency
on the acknowledgment path.

ms, with bursts of 5 packets. All camera streams use Go-Back-N to protect
the data against corruptions. Control data such as sensor data is assumed
to be updated and send so frequently that an additional error detection
and correction is not necessary. Similarly, the RSE consists of DVD video
data and 44.1 kHz stereo uncompressed audio (audio CD). In [173], the
BulkTraffic consists of 15 TCP connections to the HeadUnit with up to 11.2
Mbit/s. As our model cannot capture the complex TCP flow-control protocol
accurately, we model the TCP streams by independent frames to capture the
imposed workload. For a detailed description of the traffic characteristics,
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the interested reader is advised to consult [173]. An overview of the traffic
description is shown in Table 5.1.

The authors of [173] did assume non-prioritzed Ethernet, we assign
reasonable priorities for video and control data, which are in-line with the
overall automotive application. Latency critical traffic such as control data
(CTRL1,2,3) is mapped to the highest priority. Thus, it is guaranteed, that
critical data is forwarded as soon as possible. All video and audio streams
(all CAMs, FCAM, AV_Video and AV_Audio) were mapped to medium
priority. BulkTraffic is mapped to the lowest priority, that way isolation is
guaranteed.

Figure 5.12 shows the latencies of all streams (except best-effort Bulk).
Latencies for Go-Back-N traffic is broken down in forward path (GBN) and
backward path (ack) as indicated. We analyzed the topology using two
different parameters for the send window nsw = 5 and 10. For send-window
sizes of smaller than 4, the analysis was not capable to find a fixed point
and deemed the system unschedulable. Interestingly, the results are still
promising with latencies of below 3 ms in all cases. Generally, a worst-case
latency in the order of 10 ms is considered as low in the automotive domain
and error control protocols seem very well applicable to hard real-time
traffic.

5.6 Summary

In this chapter we have introduced high level error control protocols and
how they detect and correct packet drops. The chapter focused on Stop and
Wait as well as Go-Back-N in particular, as they are the most simple and
well understood concepts. First, we dissected the protocols with respect to
their timing behavior and constructed the worst-case behavior. Then we
formally considered the error-free as well as the error case and derived the
event models, response times and system latencies for aforesaid protocols.
It seems possible to extend the presented approaches to other schemes such
as Selective Repeat or Hybrid schemes.

Contrary to the considerations in previous chapters, we did not derive
reliability figures using error models. In this work we focused on a con-
servative consideration of ARQ protocols - also under errors. Merging this
work with the previously introduced error models remains to be addressed
in future research. A challenge for this is that multiple error models are
involved: one per link and one per device2. This “error-parallelism” needs
to be captures in a reliability analysis.

By using our methodology, contrary to common belief, we could show
that end-to-end error control protocols are generally adequate for hard

2In case the switches are also considered to be faulty.
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real-time systems such as safety-critical high data-rate video applications,
although the application of ARQ protocols leads to increased end-to-end
latencies and higher worst-case transient load. Applied to the ASTEROID
platform, this allows us to conservatively predict the latency of switched
networks under errors be it on-chip or off-chip.
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CHAPTER 6

Multiprocessor on Chip

To maintain a high degree of fault-tolerance, the ASTEROID platform exe-
cutes a task redundantly on multiple cores until a common synchronization
point (voting) is reached. The architectural novelty compared to simple
lock-stepping is that only a subset of all tasks (only the safety-critical
tasks) are replicated. This gives more flexibly and helps to reduce cost (cf.
Chapter 2).

The redundancy protocol Romain is implemented by the research group
of TU Dresden in the operating system Fiasco.OC [276]. The Romain
master waits until all redundant copies have synchronized (or timed out),
compares the intermediate result and, in case of no errors, continues the
execution until the next voting point is reached [17]. In case of errors,
either the correct state is copied over the erroneous (roll forward) or a
recent checkpoint is restored.

Naturally, this has some interesting timing effects which are studied in
this chapter: Since a task is simultaneously executed on multiple cores and
is also subject to voting and checkpointing, previously established timing
and reliability analysis approaches cannot be directly applied to predict
the timing due to synchronization effects.

This chapter is divided into three sections: First, we establish a timing
model of replicated execution. Then we evaluate the worst-case perfor-
mance of fault-tolerant tasks running on ASTEROID. Finally, we establish
an approach to accurately predict the mean time to failure (deadline miss)
under the ASTEROID scheme. The approach and results presented in this
chapter are based on [19, 20]. Geoffrey Nelissen1 kindly pointed out two
problems with the approach presented in [19] which leads to optimism

1grrpn@isep.ipp.pt
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6. MULTIPROCESSOR ON CHIP

in the response time analysis. We address these shortcomings and pro-
vide a simplified, revised approach which resolves these problems. All
experiments in this chapter were performed using the revised approach.

6.1 Error Detection and Recovery Model

The MPSoC executes an application consisting of replicated tasks as well
as unprotected tasks. This reflects the requirement that some functions are
of higher criticality than others. In ASTEROID, processors communicate
over a local interconnect which is capable to detect and correct errors on its
own. Here the methods and approaches of Chapter 4 can be used.

Tasks are managed by an operating system which uses a fixed-priority
scheduler and are statically mapped to individual cores. In most cases
this is a valid assumption, since partitioned scheduling schemes are widely
used (e.g. AUTOSAR [10]) and well understood [47].

Additional communication overhead such as NoC overhead, cache co-
herency traffic or shared resource accesses is not explicitly modelled. We
assume that any overhead is accounted in the execution times or application
graph as described below.

6.1.1 Fault-Tolerant Tasks
Our system consists of non-fault tolerant (non replicated) task as well as
fault-tolerant (replicated) tasks. A non-fault tolerant task τ behaves like
an independent task as discussed in Chapter 3. Once activated, it occupies
the processor for some time between its best-case and worst-case execution
time, furthermore it is mapped to a single core and has a unique priority.

Fault-tolerant (ft) tasks are extensions of regular tasks which are repli-
cated among several cores to increase reliability.

Definition 41 (Fault-Tolerant Task).
A fault tolerant task is an independent task with an annotated best-case /
worst-case execution time C+/C+, which is executed redundantly (in space
or time) and subject to voting.

We assume that in regular, predefined intervals, the application triggers
the creation of a checkpoint. The checkpoint includes all recently changed
memory regions of the task’s address space, as well as the current regis-
ter contents. When a checkpoint is established, the processor writes the
relevant memory content to a fault-tolerant memory region. This can be
protected main memory (e.g. by using an ECC) as well as dedicated check-
point memory, e.g. as used in the SafetyNet [256] approach. Furthermore,
we assume that the creation of a checkpoint is an atomic transaction and
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PreemptionCreate Checkpoint

Execution

Activation

Recovery

Core 2

Core 1

e1

e2

Deadline

Figure 6.1: Gantt diagram showing non-replicated tasks τ1, τ3, τ4 as well
as replicated task Θ4.

the hardware circuitry (e.g. DMA controller) takes care, that the check-
pointing process itself is fault tolerant. That means, if checkpoint creation
itself is affected by errors it will simply restart until it has completed the
process. Once an error in the program state is detected, the most recent
checkpoint is restored, and task execution is resumed from this point. Gen-
erally, the imposed assumptions are compatible with most of the checkpoint
and rollback approaches which are summarized in [265].

For the error detection, we assume a voting process as introduced in
Chapter 2 which is based on a fast fingerprinting hardware support. An
example of the voting and checkpointing sequence is shown in Figure 6.1.
Here fault-tolerant task Θ2 consists of two checkpoints. First, a checkpoint
is created (red box), then computations are performed (white box). The
state comparisons are performed at intermediate points in computation
(dashed vertical lines). An error hits a non fault tolerant task τ1 at time e1.
This directly leads to a failure associated to the function of that task. An
error event e2 hitting a replicated task Θ2 leads to a state corruption which
is detected at the next state comparison (second dashed line). A recovery
process is initiated and the execution is resumed from the last checkpoint.
In this scenario all deadlines (vertical bars) are met.

To model the overhead of checkpointing and recovery, a fault-tolerant
task is associated with further parameters. Checkpointing and redundancy
imposes additional execution time overhead described by parameters n, tcov
and trov. For a ft-task, the execution time C is divided into n checkpoint
stages of arbitrary length tcp,i so that C =

∑
tcp,i. At the beginning of each

execution interval (stage), a checkpoint is established causing a creation
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Figure 6.2: A generic fork-join model as used in OpenMP or Romain repli-
cation framework [75] as used in ASTEROID. A fork-join task can be
subdivided into vertical stages and horizontal segments.

overhead of tcov. At the end of each stage, fingerprints of all redundant
execution streams are compared. In case of an error, all replicas re-execute
the recent stage with an additional recovery overhead of trov.

We assume that the time required for detection and recovery for in-
terconnect errors is negligible short. Previously presented results for a
priority-based arbitration scheme confirm such assumptions. Also, to keep
the presented analysis clear, we assume that there is no additional com-
munication overhead which needs to be considered, instead all overhead
is attributed implicitly to the tasks execution time. The operating system
and the processor hardware (MMU) take care that an erroneous task does
not interfere with other tasks in the system. In particular, this implies
that a faulty task cannot write to memory regions not assigned to this task.
However, timing interference is possible when an erroneous task keeps
demanding processing time.

6.1.2 Fork-Join Task Model
The rest of this chapter abstracts from the fault-tolerant task and maps
the problem into the domain of DAG task graphs [42]. Any fault-tolerant
task using replication can be modeled by a directed acyclic graph as shown
in Figure 6.2. A fork-join task Θ is an extension of an independent task
and consists of multiple stages with further data dependency.

Definition 42 (Fork-Join Task).
A fork-join task Θ is a directed acyclic graph with a set of independent
tasks as nodes and edges between these tasks which represent the precedence
relations.
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In any fork-join graph, we can identify segments and stages as annotated
in Figure 6.2. The stages reflect the checkpoint intervals whereas the
segments model the redundancy in space.

In that sense, a segment can only be started once all segments released
in the previous stage have finished their execution. Each segment is
modeled by an independent task, thus it has a worst-case execution time,
priority and unique mapping. Nested forks in which only some segments
have common synchronization points are not modelled (and not supported).

The execution semantics is similar to the ones of independent tasks: We
assume an infinite large fifo queue in front of the fork-join task. Once an
event arrives at this queue, the first stage of the fork-join task is released
and the sub-tasks are spawned. Once all segments of the first stage have
fully executed, the following stage is triggered. The event is processed if the
last stage has fully executed (and all segments have finished). If further
events arrive at the fork-join task during that time, they are queued at the
fifo. Thus, at any time the fork-join task is only processing one event. We
can conclude that the considered fork-join DAG is not pipelined, opposed to
the generic task graph introduced in the SymTA/S approach [120]. For the
sake of simplicity, we do not consider shared resources such as semaphors
(e.g. Multi-processor Priority Ceiling Protocol [225]). However, as our
analysis follows the compositional CPA approach, related approaches in
the field of shared resources can easily be integrated into the presented
formalism.

Now, it is obvious that any fault tolerant task can be represented by an
associated fork-join task. The segments represent the independent execut-
ing replicas, whereas the “join” semantics models the voting mechanism. A
DMR-based replication is modeled using two segments, a TMR approach
features three segments. The number of stages depends on the number of
checkpoints n.

To reference individual nodes in the fork-join DAG, we introduce the
following shorthand notations. A fork-join task Θ is represented by a set of
regular tasks which we call subtasks.

Definition 43 (Fork-Join Subtask).
A subtask τσ,s of a fork-join task Θ is the σ-th segment in the s-th stage,
which has no further data dependency.

Subtasks are shown in Figure 6.2 as circles. Similarly, a fork-join
task is parametrized by a set of execution times and priorities Cσ,s, pσ,s

one for each subtask τσ,s. The execution time depends on the number of
checkpoints n and the total execution time C of the associated fault tolerant
task. Hence, for n checkpoints, there are n stages.

Corollary 4. Assuming, a task is split into n checkpoints of the equal length
(C/n). Under DMR/TMR, there are two/three segments and we get the
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stage1 stage2 stage3 stage4 stage5

segment 1

segment 2

checkpoint groups

Figure 6.3: Fork-join model for a fault-tolerant task. Checkpoint groups
are indicated.

∀s ≤ n, σ ≤ 2 : Cσ,s =
C

n
+ tcov (6.1)

Proof. By construction, each subtask executes C/n-th of the workload plus
the additional checkpoint creation time.

For a fault tolerant task Θi, we can group all segments in a given stage
s in a set.

Definition 44 (Checkpoint Group).
A checkpoint group is the set of fork-join subtasks which belong to the s-th
stage of Θi. CGi,j,s is the j-th instance of a checkpoint group associated
with the s-th stage of Θi.

Thus,a checkpoint group contains all segments which (in an error-free
environment) computes the same result and leads to a comparison. An
example of a fork-join model which reflects a fault tolerant task is given in
Figure 6.3. Also the checkpoint groups are indicated.

Without loss of generality, we assume that all subtasks in one segment
are mapped to the same core: This means that tasks in the same row in
Figure 6.2 are mapped to one core. This is the case for redundant execution,
as the segments in the fork-join task graph represent the replicas. Thus,
the segment (σ) encodes implicitly the mapping for fork-join tasks, and we
can say τσ,s is mapped to core σ. In that sense σ can be a segment as well
as a core.
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6.1.3 Failure Modes and Error Handling
An error can affect a task in a number of ways, eventually causing a task
to stop providing service. Unprotected tasks are assumed to fail on the
first error, which is a conservative assumption based on the possible failure
modes of the processor. For tasks which are replicated, error events can
occur during the following execution phases:

1. checkpoint creation

2. regular execution

3. recovery process

For the first case we assume that an error during checkpoint creation
is detected and corrected on-the-fly by Romain. For the second case the
error is detected after all segments have finished. It might happen that
due to errors a task gets stuck in a loop and will not yield processing-time
properly. Romain implements a budgeting (timeout) mechanism which
enforces maximal execution times to detect programs which got stuck. A
similar kind of budgeting is also used in PharOS [55]. Then the recovery
process is triggered with the result that the recent checkpoint group is
re-executed. The third scenario is treated like the second, assuming that
an error during the recovery process does not corrupt the recent checkpoint.
By these means it is possible to detect errors at the end of each task to
avoid error propagation in the system (domino effect). Errors do not have
an effect on tasks when a core is idling.

Figure 6.4 shows an example Gantt chart as a possible execution trace
of a system with two cores and tasks τ1 - τ4 as well as Θ2. Here priorities
are assigned according to the occurrence in the chart, i.e. τ1 has a higher
priority than Θ2 and so on. In this example Θ2 is a fault-tolerant DMR task
with two equally distributed checkpoints (n = 2). Checkpoint groups are
indicated by CG2,1,1, . . . , CG2,2,2. Important events have been numbered
in the order of their occurrence: 1 All tasks activate simultaneously. Both
replicas of Θ2 start creating a checkpoint. 2 An error event e1 affects task
τ1, causing this task to fail. Further activations of τ1 may still dissipate
processor time but have no further value for the service delivered by τ1.
3 The intermediate results of all segments in CG2,1,1 are available and

match. Then, a checkpoint is established. 4 An error event e2 hits Θ2.
A segment in CG2,1,2 is affected. 5 After the execution of segments in
CG2,1,2, the voting mechanism detects a mismatch and a recovery is initi-
ated and a reexecution follows. This is modelled by an additional fork-join
stage indicated by CG

′
2,1,2. 6 The voting after the reexecution CG′

2,1,2

agrees, no further error is detected. First activation of Θ2 successfully
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Figure 6.4: Illustrative example: Task Θ2 is mapped redundantly to both
cores and split in n = 2 checkpoints.

completed and deadline met. 7 A second activation of Θ2 arrives, check-
point is established. 8 Intermediate result in CG2,2,1 is available and the
voting data matches, a checkpoint is established. 9 Intermediate result in
CG2,2,2 is available and match. The second activation of Θ2 successfully
completed and deadline met.

In this example, we can see that the effect of an error (recovery and ree-
execution) can be modelled by adding an additional stage. For a single error,
it is a conservative assumption that the stage with the largest execution
time is reexecuted. Thus, a fault-tolerant task representing this behavior
has n+1 stages, n from the original fork-join task graph plus an additional
stage which models one reexecution. This idea can be generalized to k
errors:

Corollary 5. A fault-tolerant task which is affected by k errors during its
execution is conservatively approximated by a fork-join task graph with a
total of n+ k stages.

Proof. A fault-tolerant task in an error-free environment is modeled by n
stages, where n is the number of comparisons (votings). Under worst-case
situations, an error hits the stage with the largest execution time, which
leads to an additional comparison (voting), recovery and reexecution. Again,
in the worst-case scenario, this reexecution is affected by another error
leading to another recovery/reexecution.

In the worst case, each of the k errors hits the worst-case segment. This
leads to a total of n + k stages, with n being the original stages and the
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addional k stages are repetitions of the stage with the largest execution
time.

Corollary 6. If all checkpoints are equally distributed, the execution time
for a subtask which models error recovery and execution time is given by:

∀n > s ≥ n+ k, σ ≤ 2 : Cσ,s =
C

n
+ trov (6.2)

Proof. Each recovery subtask consists of the actual recovery time trov plus
the reexecution time C/n.

6.2 Performance of Fork-Join Tasks

This section discusses the timing implications of redundant multicore exe-
cution in which the workload associated with the application is distributed
on multiple isolated cores and executed in parallel. In particular, we derive
a worst-case bound on the response time for fork-join tasks which are used
to model replicated execution.

The presented methodology is not only restricted to redundant execution
of reliable applications, but can be also applied to predict the timing of
high performance, hard real-time applications which use a state of the art,
parallel computing paradigm.

6.2.1 Related Work
Task-parallel programming models facilitate splitting application logic
into sequential and parallel parts. Toolkits, such as OpenMP [205] and
Intel’s Thread Building Blocks [133] support the programmer by automat-
ing most of the parallelization and synchronization work. Depending on
the scheme, this leads to an unpredictable system, or makes a real-time
analysis challenging.

Parallel task models that support such semantics have been presented
for instance in [163, 218, 34]. Early work in distributed systems in which
events are synchronized was presented in [108]. The fork-join tasks consid-
ered in this work are a special case of directed acyclic graph (DAG) task
models for instance [96, 30, 42].

Holenderski et al. [124] addressed multi-resource scheduling in which
parallel tasks can access local and global resources which can be pre-
emptible as well as non-preemptible. In that scope a generalized shared
resource protocol (Parallel-SRP) was presented. Baruah et al. presented
a generalized parallel task model [30] which also supports fork-join tasks.
They analyze the schedulability under EDF and concludes that EDF has a
speedup bound of 2. Fork-join task models in particular were considered
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in [239], the presented model is compatible with our work. The authors
decomposed fork-join task constraints into a set of sequential deadline
constraints under implicit deadline assumption. Based on this, schedula-
bility bounds for global EDF scheduling were given. Lakshmanan et al.
introduced a task stretch transformation in [163] where parallel workload
is converted into sequential workload which effectively avoids fork-join
structures where possible. The work was extended in [87, 218] (segment
stretch transformation). The resource augmentation bound for SST and
TST was shown to be 3.42. This implies that any taskset, feasible on m
unit speed processors is also schedulable by SST / TST on m processors
that are 3.42 faster.

There exist a large variety of scheduling and mapping techniques to
handle fork-join tasks such as [192]. Here deadlines were assigned to a
fork-join task and an EDF-like scheduler was used to schedule all subtasks
in a fork-join task independently. In [94] a heuristic algorithm (Fisher-
Baruah-Baker First-Fit-Dreceasing) was given to map tasks to cores under
a partitioned multiprocessor scheme. Fork-join decomposition and priority
assignment were put together in [92] in scope of RT-OpenMP.

Most of related work in the field of parallel task graphs only considers
global EDF or variations thereof under implicit deadline assumptions
(i.e. [58, 164, 30, 239, 92]). In this work we show how to predict the
response-time of such applications under a fixed-priority scheduling scheme
conservatively.

This work is based on [19] which discussed a response-time analysis
methodology for fork-join tasks. However Geoffrey Nelissen pointed out
two shortcomings that lead to optimism.

The first problem is related to blocking. A fork-join task behaves in a
way quite similar to two independent tasks mapped to an MPSoC which
block on a single shared resource. For shared resource, the challenge, model
and analysis is discussed in [191]. The same blocking effect can delay the
execution of the fork-join tasks on one processor and artificially causes an
increased input jitter.

The second problem is that the work in [19] assumes a greedy approach
in which interference is assumed as early as possible. This does not always
lead to the worst-case as we will show in a later example. The work
presented in this section still uses the concepts presented in [19] and
revises the approach.

6.2.2 Response-Time of Independent Tasks Under the
Presence of Fork-Join Tasks

Through the course of this section, we strive to obtain the fork-join response
time.
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MappingTaskset

Independent tasks

Figure 6.5: Example taskset and mapping as used for illustrative purposes.
Two cores, one fork-join task Θ2 and some individual tasks.

Definition 45 (Fork-Join Response Time).
The response time R+ of an event of fork-join task Θ is the time interval
defined by the time when the event arrives at a fork-join task until it exits
the last stage.

The worst-case (fork-join) response time R+ is an upper bound to any
response time which can be observed. The goal of the following analysis
steps is twofold: First, we determine the response time of independent
tasks under the interference of fork-join tasks. Then we show how to obtain
the worst-case response time bounds for fork-join tasks.

We now derive the worst-case response time for any independent task
τi which is not part of a fork-join task. Contrary to systems which solely
consist of independent tasks, an independent task τi can be preempted not
only by independent tasks but also by fork-join tasks Θj . The following
analysis includes these timing effects. To illustrate the effects caused by a
fork-join task on an individual task we use the example taskset as shown
in Figure 6.5. In the example we have six independent tasks as well as
one fork-join task mapped to two cores (Core 1, Core 2). The fork-join task
consists of three stages and two segments. We now demonstrate how to
obtain the response time of task τ4 running on Core 1. We choose this task
as an example, since it has a lower priority than all subtasks of Θ2 as well
as τ1.

According to Theorem 1, to compute the worst-case response-time it
is sufficient to bound the multiple event processing time as well as the
scheduling horizon (or busy-period).
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t

Core 1

,

Figure 6.6: Worst-case schedule for independent task τ4 running on core 1.
Queuing delays as well as multiple-event busy times are indicated for the
first two events.

Corollary 7. The multiple event processing time B+
i (q) of an independent

task τi under partitioned, fixed-priority preemptive scheduling is given by

B+
i (q) = q · Ci + Ii,IND(B

+
i (q)) + Ii,FJ(B

+
i (q)) (6.3)

where

• Ci is the worst-case execution time of task τi,

• Ii,IND(Δt) is an upper bound for workload caused by higher priority
independent tasks in any time window of length Δt,

• Ii,FJ(Δt) denotes the interference caused by fork-join (sub-) tasks of
higher priority mapped to the same core.

Proof. To execute q instances of an independent task τi, the workload of
the task itself q ·Ci must be executed as well as all higher priority workload
released during the processing time. The higher priority load consist of
other independent tasks as well as fork-join tasks.

Similarly, we retrieve the queuing delay for the q-th event as follows.

Corollary 8. The multiple event queuing delay Qi(q) of an independent
task τi under partitioned, fixed-priority preemptive scheduling is obtained
by

Qi(q) = (q − 1) · Ci + Ii,IND(Qi(q)) + Ii,FJ(Qi(q)) (6.4)
where
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• Ci is the worst-case execution time of task τi,

• Ii,IND(Δt) is an upper bound for workload caused by higher priority
independent tasks in any time window of length Δt,

• Ii,FJ(Δt) denotes the interference caused by fork-join (sub-) tasks of
higher priority mapped to the same core.

Proof. Analogous to the one of Corollary 7.

Corollary 9. The scheduling horizon for an independent task τi under
partitioned, fixed-priority preemptive scheduling is bounded by the multiple
event processing time B+

i (q).

Hi(q) = B+
i (q) (6.5)

Proof. This follows from the SPP scheduling concepts discussed in Chap-
ter 3. For the proof, we use the queuing delay. By definition the queuing
delay is the time at which the q-th event gets at least a full processor cycle
service. The scheduling horizon of q events is by definition the time after
which the q + 1 event gets ε service. Substituting q by q + 1 in the queuing
delay equation Equation 6.4 yields an upper bound for the scheduling hori-
zon. This substitution leads directly to Equation 6.3, the multiple event
processing time.

The higher priority interference of independent tasks can be classically
computed [172] by considering all tasks that are of higher or equal priority
(denoted by hpind).

Ii,IND(Δt) =
∑

∀τj∈hpind(i)

ηj(Δt) · Cj (6.6)

To compute the interference caused by fork-join tasks, it is necessary to
derive the event model at the input of subtasks.

Definition 46 (Fork-Join Sub Event Model).
A sub event model (ησ,s

i or δσ,si ) of a fork-join task Θi describes the worst-case
event arrival at the corresponding subtask τσ,s

i .

Theorem 46. The number of events that arrive in some time interval of
length Δt at the input of a subtask τσ,s

i can be conservatively approximated
by the input event model ηi of the corresponding fork-join task Θi

ησ,s
i (Δt) ≤ ηi(Δt+R+

i ) (6.7)
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Proof. Under worst-case assumptions, the fork-join task is blocked on some
other core2. Thus, events queue up at the FIFO. In the worst-case, the
fork-join task is blocked for R+

i , its response-time. Thus, at the start
of the busy-period, we must account for additional events which arrive
during time R+

i . This is analogous to the response-time computation in
multiprocessors under the impact of shared resources. Given a multicore
system and two tasks (τi, τj) mapped to different cores which access the
same shared resource. Under worst-case assumptions task τi acquires the
shared resource and blocks, thus delaying, the execution of the other task
τj . The task starts executing latest when τi releases the shared resource
after its response time. The effect is discussed and a formal analysis is
presented in [240, 191].

Furthermore it is conservative to assume that all stages are activated
simultaneously, hence it is conservative to use the event model of the first
stage for all stages.

This is intuitively shown in Figure 6.6, for each event of Θ2 each subtask
is activated once in a cascading fashion. Note that the effect of inter-core
blocking is not explicitly depicted in the figure. The event arrivals which
are shown are already shifted by R+

i . The interested reader should consult
[240].

From the previous reasoning we can conclude that the interference by
higher priority fork-join tasks is given by

Ii,FJ(Δt) =
∑

∀τσ,s
j ∈hpfj(i)

ηj(Δt+R+
i ) · Cσ,s

j (6.8)

Here, hpfj is the set of all higher priority fork-join subtasks which are
mapped to the same core as the task under analysis, τi.

6.2.3 Response-Time of Fork-Join Tasks
Similar to the previously presented analysis of independent tasks, we
also use the busy-window approach to derive the response time for fork-
join tasks. However, previously introduced formulas cannot be applied
directly to fork-join constructs. Mainly, because the behavior of the fork-
join task depends on a complex interaction between multiple cores. That is,
some segments in one stage finish earlier than others, inducing a “waiting
time” in which one or more cores are potentially idle, waiting to finish a
segment on other cores. Before we go into detail, the following analysis
does not support event-pipelining in which a fork-join task is processing

2This effect was not sufficiently considered in [19].
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stage 1 stage 2 stage 3 stage 1 stage 2 stage 3

„winning“

waiting for core 2
Core 1

event

execution

waiting due to
local interference

Figure 6.7: Effect of multiple events (i.e. q=2). Each event cascades through
all three stages. Effects of waiting induced by core 2 is indicated as a red
bar (but core 2 is not explicitly shown). Higher priority interference is
denoted as IIND. Queuing delay as well as the multiple event busy times
are shown for the first two events. Note that B(1) as well as B(2) align
with the end of the stage, since the completion times are delayed by core 2
(red bar).

multiple events in a pipeline fashion and multiple stages are executing
simultaneously. We restrict ourselves to the redundancy case in which the
fork-join task chain must have fully been executed until the following event
is admitted.

Before we go through the analysis, we highlight the relation between
events and stages. An example is shown in Figure 6.7. The Gantt diagram
shows only the behavior on core 1 and core 2 is not shown. IIND denotes the
higher priority interference, abstracting from all other tasks mapped to the
core. Hatched (red) bars denote where core 1 has to wait for core 2 to finish
the previous stage, although the activity on core 2 is not explicitly shown
in this figure.

The first event q = 1 as indicated by the arrow, arrives right at the
start of the busy period. Obviously, this event ripples through all three
stages. The second event (q = 2) cascades through all three stages, thus
the first two events together execute a chain of six stages in total. We can
conclude, that the behavior of two events is equivalent to the behavior of
one event which triggers a fork-join tasks consisting of six stages. Without
loss of generality, we model the behavior of multiple events by repeating
the sequence of stages assuming the initial graph consists of smax stages.
To model the execution of q successive events, an equivalent task graph
with smax · q stages is used. For further notation, we extend the subtask
definition to stages beyond smax the following fashion:

τσ,s ≡ τσ,(s mod smax) (6.9)
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Here, the ≡ operator refers to all task parameters such as priority and
execution time.

Now, similar to the multiple event busy time for independent tasks, we
can define a stage-completion time for fork-join tasks.

Definition 47 (Stage-Completion Time).
The stage-completion time

−→
B s of fork-join task Θ is the largest time interval

from the start of the busy-period until all segments in the s-th stage have
executed fully.

Similarly, we can define the window from the start of a stage to the end
of that stage by using the completion times.

Definition 48 (Stage-Completion Window).
The stage-completion window

←→
B s is defined as the time interval from the

start of the s-th stage until all segments of the s-th stage are fully executed.

The stage-completion time can be used to formulate the multiple event
processing time by evaluating q · smax stages.

B(q) =
−→
B q·smax (6.10)

In every stage, each processor adds to the total window. However, the
total interference naturally depends on the interferer set of the processors
and it is not immediately clear which processor delays the stage of the fork-
join task most. Hence all cases must be considered and can be potential
candidates.

Definition 49 (Stage-Completion Window Candidate).
The stage-completion window candidate

←→
B σ,s

i is the time interval from the
start of the s-th stage of fork-join task Θi until the stage is completed on core
σ.

At this point we can also formalize the concept of maximizing a stage.
A core maximizes a stage if the stage-completion window candidate is the
largest among all others.

Theorem 47. The stage-completion time can be computed from the com-
pletion time of the previous stage plus the largest stage-completion window
candidate of the s-th stage, by computing a candidate for each core and
choosing the largest.

−→
B s

i =
−→
B s−1

i +max
∀σ

(←→
B σ,s

i

)
(6.11)
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Proof. The proof is by induction. The first stage-completion time is conser-
vative by construction as it is analogous to single core scheduling theory.
For the subsequent stages a conservative stage-completion window is added
which is independent of the previous stages. Thus, all stages are maximized
in isolation and then added together.

Theorem 48. The stage-completion window candidate
←→
B σ,s

i of fork-join
task Θi can be computed using the following recurrence relation:

←→
B σ,s

i = Cσ,s
i + Iσ,si,IND(

←→
B σ,s

i ) + Iσ,si,FJ(
←→
B σ,s

i ) (6.12)

Where Iσ,si,IND is an upper bound on the interference caused by higher prior-
ity interference of independent tasks and Iσ,si,FJ bounds the higher priority
interference of other fork-join tasks3.

Iσ,si,IND(Δt) =
∑

∀τj∈hpind(i)

η+
j (Δt) · Cj (6.13)

Iσ,si,FJ(Δt) =
∑

∀τσ,s
j ∈hpfj(i)

ησ,s
j (Δt+R+

j ) · Cσ,s
j (6.14)

Proof. Naturally, the subtask of execution time Cσ,s must be executed plus
all higher priority interference released during

←→
B σ,s

i . The interference
of higher priority tasks (fork-join and independent) is maximized as the
number of events in the s-th stage is maximized by the stage interference
event model. For fork-join tasks, we further must consider the inter-core
blocking as already presented in the previous section. According to [172], it
is assumed that each stage starts with a critical instant regardless of what
happend in previous stages.

Using the established formulas we can compute the multiple event
processing time. From the multiple event processing time we can derive
the response time as shown in Chapter 3. However, we have not discussed
the scheduling horizon which is also required in order to decide how many
events need to be considered under worst-case conditions. For this, we
use the queuing delay as a conservative approximation for the scheduling
horizon:

Theorem 49. The worst-case queuing delay Qi(q + 1) is a safe upper bound
for the worst-case scheduling horizon Hi(q):

Hi(q) ≤ Qi(q + 1) (6.15)

3Here is the difference between the work presented in [19] which used an optimized Stage
Interference Event Model which causes non-conservatism.
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Proof. The worst-case scheduling horizon is by definition the largest time
interval until a q + 1-th event gets at least ε service. The worst-case
scheduling horizon is by definition the largest time interval until a q-th
event gets at least a full processor cycle tcycle. Therefore a q + 1-th event
also gets at least ε service after the queuing delay.

Definition 50 (Stage Queuing Time).
The stage queueing time

−→
Qs

i is the largest time interval from the start of
the busy window until all segments of fork-join task Θi get at least a full
processor cycle service in the s-th stage.

Definition 51 (Stage Queuing Window Candidate).
The stage queuing window candidate

←→
Q σ,s

i is the largest time interval
in which subtask τσ,s

i is blocked in the s-th stage by higher priority task
interference until it gets a full processor cycle service.

To evaluate the queuing delay of the q-th event, we must check the
largest stage queueing time of the first segment of that event. Analogous
to the completion formulas we can derive the stage queuing formulas:

Qi(q) =
−→
Q

smax·(q−1)+1
i (6.16)

−→
Qs

i =
−→
B s−1

i +max
∀σ

(←→
Q σ,s

i

)
(6.17)

←→
Q σ,s

i =Iσ,si,IND(tcycle +
←→
Q σ,s

i ) + Iσ,si,FJ(tcycle +
←→
Q σ,s

i ) (6.18)

6.2.4 Worst-Case Timing Evaluation of Replication
Here we evaluated the Romain framework with respect to worst-case
timing. Therefore, we map the Romain replication to a fork/join execution
model: One replica acting as the master spawns the other replicas. These
replicas execute user code concurrently. Once they reach a point where
they externalize state, concurrent execution is interrupted and one of
the replicas executes master code in sequential execution mode. After
handling the event in master mode, control is returned to concurrent
replica execution. In a DMR setup, there are two fork-join segments,
whereas a TMR setup yields three parallel segments. The number of
stages depends on the number of comparisons (voting) and is application
dependent. Applications which perform many I/O operations have more
stages than performance bound applications.

We obtained the execution characteristics from a set of benchmarks from
the MiBench benchmark suite [107]. These benchmarks were executed
using the Romain framework. To obtain reasonable timing models, we
executed the benchmarks with one, two, and three replicas respectively
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on a state-of-the-art Intel Core i7 processor with 2.6 GHz 4. We measured
their execution times and specifically observed the time spent executing
sequentially (state comparison, system call handling etc.), as well as the
time spent executing concurrently (executing user code) in order to derive
the execution times Cσ,s as used in the analysis. Thus, first the number of
stages is counted and the execution time spent in each stage is traced. The
number of parallel segments is fixed to 2/3 due to the dual/triple modular
redundancy use case.

In total we ran each benchmark 150 times to get a sufficiently large sam-
ple size. Then we removed the first samples which show major transient
anomalies caused by memory layout organization. These where mostly
page faults because the benchmarks did not lock pages, nor mark them
as sticky in advance. These page faults only appear once at the beginning
of the execution trace and vanish in the steady state as the memory is
fully mapped. Also embedded processor without a MMU will not show
such a behavior since the memory layout is fixed at design time. Since
the benchmarks are executed on a live system, we see interference from
interrupt handlers (i.e. timer) from time to time which tamper with the
execution-time measurements. To filter these effects, we choose the execu-
tion times as the 0.9-quantile over the used samples per stage, assuming
that rare outliers are caused by IRQ handlers.

We found that in most cases state comparison is in the order of a few μ
seconds or less and compared to the computation-heavy segments of the
benchmarks it is negligibly small. Additionally, the system calls them-
selves may block due to hard drive access and other hardware interaction
which is not an inherent part of the benchmark unless the operating sys-
tem and hardware performance shall be evaluated which is not the case.
Thus, for the following experiments, we deliberately excluded time spent in
system calls and only focus on usercode which is the intrinsic part of the
benchmark.

Execution Time Measurements

An overview of the benchmark data such as the total execution time and
the number of stages per benchmark can be found in Table 6.1. We see,
that the number of stages differs drastically from benchmark to benchmark
ranging from 8 to 358 stages. This is mostly due to different I/O patterns of
the benchmarks.

In most cases I/O is caused by printfs used to print (intermediate) results.
Figure 6.8b and 6.8a show representative execution time behavior and other
benchmarks show a very similar pattern. The diagram shows the stage

4Romain is only available for x86 architectures

153
Dieses Werk ist copyrightgeschützt und darf in keiner Form vervielfältigt werden noch an Dritte weitergegeben werden. 

Es gilt nur für den persönlichen Gebrauch.



6. MULTIPROCESSOR ON CHIP

(a) Execution times of segments in Dijk-
stra benchmark. I/O phases and compu-
tation bound phases alternate.
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(b) Execution times of segments in SHA
benchmark. Most stages prepare I/O (e.g.
printf).

Figure 6.8: Execution characteristics

number on one axis and the execution time on the other. As we traced
replicas independently the execution times is shown per replica.

Worst-Case Evaluation of Romain Configurations

As a replica resembles a segment in a fork-join task, we are able to model
the Romain Framework as well as the benchmarks using the previously
introduced fork-join task model. For the following experiment we use a
dual core with the same clock frequency as the architecture used for the
benchmarking (2.6 GHz).

In these experiments we evaluate the worst-case response time of the
Bitcount and Rijndael (AES) benchmarks in a single core and dual core
setup. Therefore, we mapped 20 independent tasks as well as one fork-join
application on both cores and varied the utilization in order see the effects
on the response time. For the task parameters of the 20 independent tasks
we use UUniFast algorithm [39].

We compare the performance of the parallel setup (dual core) with a
purely sequential execution (single core). Note that we do not explicitly

Table 6.1: Number of stages per Benchmark

Benchmark Stages Total C [ms]
Security/Rijndael 14 4.9
Security/SHA 27 1.53
Automotive/Bitcount 8 271.2
Automotive/QSort 358 18.35
Networking/Dijkstra 233 9.05
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model core to core communication, memory effects. For this experiment,
we assume that a task has the same worst-case execution time on one core
or the other. In the sequential setup all interference tasks and all fork-join
segments are mapped to just one core. So the single core executes the entire
workload which was distributed in the dual-core experiment. In reliability
terms, the sequential mapping resembles a redundancy in time as we still
execute a fault tolerant task twice.

Figure 6.9a and 6.9b show the results. The axes show the load on the
processors and the relative improvement of using a dual core, parallel
approach over a sequential one. Naturally, a single core setup is only
schedulable if the sum of the loads is less than 1. Thus, no improvement
indication can be given for setups where Load1 + Load2 ≥ 1.

The naive assumption would be that a parallel mapping would outper-
form a sequential mapping. Interestingly there is no clear indication of this.
Under worst-case assumptions, the Bitcount benchmark performs clearly
better if mapped to two cores, whereas the Rijndael benchmark exhibits a
worst-case response time twice as large as compared to a sequential setup5.

The reason for this is the number of stages and the execution times in
these stages. The Rijndael benchmark has 14 stages. Of these stages are
13 IO bound stages of only a couple of thousand processor cycles and one
computation driven very long stage. In contrast to this, Bitcount has 8
stages. Three of these stages are IO bound the rest are long computation
bound stages. We can conclude that a parallel setup leads to a real-time
improvement if the fork-join task has an equally distributed stage execution
time.

6.3 Reliability Prediction of Replication

In the previous section we discussed the model and response time analysis
of replicated applications. Intuitively, redundant execution should increase
reliability. However, to evaluate the final safety-intergrity level we need to
obtain the likelihood of a task meeting its deadline.

In this section, we analyze the likelihood that a task misses a deadline
due to transient load caused by recovery of erroneous tasks. This leads
us to a task-wise reliability analysis which allows to validate criticality
constraints (safety integrity level [135]). The goal is to derive the reliability
as tight as possible to reduce over-provisioning to a minimum.

The handling of permanent errors is not considered in this section
and considered as an orthogonal problem which is tackled with other

5These are worst-case considerations under the presented approximation, simulations might
indicate other reasoning but cannot easily capture the worst-case scenario
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(a) Speedup for rijndael benchmark. (b) Speedup for bitcount benchmark.

Figure 6.9: Worst-case time improvement (speedup) single core vs. dual
core mapping.

approaches as explained in Chapter 2. Permanent errors are covered by
e.g. [102, 144, 214].

The detection scheme in ASTEROID is assumed to be perfect, thus,
all errors are detected and the detection mechanism itself is sufficiently
reliable. Here, “sufficient means that the mean time to failure has to be
at least an order magnitude higher than other sources of error. The final
MTTF of the system (or function) is then sufficiently approximated by the
MTTF of the application with the lowest MTTF. First, this is a reasonable
assumption, also done in related work [212, 298]. The error detection
coverage scheme used in ASTEROID is measured in [79] and found to be
100 % and the recovery rate for TMR majority voting is almost 100 %.

6.3.1 Related Work
Related work in the area of fault-tolerant system analysis focus either on
logical or on temporal correctness of systems or components. Whenever
formal techniques are introduced to compute the reliability with respect to
timing constraints, the probability of logical failures is neglected. Similarly
considering fault tolerance mechanisms with respect to logical correctness
does not take timing effects into account. In this section we will focus on
the research of analyzing timing failures.

Baruah et al. describe a method in [28] to account for mixed criticality
in real-time systems. They assume that task characteristics such as the
worst-case execution time (WCET) are annotated with a certain confidence
(criticality level). The response time analysis for a particular task is then
carried out in consideration of the interference based on the criticality level.

156
Dieses Werk ist copyrightgeschützt und darf in keiner Form vervielfältigt werden noch an Dritte weitergegeben werden. 

Es gilt nur für den persönlichen Gebrauch.



6.3. Reliability Prediction of Replication

However, fault-tolerance mechanisms and reliability in particular are not
considered.

Izosimov et al. [140, 212] suggest another analysis methodology for
fault-tolerant real-time systems. In this work re-execution and replica-
tion are treated as design alternatives. They assume static execution
order scheduling within a MPSoC. Based on this assumption they derived
the maximum number of tolerable errors that can be corrected in time.
Furthermore, they optimized this number by combining re-execution and
replication corresponding to a heuristic optimization algorithm. The draw-
back is the assumptions of static execution order scheduling which limits
the applicability in real-life systems.

In [48, 49] Burns et al. presented an extension of the worst-case re-
sponse time analysis to incorporate re-execution. This method gives upper
reliability bounds extrapolated from the critical instant, which is the worst-
case activation scenario where all tasks are released simultaneously. Also
in [216] Punnekkat et al. extended this work to derive an optimal check-
pointing strategy.

Timing prediction for erroneous bus communication as presented in
Chapter 4 are partially applicable to rollback and checkpointing. For
instance [44] can be used to model and analyze the exeuction time overhead
for error detection, rollback recovery and re-execution. However, redundant
execution as employed in ASTEROID is not supported.

We extend the work presented in [248], initially targeted towards bus
communication assuming fixed-priority, non-preemptive arbitration. The
authors present a framework to compute the reliabiltiy (mean time to
deadline miss). To bound the reliability as tight as possible a job-wise
analysis approach is introduced, where each job in the hyperperiod, which
is the time in periodic systems after which the activation pattern starts
to repeat itself, is analyzed. In a second step the results are composed to
a task reliability function. We extended this idea to support redundant
execution on multi-core SoCs.

6.3.2 Error Model and Metrics
The occurrence of errors on a core is modelled using Poisson processes with
a given constant error-rate λi per core. A single error rate can be derived
from the errors rate of memory and core components such as ALU and
FPU. The Poisson model is widely used in literature [127, 251, 101, 298]
and generally accepted.

Error events are independent which is a realistic assumption for tran-
sient errors induced by radiation. Most likely the Poisson model is not
suitable for thermally induced errors as these errors are not homogeneous
unless the error rate is conservatively approximated for all environmen-
tal conditions such as frequencies, voltages and workloads. Specifying
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per-core error rates accounts for architectures in which some cores may
be inherently more reliable than others. Error rates can be reduced by
low-level hardware mechanisms (e.g. [9]) or by using more reliable but
low-performance process parameters.

For the Poisson model, the following equations give the probability for
correct execution of the i-th processor during the time interval Δt and the
converse probability that at least one error occurred.

P (no error in time Δt) = e−λiΔt (6.19)

P (errors in time Δt) = 1− e−λiΔt (6.20)

We have used the Poisson model before to model independent errors in
communication (cf. Chapter 4). The first equation is deduced from eq. 4.15
by setting ne to zero, n = Δt and p = λi. The second equation is the
converse probability of the first.

Throughout the rest of the chapter we consider the deadline failure
probability of each job of a task individually. In this scope, we need to recall
that the j-th job of a task τi is denotes as τi,j .

In the error-free case there are exactly n checkpoint groups, one for
each stage of the task. As already mentioned, in case of errors during
the execution, the total number of checkpoint groups for the for task Θi

is increased by the number of affected checkpoint groups (cf. Corollary
5). Naturally, the number of erroneous checkpoint groups is not known a
priori, hence we do not know the actual phenotype of the fork-join model
describing a job Θi,j . But the effects of a given number of errors on a fault
tolerant task can be modeled by using the appropriate precedence model.

For this analysis we restrict our task model to periodic tasks with dead-
lines smaller than their periods. Hence, tasks are periodically activated
every T time units, execute for at most time C and must have finished
execution before their deadline D ≤ T .

Since we focus on hard real-time systems, we are particularly interested
if tasks adhere to their deadline constraint under error scenarios. The
response time Ri,j of a job is the difference between its finishing time and
its release time, which is the time when the job becomes ready and is
computed by the equations presented in the previous sections.

Now, the following question remains: “How reliable is a replicated fault
tolerant task?” We will use the common notion of reliability R as a metric
PracticallyR(t) denotes the probability that a task is still operating without
a deadline failure in the interval [0, t].

R(t) = P (no failure in interval [0, t]) (6.21)

The same metric is used in [248] to evaluate the reliability of periodic data
frames transmitted over a bus.
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6.3. Reliability Prediction of Replication

The goal of the formal analysis is to derive Ri(t) for each task from
which we can easily calculate other common metrics such as the MTTF:

MTTFi =

∫ ∞

0

Ri(t) dt (6.22)

6.3.3 Formal Reliability Analysis
In this section we present an algorithm which allows to compute Ri(t) ac-
curately for arbitrary values of t. The general approach is similar to [248]
extended to checkpointing and rollback on MPSoCs. For this formal relia-
bility analysis we consider tasks individually. Thus, a reliability per task is
retrieved. This is done by assessing the success of each job individually and
combining these values into a per-task reliability. By this, a more precise
result can be obtained because the interference characteristic of each job
is account. This trades accuracy and flexibility as the presented approach
only works for synchronized systems.

In a periodic taskset, the activation pattern appears repetitively after
the hyperperiod of length lcm(T1, . . . , Tn). For the rest of this analysis
approach, we assume that the response time of each job τi,j as well as Θi,j

can be computed using the previously established approaches. It must be
highlighted that we only presented an approach to compute the worst-case
response time for all jobs, but the equations can easily be used to compute
the response time of individual events (thus jobs). Now we introduce
some important definitions. Let us assume that we want to compute the
reliability of a task τi. This task can be a fault tolerant task as well as a
non fault-tolerant task.

Definition 52 (Success).
The fact that the j-th activation of task τi is logically correct (computes the
correct value) and meets its deadline is referred to as Si,j .

Definition 53 (Success Probability).
The success probability P [Si,j ] is the probability that job τi,j succeeds.

It is important to note that it is of no relevance for the response time
of a ft-task which erroneous segment job in a checkpoint group caused
additional delay exactly. The ultimate effect of errors in CGi,j,k is always
the same, regardless of the actual faulty subtask. This can be seen in
Figure 6.4, if e2 would have hit the corresponding job on core 2, the outcome
would have been the same.

For the analysis it is important to know which jobs interfere with an-
other job. The set of tasks and thus the set of jobs can be obtained by
the timing dependency graph6 which indicates the functional and non-

6Not to be confused with the application graph.
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functional dependencies between the tasks in the example from Figure 6.4.
The nodes of the timing dependency graph correspond to the tasks in the
system and the directed edges represent functional and non-functional de-
pendencies between tasks. Functional dependencies are given through the
task graph and non-functional dependencies arise from the local scheduling
on a processor. A particular job τi,j may be delayed by jobs of higher priority
than τi,j which are released prior to τi,j running on the same resource as
τi,j (non-functional dependency). Due to precedence constraints (functional
dependency), a job τi,j can also be delayed by jobs running on another core.
We are not interested in the subtasks which may delay a given job, but
instead in the corresponding checkpoint groups which may delay a job.

Definition 54 (Interference Set).
The interference set ξi,j is the set of all checkpoint groups CG which poten-
tially delay job τi,j .

Note that if τi,j itself is a ft-task its own CGi,j,k are always in ξi,j .
Errors in non-ft tasks have no timing effect on other tasks and therefore
do not need to be considered in the interference set. The cardinality of
ξi,j is arbitrarily large. Practically we limit the set to a given number of
checkpoint groups which have been released time d before the release of
τi,j , thus for large d we gain arbitrarily good estimates of ξi,j . By this,
we exploit that jobs which are released sufficient time before τi,j do not
interfere with τi,j .

Choosing a too small value for d may lead to underestimation, leading to
non-conservative results due to additional interference which is not covered
throughout analysis. By analyzing for increasing values of d the result
converges towards the actual reliability.

Based on the given definitions, we can express the reliability of a task τi
as the probability that all jobs τi,1 . . . τi,j have succeeded their execution
that have been released in the interval [0, t]:

Ri(t) = P [Si,1 ∧ . . . ∧ Si,j ] (6.23)

Feasible Error Scenarios

The algorithm we propose consists of two independent steps that are carried
out for each task: In the first step all feasible scenarios for each job of the
task τi throughout the hyperperiod are enumerated. A feasible scenario is
a specific error constellation in which no deadline miss (failure) for the task
τi occurs. In a second step, we transform these scenarios into probabilities
through which it is possible to derive the characteristic reliability function
Ri(t).

Coming back to the example in Figure 6.4, we focus on the scenario
enumeration for job τ4,1. The response time of job τ4,1 depends on the
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Working Set

Non Working Set

Figure 6.10: Working-set for job τ4,1

reexecution pattern of checkpoint groups which are in the interference set of
τ4,1 which is ξ4,1 = {CG2,1,1, CG2,1,2}. For the particular situation depicted,
CG2,1,2 handles one error (re-execution denoted as CG′

2,1,2) without causing
τ4,1 to miss its deadline. Further analysis would reveal that a scenario
where CG2,1,1 is exposed to one error would also lead to a feasible schedule,
whereas an error in both CG2,1,1 and CG2,1,2 causes τ4,1 to miss its deadline.
To formalize this concept we introduce the error scenarios.

Definition 55 (Error Scenario).
An error scenario si,j,k : ξi,j → N0 is a function which specifies the number
of reexecutions including recovery for each checkpoint group CG ∈ ξi,j .

This function can conveniently be expressed as a tuple, where the s-th
component in the tuple denotes the number of errors for the s-th checkpoint
group in the (ordered) interference set ξi,j . The example in Figure 6.4
shows the error scenario s4,1,1 for which the interference set is ξ4,1 =
{CG2,1,1, CG2,1,2}. Now, we can simply specify the scenario as s4,1,1 =
{CG2,1,1 = 0, CG2,1,2 = 1} or more conveniently s4,1,1 = (0, 1).

As discussed, it is possible to construct an equivalent DAG model for
each error scenario. This model can then be fed into a response-time
analysis to verify deadline constraints. Thus, each scenario can either
lead to a feasible schedule or to an infeasible schedule, depending on the
response time analysis of the error scenario model. We can summarize that
τ4,1 meets the deadline for the scenarios {(0, 0), (1, 0), (0, 1)}. Figure 6.10
shows exactly these feasible scenarios which we call working set.

Definition 56 (Working Set).
The working set Wi,j of a job τi,j is the set of error scenarios si,j,k for which
job τi,j is guaranteed to meet its deadline constraint.

Originating from the error-free case as the root node, we can construct
an error graph as shown in Figure 6.10. In this graph, edges are error
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Figure 6.11: Illustrative example of some interference sets for task τ4 which
are mutually overlapping, causing stochastic dependence for scenarios.
Note that the interference sets are truncated to three members to keep the
problem tractable.

events whereas nodes are error scenarios. The graph can be built by using
depth first search: For each node we perform a response time analysis and
evaluate the real-time constraint R+ < D. Each node is then colored with
respect to the schedulability of the error scenario which it presents. In case
the node is schedulable, we recursively evaluate all successor nodes in the
same way until we find all working scenarios. All nodes which are marked
feasible form the working set Wi,j .

Practically, the graph can be arbitrarily large but it is sufficient to
enumerate only a sub-graph. By doing so, we obtain a subset of the real
working set which is conservative because all other nodes are considered
as non-working. A pessimistic approach which only considers the worst-
case activation would only yield to one particular Wi which resembles the
situation with the least number of working scenarios.

The success probability of job τi,j can be expressed as the probability
that one scenario of all working scenarios in Wi,j will actually occur:

P [Si,j ] = P [si,j,1 ∨ . . . ∨ si,j,k], si,j,1, . . . , si,j,k ∈ Wi,j (6.24)

Probability Computation

Once we have obtained all working sets for all jobs in the hyperperiod we
can derive success probabilities. It is not sufficient to calculate scenario
occurrence probabilities based on individual working sets alone. The sce-
narios from successive jobs of the same task are not mutually independent.
The reason for this is that consecutive interference sets include common
checkpoint groups: ξi,j ∩ ξi,j+1 �= ∅. This is also depicted in Figure 6.11.
Note that the interference sets are artificially truncated for the sake of
simplicity.

This problem becomes obvious in the following simple example: We
assume that the working sets for τ4,1 and τ4,2 have been determined inde-
pendently in a previous step. Now, since ξ4,1 and ξ4,2 overlap, job τ4,2 will
only see manifestations of CG2,1,2 that led to a feasible schedule for job
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τ4,1, namely zero or one repetitions of CG2,1,2 (cf. Figure 6.10). To express
these mutual dependencies, we introduce conditional success probabilities.

Definition 57 (Conditional Success Probability).
The conditional success probability is the probability that job τi,j meets its
deadline given that previous jobs of τi have already met their deadlines.

P [Si,j |Si,j−1 ∧ . . . ∧ Si,1] (6.25)

By using conditional probabilities, it is possible to express the reliability
function (cf. Equation 6.23) by simple multiplication:

Ri(t) = P [Si,1] · P [Si,2|Si,1] · . . . (6.26)
·P [Si,j |Si,j−1 ∧ . . . ∧ Si,1]

The remaining challenge is to derive the conditional success probabilities
used in equation 6.26. We can be sure that job τi,j will meet its deadline if
the actual error scenario is in Wi,j . Beyond that, it is also necessary that
previously activated jobs of task τi have successfully terminated. Because
all scenarios in Wi,j are mutually exclusive, equation 6.25 can be written
as a sum of conditional scenario probabilities:

P [Si,j |Si,j−1 ∧ . . . ∧ Si,1] =
∑

s∈Wi,j

P [s|Sj−1 ∧ . . . ∧ S1] (6.27)

Remember, we are only interested in the time until the first failure. We
process jobs in the order of their activation. Hence, when we look at an
arbitrary success Si,j this always includes the fact that all jobs released
before τi,j have succeeded. From the perspective of Si,j , the history of work-
ing scenarios forms a complete probability space. Also, when we process
job τi,j to calculate P [Si,j |Si,j−1, . . . , Si,1], we know the conditional proba-
bility of the predecessor job P [Si,j−1|Si,j−2, . . . , Si,1] and the probabilities
of all scenarios in the working set of τi,j−1, because they have already been
evaluated. But as already mentioned in Section 6.3.3, sometimes scenarios
of successive working sets are mutually exclusive. To formalize this we
introduce scenario consistency.

Definition 58 (Consistency).
Two error scenarios sa = si,j,a and sb = si,j−1,b are said to be consistent if
there is no CG ∈ ξi,j∩ξi,j−1 so that sa(CG) �= sb(CG), where s(CG) denotes
the number of errors in checkpoint group CG in scenario s.

Practically, this means that consistent error scenarios may contain the
same checkpoint group CG in the interference set and if so, the number
of repetitions sa(CG) and sb(CG) must be the same, thus sa and sb are
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not contradictory. If two scenarios sa and sb are consistent, we can reduce
one scenario sa and remove those checkpoint groups which are already
contained in sb:

Definition 59 (Reduced Scenario).
Given two consistent scenarios sa and sb, the reduced scenario s̃a is defined
as s̃a : {ξa \ ξb} → N0, where s̃a(CG) = sa(CG) = sb(CG) ∀ CG ∈ {ξa \ ξb}

For the example from Figure 6.11, a reduced scenario s̃4,2,l from W4,2

would not contain checkpoint group CG2,1,2 since this is specified by the
predecessor scenario. By application of consistency and reduced scenarios
we can calculate the conditional scenario probability as follows:

P [si,j,a|si,j−1,b] =

{
P [s̃i,j,a] if si,j,a, si,j−1,b consistent
0 otherwise

(6.28)

Then we can put all building blocks together to obtain the final conditional
success probability, based on the the scenarios from the previous working
set Wi,j which has already been processed in the previous step.

P [si,j,k|Si,j−1 ∧ . . . ∧ Si,1]

=
∑

s∈Wi,j−1

P [si,j,k|s] · P̃ [s|Si,j−2 ∧ . . . ∧ Si,1] (6.29)

Where P̃ is the normalized probability of the scenario s. The probabilites
are normalized because all scenarios in Wi,j−1 form a total probability
space: ∑

s∈Wi,j−1

P̃ [s|Si,j−2 ∧ . . . ∧ Si,1] = 1 (6.30)

The absolute probability for the entire scenario P [s] is a simple multiplica-
tion, since the checkpoint groups in a scenario are independent.

P [s] =
∏

CG∈ξs

P [R = s(CG)] (6.31)

Equation 6.31 only considers timing errors and is only valid for ft-tasks.
Errors which affect and corrupt non ft-tasks are currently not considered.
In order to integrate the fact that non ft-tasks do not only fail in case
of a deadline violation, but also when they are hit by an error event, it
is necessary to extend the equation by a term (cf. Equation 6.20) which
reflects that the job under analysis will not be hit by an error itself.

Pnon-ft[s] = (1− e−λiCi) ·
∏

CG∈ξs

P [R = s(CG)] (6.32)
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Finally, it is trivial to calculate the probability for certain re-execution
patterns by applying Equation 6.19 and 6.20 with appropriate values of Δt.

The probability for exactly s(CGi,j,l) = R repetitions of a checkpoint
group CGi,j,l for a given scenario s can be calculated as follows, where te
is the execution time of the segments in CGi,j,l. For the sake of simplicity
we assume the error rates for all cores are the same λ = λp∀p ∈ P . Here β
denotes the degree of redundancy, i.e. β = 2 implies a DMR setup with two
replica executions in a checkpoint group.

P [R = 0] =
(
1− e−λ(tcov+te)

)β

(6.33)

P [R = 1] = (1− P [R = 0])

·
(
1− e−λ(trov+te)

)β

(6.34)

P [R = r, r > 0] = (1− P [R = 0])

·
(
1−

(
1− e−λ(trov+te)

)β
)r−1

·
(
1− e−λ(trov+te)

)β

(6.35)

For ft-tasks the system tries to recover from errors until one successful re-
execution took place. Thus, for the probability calculation it is known that
all erroneous re-executions are always followed by one correct re-execution.

By inserting the conditional success probabilities in Equation 6.26, it is
possible to obtain Ri(t). Assuming we have job success probabilities for all
jobs in the interval [0, thyper], with thyper = lcm[T1, . . . , Tn], we can compute
the reliability R(thyper) through Equation 6.26. From this we can compute
the reliability for a given number of A hyperperiods:

R(A · thyper) = (R(thyper))
A (6.36)

6.3.4 Experiments
We show the practical applicability and accuracy and analysis speed of
the presented approach by comparing our approach with a Monte-Carlo
reference simulation.

For the evaluation of the presented formal analysis we use Monte-Carlo
simulation as a reference. We assume that tasks are perfectly synchronized,
that means all tasks activate simultaneously at time t = 0 and there is no
drift of the activation pattern. Under these assumptions, it is possible to
calculate the exact response times for each scenario because there are no
uncertainties in scheduling.
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Table 6.2: Mapping (M1) of task-set used throughout evaluation.

Task prio1 prio2 n tcov trov C P D

Θ0 (ft) 3 2 2 10 40 60 300 300
τ1 4 - - - - 50 250 250
τ2 2 - - - - 10 100 100
τ3 - 1 - - - 50 300 300
Θ4 (ft) 1 3 2 10 40 40 600 500
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Figure 6.12: Comparison of formal analysis (FA) accuracy with Monte-Carlo
(MC) reference simulation. λ1,2 = 1/sec, 10.000 samples.

For the following experiments we use the taskset as shown in Table 6.2.
We assigned Θ0 and Θ4 to be fault-tolerant tasks, that means both tasks
execute redundantly on core 1 and core 2 and create two checkpoints with
some additional overhead.

The priority assignment and mapping is chosen in a way that the follow-
ing effects can be observed:

• functional dependencies due to precedence constraints of checkpoint
groups

• non-functional dependencies caused by scheduling of higher priority
tasks

• priority inversion caused by inter-core blocking

166
Dieses Werk ist copyrightgeschützt und darf in keiner Form vervielfältigt werden noch an Dritte weitergegeben werden. 

Es gilt nur für den persönlichen Gebrauch.



6.3. Reliability Prediction of Replication

We can observe that the reliability of Θ4 is much better than the one of
Θ0. This is due to the computation time and deadline parameters. Task Θ4

has the chance to accommodate a lot more re-executions until a deadline is
missed compared to Θ0.

By our approach it is now possible to efficiently use one multi-core
processor and replicate only critical tasks where conventional approachs
would replicate the entire system.

For the Monte-Carlo-Simulation, we have implemented a simple static
priority preemptive scheduler that will schedule a given taskset in the
same way, as an operating system scheduler would do. However, we do not
schedule real tasks but only abstract tokens which represent tasks. For
each core in the system, we instantiate one scheduler which is attached to
an event-generator. The event-generator will produce error events with an
exponentially distributed inter-event time with an average of 1/λi.

The response time of each job is monitored, and failure events caused
either by logical incorrectness of regular tasks or timing violations of all
tasks are recorded. The reliability function Ri(t) is then the inverse of
the cumulative distribution function of the failure events. By recording a
sufficient large number of samples it is possible to approximate the exact
reliability with respect to our system and task model.

The comparison of Monte-Carlo approach (MC) and our presented for-
mal analysis (FA) is shown in Figure 6.12. The graph shows the reliability
function R(t) versus time, which gives the probability that a task is still
functioning after time t. The simulation has been carried out for unrealis-
tic error rates to produce a reasonable number of MC simulation runs in
acceptable time. For realistic error rates, Monte-Carlo simulation would
not be operational due to excessive run times. The reason is that the time
per Monte-Carlo run grows with reduced error rates. Unfortunately, er-
ror effects are coupled due to their influence on timing. Coupling makes
advanced MC techniques such as importance sampling complicated or re-
quires approximations, such as adapting event frequencies, which changes
MC results. We use MC simulation only to demonstrate that our approach
has very little pessimism. Already for these high error rate, more than 2
hrs computation time were needed. Since the accuracy of our approach is
generally independent of the error rate, we may conclude that the accuracy
observed in the experiments also holds for realistic error rates.

The reliability analysis was carried out with a search depth value of
d = 12, higher values increase analysis time, because more scenarios
have to be considered and the accuracy improvement is not noticeable. As
mentioned in Section 6.3.3, it is not possible to list all feasible scenarios in
the working set for a practical implementation. Thus, the working set is
artificially truncated, then potentially working scenarios are considered as
non-working which is a pessimistic assumption leading to a conservative
result. For this experiment, the working set was truncated when the
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occurrence probability of a scenario was below a cut-off probability of 1e−12.
This produces equivalent results compared to the Monte-Carlo approach.
There is a pessimistic derivation of the formal analysis for very small times
t < thyper. The reason for this is that the Monte-Carlo simulator will
start executing tasks at time t = 0 and jobs in the first hyperperiod have
no interference from a previous hyperperiod which could cause deadline
violations. Note that the Monte-Carlo result and the formal analysis result
converge quickly (see Θ0 in Figure 6.12).

However, with 17 sec run time, our analysis framework was significantly
faster than the processing of 10.000 MC runs which took about 2 hrs. For
our approach the run time only depends on the accuracy that shall be
achieved and the number of task activations in a hyperperiod.

6.4 Summary

In this chapter we presented a model for fault tolerant tasks which uses
replication and rollback (or rollforward) recovery. Therefore, we mapped
the fault tolerant task to a timing-wise equivalent fork-join task graph.
A fork-join task graph reflects the redundancy and compare mechanism
through a directed acyclic graph model. Furthermore, we showed how
errors and recovery operations are modeled by adding additional stages to
the fork-join task graph.

In the second section, we presented a worst-case response time analysis
approach which computes the timing of heterogeneous tasksets composed
of independent tasks as well as fork-join tasks. By applying the approach
to the Romain framework, we were able to show that parallel workloads
may behave counterintuitive: In some cases the worst-case response time
is drastically larger compared to a sequentialized execution. This can
be explained by the fact that a fork-join task experiences the worst-case
interference of all cores in a combined fashion. This effect is not due to a
conservative overestimation but is observable in real-world as long as the
correctness of the used event models is guaranteed. We could show that a
parallelization does not decrease the worst-case response time in all cases
and is connected to subtle design decisions such as the number of stages
and prioritization. Fixed-priority scheduling does not seem optimal in case
of redundant workload. In this scope, it would be interesting to see how
other scheduling policies such as synchronized round-robin behave.

In the last section, we presented a formal approach through which we
can analyze reliability constraints for a mixed-critical taskset of which
some tasks are protected by redundant execution including checkpointing
and rollback and others are unprotected. Contrary to other approaches,
we consider a representative hyperperiod and not the worst-case condi-
tion because it allows tighter reliability guarantees. The comparison of
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6.4. Summary

our algorithm with a reference Monte-Carlo simulation shows very good
accuracy with the benefit of significantly shorter analysis time for realistic
parameters compared to simulation.
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CHAPTER 7

Conclusion

Embedded system’s industry calls for even cheaper, high performance
platforms. Traditional fault-tolerance concepts which tackle the reliability
challenge at the hardware level are deemed too expensive and inflexible to
host a variety of applications with opposing constraints.

In the first part of this thesis, we presented a flexible cross-layer re-
siliency approach ASTEROID. We summarized this hardware/software
platform which enables reliable execution by using hardware assisted repli-
cation. Our approach provides a solution tailored towards the needs in
mixed-critical applications: Isolation between applications of different criti-
cality, fault tolerance for critical application and competitive performance
for best-effort services.

Depending on these constraints, low-level hardware, operating system
and the Romain service go hand in hand to provide just the level of service
which is required without massive over provisioning. ASTEROID achieves
this by using dynamic approaches which come with a certain degree of
runtime uncertainty, as errors on all levels (processor, on-chip interconnect
and off-chip communication) influence end-to-end system timing consider-
ably. The key contribution however is not the platform itself, but the design
methodology required to out rule such timing uncertainties and craft a
system which can be certified without much hassle.

In this sense we followed a compositional approach and decomposed
the platform into building blocks. For each of these blocks we provided
modelling and analysis approaches to capture the impact of errors under
different error models. A system analysis in style of the SymTA/S approach
can compose a consistent system picture from individual resource models.
Each resource model is extended by an error model. Thus, we are able to
provide conservative approximations of error-scenarios by using a formal

171
Dieses Werk ist copyrightgeschützt und darf in keiner Form vervielfältigt werden noch an Dritte weitergegeben werden. 

Es gilt nur für den persönlichen Gebrauch.



7. CONCLUSION

analysis which is several orders of magnitude faster compared to error
injection methods.

For on-chip and off-chip communication existing error models such as
a Single Bit Error Model as well as Gilbert Loss model for bursts were
combined with performance models to obtain probabilistic predictions which
are valid bounds in all system states and can be used for safety certification,
where guaranteed performance is a key requirement. We considered point-
to-point communication with error control as often found in cross-bars but
also multi-master busses such as AMBA as well as distributed off-chip
networks such as Controller Area Network. We found that the effects of
errors in non-switched, on-chip communication (i.e. busses such as AMBA)
play a very little role as the overhead for each error is very little compared
to the number of overall transactions. However, in environments with large
error bursts, the additional latency induced by errors naturally increases.
Our approaches allow a fast and accurate approximation of these effects
under a parametrizable error model.

In larger networks the communication is typically protected using end-
to-end error control protocols such as Stop-And-Wait or Go-Back-N. These
protocols are extremely hard to predict as the performance depends on
contention in the network which affects the actual latency of the data
packets, latency of the (worst-case) round-trip time and number of dropped
packets but also on the error control protocol state machine in the end
nodes. This thesis provides a modelling approach of end-to-end automatic
repeat request effects and incorporated this model in a system analysis
context. A comparison with simulation showed that our approach gives a
good approximation of the expected performance of the network topology
and can be used to optimize latency and throughput.

The operating service Romain, implemented by TU Dresden, provides
a selective redundant execution framework. In this work we modeled
redundant execution by using a fork-join task graph. Furthermore, we
provided a response-time analysis for arbitrary (but non-nested) fork-join
tasks under fixed-priority scheduling. The presented model is capable to
reflect the behavior of replicated execution and error-recovery using rollback
(or rollforward). This allowed us to embed the performance analysis into
a reliability analysis to predict the mean-time-to-failure for synchronized
parallel tasks.

There are multiple open questions which give a direction for future
research in the domain of timing-performance under errors. First, a system
analysis can only capture a certain error constellation. Thus, a maximum
tolerable error limit per resource must be defined in advance, otherwise
a system fixed-point cannot be found. The available error-models for a
processor analysis are not sufficiently expressive, here the error effect of
individual components such as MMU, ALU, cache must be considered closer
to get a more precise understanding of failure-rates and the associated
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failure modes in these components. Also the performance prediction of
redundant execution leaves room for two optimizations: We have drawn the
conclusion that partitioned, fixed-priority scheduling is not a good schedul-
ing policy for this problem. Research of cooperative scheduling solutions
is the suggested next step. Also the analysis itself can be drastically im-
proved by considering best-case behavior. This can lead to a significant
improvement in performance prediction.
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APPENDIX A

Publications

This appendix lists all publications by the author. The list is divided in
thesis related and thesis unrelated publications.

A.1 Related to the Thesis

A.1.1 Reviewed
Philip Axer, Daniel Thiele, and Rolf Ernst. Formal timing analysis of
automatic repeat request for switched real-time networks. In In Proc. of
SIES, Pisa, Italy, June 2014.

In this paper we present a formal approach to predict system latencies
of ARQ-based Ethernet systems. Chapter 5 is based on this work.

Philip Axer, Moritz Neukirchner, Sophie Quinton, Rolf Ernst, Björn
Döbel, and Hermann Härtig. Response-time analysis of parallel fork-join
workloads with real-time constraints. In Proc. of Euromicro Conference on
Real-Time Systems (ECRTS), jul 2013.

This paper presents a response-time analysis for fork-join task graphs.
Chapter 6 is partially based on this work.

Philip Axer and Rolf Ernst. Stochastic response-time guarantee for
non-preemptive, fixed-priority scheduling under errors. In In Proc. of
Design Automation Conference (DAC), jun 2013

A convolution-based approach is presented to derive the response-time
exceedance function. Chapter 4 is partially based on this work. In
particular Section 6.2.
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A. PUBLICATIONS

Philip Axer, Rolf Ernst, Heiko Falk, Alain Girault, Daniel Grund,
Nan Guan, Bengt Jonsson, Peter Marwedel, Jan Reineke, Christine
Rochange, Maurice Sebastian, Reinhard von Hanxleden, Reinhard
Wilhelm, and Wang Yi. Building timing predictable embedded systems.
ACM Transactions on Embedded Computing Systems, 2013. Accepted.

This article presents challenges and sketches solutions for building
time-predictable real-time systems.

Jonas Diemer, Philip Axer, and Rolf Ernst. Compositional performance
analysis in python with pycpa. In Proc. of WATERS. jul 2012.

This paper presents pyCPA, a python implementation of the composi-
tional performance analysis approach. All experiments in this thesis are
done with pyCPA.

Philip Axer, Maurice Sebastian, and Rolf Ernst. Probabilistic re-
sponse time bound for can messages with arbitrary deadlines. In Proc. of
DATE, 2012.

This paper generalizes the approach presented in [45] to arbitrary
activation pattern. Chapter 4 is partially based on this work.

Philip Axer, Rolf Ernst, Björn Döbel, and Hermann Härtig. Design-
ing an analyzable and resilient embedded operating system. In Proc. on
Software-Based Methods for Robust Embedded Systems, Germany, 2012.

This paper presents the ASTEROID platform as described in Chapter 2.
This includes the Romain approach as well as fingerprinting.

Philip Axer, Maurice Sebastian, and Rolf Ernst. Reliability analy-
sis for mpsocs with mixed-critical, hard real-time constraints. In Proc.
Intl. Conference on Hardware/Software Codesign and System Synthesis
(CODES+ISSS), Taiwan, oct 2011.

This publication presents a reliably analysis for redundant tasks
running on a MPSoC platform. Chapter 6, and in particular Section 6.3 is
based on this work.

Philip Axer, Jonas Diemer, Mircea Negrean, Maurice Sebastian, Si-
mon Schliecker, and Rolf Ernst. Mastering mpsocs for mixed-critical
applications. IPSJ Transactions on System LSI Design Methodology,
4:91–116, aug 2011.

This publication guides the reader through the challenges of designing
hard-real time MPSoCs. Applying formal timing analysis to different
aspects of the system design such as shared resources (NoC and memory)
and redundant execution are addressed.
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A.2. Unrelated to the Thesis

A.1.2 Unreviewed
Philip Axer and Rolf Ernst. Timing of can under the influence of random
error events. In Real-Time Systems: the past, the present, and the future.
CreateSpace Independent Publishing Platform, 2013.

This publication summarizes the error analysis presented in [45] and
generalizes it to arbitrary, non-parametrized event models.

A.2 Unrelated to the Thesis

Daniel Thiele, Philip Axer, and Rolf Ernst. Improving formal timing analy-
sis of switched ethernet by exploiting fifo scheduling. In Design Automation
Conference (DAC), San Francisco, CA, USA, June 2015.

This paper shows how to improve response-time bounds by considering
FIFO inherent inter-stream context.

Daniel Thiele, Johannes Schlatow, Philip Axer, and Rolf Ernst. Formal
timing analysis of can-to-ethernet gateway strategies in automotive
networks. Real-Time Systems, 2015.

This article shows how larger automotive communication systems
consisting of gatways, switches and end nodes can be analyzed.

Daniel Thiele, Philip Axer, Rolf Ernst, and Jan R. Seyler. Improv-
ing formal timing analysis of switched ethernet by exploiting traffic stream
correlations. In Proc. of CODES+ISSS, New Delhi, India, October 2014.

This paper shows how to improve response-time bounds by considering
non-preemptiveness in Ethernet scheduling.

Philip Axer, Daniel Thiele, Rolf Ernst, and Jonas Diemer. Exploit-
ing shaper context to improve performance bounds of ethernet avb
networks. In Proc. of DAC, San Francisco, USA, June 2014.

This paper presents an approach to exploit the AVB shaper characteris-
tics to improve performance predications.

Adam Kostrzewa, Sebastian Tobuschat, Philip Axer, and Rolf Ernst.
Supervised sharing of virtual channels in networks-on-chip. In In Proc. of
SIES, Pisa, Italy, June 2014.

This paper presents a resource broker approach to supervise resource
allocation in NoC communication.

Philip Axer, Daniel Thiele, Rolf Ernst, Jonas Diemer, Simon Schliecker,
and Kai Richter. Requirements on real-time-capable automotive ethernet
architectures. 2014.
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A. PUBLICATIONS

Similar to [268], this article presents problems and derived require-
ments for automotive Ethernet networks.

Moritz Neukirchner, Philip Axer, Tobias Michaels, and Rolf Ernst.
Monitoring of workload arrival functions for mixed-criticality systems. In
RTSS, 2013.

In this paper a workload monitoring approach is presented. This al-
lows to monitor and thus isolate individual criticality levels from each other.

Daniel Thiele, Philip Axer, Rolf Ernst, Jonas Diemer, and Kai Richter.
Cooperating on real-time capable ethernet architecture in vehicles. In Proc.
of Internationaler Kongress Elektronik im Fahrzeug, oct 2013.

This article presents problems and derived requirements for automotive
Ethernet networks. The paper shows where common solutions are required
and how implementers and users can compete using standardized protocols.

Daniel Thiele, Philip Axer, Rolf Ernst, Jonas Diemer, and Kai Richter.
Cooperating on real-time capable ethernet architecture in vehicles. In Proc.
of Internationaler Kongress Elektronik im Fahrzeug, oct 2013.

This paper presents a response-time analysis for Weighted Round Robin
Scheduling which is used in Ethernet switches.

Moritz Neukirchner, Sophie Quinton, Tobias Michaels, Philip Axer,
and Rolf Ernst. Sensitivity analysis for arbitrary activation patterns in
real-time systems. In Proc. of Design Automation and Test in Europe
(DATE), mar 2013.

This paper shows an approach to derive a sensitivity bound on activation
patterns in the form of arrival functions opposed parametrized functions.

Boris Motruk, Jonas Diemer, Philip Axer, Rainer Buchty, and Mladen
Berekovic. Safe virtual interrupts leveraging distributed shared resources
and core-to-core communication on many-core platforms. In In Proc. of
PRDC, 2013.

This work presents a safe, architectural approach to distribute
interrupts in a large tiled many-core processor. The mechanism takes care
that criticality restrictions are obeyed and interrupts are only forwarded to
trusted parties.

Moritz Neukirchner, Tobias Michaels, Philip Axer, Sophie Quinton,
and Rolf Ernst. Monitoring arbitrary activation patterns in real-time
systems. In RTSS, 2012.

This work introduces an algorithm to monitor arbitrary activation
patterns that are modelled through minimum distance functions.
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A.2. Unrelated to the Thesis

Maurice Sebastian, Philip Axer, and Rolf Ernst. Utilizing hidden
markov models for formal reliability analysis of real-time communication
systems with errors. In Proceeding of the 17th IEEE Pacific Rim
International Symposium on Dependable Computing, dec 2011.

This paper describes an approach to analyze burst errors on a CAN bus.
For this a hidden Markov model is used to model the burst behavior.

Maurice Sebastian, Philip Axer, Rolf Ernst, Nico Feiertag, and Marek
Jersak. Efficient reliability and safety analysis for mixed-criticality
embedded systems. SAE System Level Architecture Design Tools and
Methods, April 2011

This article highlights the reliably analysis for a safety-critical network
design. It applies a CAN and MPSoC analysis to a typical automotive
problem.
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