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Abstract

With the increasing fluctuations in energy demand and supply, the motivation
for energy storage systems is growing significantly. Hydrogen is considered a
promising candidate to be generated with excess electrical energy, stored, and
used as a versatile energy carrier and resource on demand. In particular,
the large-scale storage of hydrogen in the subsurface, known as Underground
Hydrogen Storage (UHS), could contribute to balance seasonal fluctuations
in analogy to the current storage of natural gas. However, it is expected that
hydrogen’s unique properties will lead to changes in the fluid displacement
processes inside geological formations, potentially impacting storage efficiency.
Moreover, the mixing with the initial gas caused by molecular diffusion and
mechanical dispersion is assumed to be essential and can lead to a temporary
loss of hydrogen. Permanent hydrogen losses and contamination of the stored
gas could be caused by chemical reactions induced by interactions with the
rock matrix and the presence of hydrogenotrophic microorganisms adapted to
the reservoir conditions.

To assess the potential risks, an existing mathematical model for the two-
phase multi-component bio-reactive transport process during UHS was ex-
tended by a geochemical reaction model and implemented into the open-
source simulator DuMu*. Afterwards, the model was calibrated by recent
laboratory observations regarding molecular diffusion, microbiology, and geo-
chemistry. The calibration encompassed the development of correlations and
models with the subsequent reproduction of the laboratory observations. In
the final step, the calibrated model was employed on a field-scale reservoir
model to predict a large-scale UHS scenario. Here, the stored hydrogen was
partially converted by the reactions and the mixing with the cushion gas neg-
atively impacted the hydrogen recovery.

The developed model in DuMu* was extended to include the process of me-
chanical dispersion promoting the gas-gas mixing during operation. This im-
plementation required the CVFE discretization scheme to model this process
properly, and consequently, a workflow for modifying simulation meshes and
a new well model were developed. The implementation was subsequently ap-
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plied to predict the outcome of an ongoing field test in Germany concerning
gas-gas mixing. The results showed that the mechanical dispersion promotes
the mixing, resulting in a reduced hydrogen recovery.

Originating from UHS, the concept of an Underground Bio Methanation re-
actor was investigated, where methanogenic microorganisms are selectively
utilized to convert stored hydrogen and carbon dioxide into methane and wa-
ter at reservoir conditions. Numerical simulations were performed to assess
the potential of a freshwater injection in high-saline formations to stimulate
the metabolism of the organisms even at unfavorable living conditions. For
this purpose, the microbial growth was coupled to the salt concentration. The
results showed that it enables growth and consumption; however, the complete
conversion was not observed.



Kurzfassung

Die zunehmenden Schwankungen der Nachfrage und der Bereitstellung von
Energie, fithrt zu einer steigenden Motivation fiir die Schaffung von Ener-
giespeichersystemen. Wasserstoff zahlt als moglicher Kandidat, welcher mit
iiberschiissiger elektrischer Energie erzeugt, anschliefend gespeichert und bei
Bedarf als Energietrdger oder Ressource genutzt werden kann. Die Speiche-
rung groferer Kapazitdten im Untergrund, die sogenannte Untergrundwas-
serstoffspeicherung, kann, dhnlich zu Erdgas, saisonale Schwankungen aus-
gleichen. Durch die besonderen Eigenschaften von Wasserstoff wird allerdings
der Verdrangungsprozess im Speicher beeinflusst, was zu einer Reduktion der
Effizienz fithren kann. Zusétzlich fithrt das Vermischen mit dem Kissengas zu
einem tempordren Verlust an Wasserstoff. Permanente Verluste sind durch
mogliche chemische Reaktionen, welche durch Interaktionen mit dem Ge-
stein oder durch hydrogenotrophe Mikroorganismen hervorgerufen werden,
bedingt.

Um das potenzielle Risiko zu beurteilen, wurde ein existierendes mathemati-
sches Modell fiir einen zweiphasigen, multikomponenten, bioreaktiven Trans-
portprozess um die geochemische Komponente erweitert und anschlieSend
in den Open-Source-Simulator DuMu®* implementiert. Die Implementierung
wurde anschliefend auf Basis von Laboruntersuchungen im Hinblick auf mo-
lekulare Diffusion, Mikrobiologie und Geochemie kalibriert. Die Kalibrierung
umfasste die Entwicklung neuer Korrelationen und Modelle mit anschlieffen-
der Reproduzierung der Experimente. Das kalibrierte Modell wurde fiir erste
Simulationsstudien auf der Feldskala genutzt, um den Einfluss auf den Be-
trieb eines Wasserstoffuntergrundspeichers hervorzusagen. In den Simulatio-
nen konnte eine Verringerung der Speichereffizienz durch die Reaktionen und
das Mischen des gespeicherten Gases mit dem initialen Gas beobachtet wer-
den.

Das entwickelte Modell in DuMu* wurde um den Prozess der mechanischen
Dispersion, welche das Mischverhalten begiinstigt, erweitert. Die Implemen-
tierung setzte das CVFE Diskretisierungsschema voraus, um diesen Prozess
nachzubilden. Zusétzlich wurde ein Arbeitsablauf zur Umwandlung von Si-
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mulationsnetzen und ein zugehoriges Bohrungsmodell entwickelt. Mithilfe des
entwickelten Simulationsmodells wurde ein laufender Feldtest der Untergrund-
wasserstoffspeicherung in Deutschland im Hinblick auf das Mischverhalten des
gespeicherten und initialen Gases untersucht. Die Ergbenisse der Simulatio-
nen zeigten, dass die mechanische Dispersion das Mischverhalten begiinstigt
und dabei die Riickforderung reduziert.

In einem weiteren Schritt wurde als Sonderfall der Untergrundwasserstoffspei-
cherung das Konzept der untertdgigen Methanisierung untersucht, bei wel-
chem methanogene Mikroorganismen gezielt genutzt werden, um Wasserstoff
und Kohlenstoffdioxid in Methan und Wasser umzuwandeln. Numerische Si-
mulationen wurden durchgefiihrt, um das Potenzial einer Siilwasserinjektion
in hochsalinaren Formationen zur Stimulation des mikrobiellen Stoffwechsels,
selbst bei unzureichenden Bedingungen, zu beurteilen. Hierfiir wurde das mi-
krobielle Wachstum an die Salzkomponente gekoppelt. Die Ergebnisse zeigten,
dass das Wachstum und auch die Umwandlung ermoglicht wurden, jedoch
blieb die gédnzliche Umsetzung des gespeicherten Gases aus.
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Chapter 1

Introduction

Within the last decade, an increasing shift from fossil fuels to renewable energy
sources is evident with respect to the global climate movement. In Germany,
the share of renewable energy sources of the electrical energy supply in 2021
was 43.9 %, where wind power delivered the main contribution of renewable
(~50 %), followed by photovoltaic (~24 %), and biomass (~17 %) [4]. Typ-
ically, the supply from renewable energy sources such as wind and solar is
subject to fluctuations seasonally but also daily. A similar behavior is also
observable for the energy demand, although the oscillation often differs signif-
icantly, leading to an increasing importance of energy buffers in a sustainable
energy system for the future. Here, converting excess electrical energy into
other energy carriers such as hydrogen, methane, and ammonia, which can
be subsequently consumed when demanded, is regarded as a suitable solution
(cf. Figure 1.1). This concept is called Power-to-X, whereby the X relates to
the form of energy or usage (e.g. power-to-heat, power-to-gas, and power-to-
liquid). Recently, hydrogen has been a promising candidate within the field
of power-to-gas due to its versatile usage as an energy carrier and resource
for various industries.

Power plant
Wind power —_—
17

Excess H,-storage
electricity Electrolysis Hydrogen : N
Photovoltaic ;1 E l Industry

Figure 1.1: Workflow of the power-to-gas concept with hydrogen as energy carrier




1. Introduction

Using hydrogen as a renewable energy carrier and simultaneously as a valuable
resource for industries such as steel and chemicals will increase the overall
demand in the following centuries. In 2019, Hebling et al. [59] prognosticated
a hydrogen demand within a range of 250 TWh to 800 TWh for Germany by
2050 (800 TWh to 2250 TWh for Europe). Recent predictions are higher with
an overall hydrogen demand of up to 1000 TWh for Germany and more than
4000 TWh for the entire EU by 2050 [51] (cf. Figure 1.2).

pss

20 40 60 80 100 120 140 160
Hydrogen demand in 2050, TWh

Figure 1.2: Overview of hydrogen demand by year 2050 [51]

Contemporary studies expect a storage capacity of 20 % to 30 % of the annual
hydrogen demand [52]. The highest potential for renewable energy production
and the use for hydrogen generation is located offshore (wind power) and
in the southern part of Europe to the African region, which leads to large
transport distances between producer and consumer [51]. Projects such as
the European Hydrogen Backbone [154] are investigating the establishment
of a European-wide reliable hydrogen pipeline grid and transportation system.



pore storage
salt caverns

Figure 1.3: Overview of storage types - Stored fluid indicated with [

Nevertheless, the fluctuations in demand and supply of energy and the geopo-
litical dependency lead to a more dominant role of energy storage in the
future. Nowadays, energy storage in larger quantities is mainly performed by
injecting natural gas and other hydrocarbon fuels into the subsurface, from
which they can be withdrawn later. Generally, two types of underground gas
storages (UGS) (cf. Figure 1.3) are used:

e Storage of gases and liquids in caverns, typically leached in salt forma-
tions such as salt diapers: Salt formations are crystalline rock entities
usually with ideal sealing capacities. Typically, this type of storage al-
lows high deliverability and hence is suitable for the short-term balance,
allowing several storage cycles per year [85]. Due to their comparatively
low capacities (geometrical size: 30000Sm?® to 500000 Sm?®) [144], cav-
erns are often arranged in clusters. However, this type of storage is only
feasible in regions with salt formations (e.g. Northern Germany), and
therefore, their potential is limited.

e The cyclic injection and withdrawal of gases in porous and permeable
rock formations, mainly depleted gas/oil fields: The storage formation
composes a structural trap, where the cap rock prevents the migration
of fluids to higher formations due to its extremely low permeability in
combination with the capillary threshold pressure [78]. Typically, larger
capacities can be observed, allowing seasonal storage, and due to the
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higher availability of suitable porous formations [85], the importance of
this type of storage is significant with an increasing demand for storage
capacities globally. However, the porous medium only allows lower in-
jection and withdrawal rates per well than caverns and hence has only
a limited contribution to short-term storage [144].

Overall, the coexistence of both storage types is favorable and behaves sym-
biotically to store energy and balance the changes in demand and production
on a daily but also seasonal basis. In this study, the storage of fluids in
porous rock formations is in focus due to its increasing importance regarding
the growing hydrogen infrastructure. An overview of the history and cur-
rent research on the storage of gases containing hydrogen in the subsurface
is presented in the following. The concept of Underground Bio Methanation,
derived from UHS, is also introduced.

1.1. Underground Hydrogen Storage

The storage of energy in the subsurface has more than 100 years of history. A
first attempt to store natural gas in a depleted gas field was successfully carried
out in Ontario, Canada, in 1915 [39]. The significance of subsurface energy
storage increased over time, ensuring a consistent energy supply during low-
production and high-demand periods. First storages for pure hydrogen were
established in caverns to store hydrogen for petrochemical industry applica-
tions [87]. Initial experiences with storing hydrogen in porous formations were
gained during the storage of hydrogen-rich town gas in Ketzin (Germany),
Beynes (France), and Lobodice (Czech Republic) in the period between the
1950s and 1980s [100, 133]. With the growing interest in a carbon-free en-
ergy economy over the last century, the idea of storing green hydrogen in the
subsurface gained traction, leading to research projects in both fundamental
research and pilot phases.

In the 2010s, national research projects were initiated to improve the funda-
mental knowledge of UHS. Addressing the efficiency of the storage process, the
research project H2STORE (2012 to 2015) [43] investigated the transport pro-
cess in porous media and potential contamination due to microbial activity in
numerical simulations. In the follow-up project Hylnteger (2016 to 2019) [44],
the attention was mainly placed on barrier elements, such as weakening well-
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bore components like cement and steel, and potential impacts on the forma-
tion by geochemical reactions. After performing laboratory experiments with
wellbore materials at reservoir conditions, the risk of the hydrogen-induced
integrity issues was concluded to be insignificant.

Aside from nationally funded research projects, also international projects
were initiated to assess the technical feasibility of a large scale UHS strat-
egy. Two relevant activities are the EU projects HyStor[ES (2021 to 2023)
[48] and HyUSPRe (2021 to 2024) [104]. Within these projects, various lab-
oratory experiments (microbiology, geochemistry, geomechanics, and gas-gas
mixing behavior) were conducted to tune field scale simulation models. Sub-
sequently, these simulation models were used to identify potential risks and
define guidelines for the operation. In addition to the technical assessments,
economic studies and challenges regarding the general public acceptance were
conducted.

Besides theoretical and laboratory investigations, first field tests were con-
ducted to assess the feasibility of UHS. In 2013, RAG Austria AG initiated
the research project Underground Sun Storage [126] addressing the storage of
a hydrogen blend (up to 10 % of hydrogen) in a depleted gas field in Austria.
The project began with fundamental investigations to assess potential im-
pacts on storage integrity, with no direct issues observed. Subsequently, the
planning, permission, installation, and operation of the UHS test followed.
By the end of the pilot phase in 2017, a total amount of 1.22 - 10% Sm® of
the hydrogen-natural gas blend was injected into the formation, with 18 %
remaining stored after withdrawal. Notably, there were no hydrogen-related
abnormalities during the operation [126]. The activity was continued within
the project of Underground Sun Conversion (2017 to 2021) [124], and since
2023, the operation of UHS with pure hydrogen in a separate location is in-
vestigated within the follow-up project Underground Sun Storage 2030 [125].

Almost parallel to the activities in Austria, the Argentinian company Hychico
S.A. initiated a project focusing on the generation of renewable hydrogen
followed by the injection into a depleted gas field in 2013 in cooperation with
the French research organization BRGM [117]. However, the final outcomes
of the project are still unpublished.

In the middle of 2023, the German company Uniper SE started the injection of
a natural gas blend with hydrogen concentrations between 5% to 25 % into a
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sandstone formation in Bavaria, Germany, within the project of HySTORAGE
[141]. In three phases, the impact of gas-gas mixing with the initial gas and
potential losses due to microbial activity will be assessed. The project is
planned to be finished by 2025.

1.2. Underground Bio Methanation

During the storage of hydrogen-containing town gas, changes in fluid composi-
tion were observed. The observations were a decreasing hydrogen and carbon
dioxide content with a simultaneous increase in the methane content. Later
on, this shift was accounted to methanogenic microorganisms. This effect is
unfavorable during UHS as a high purity of stored hydrogen is aimed. How-
ever, in the concept of Underground Bio Methanation/Underground Metha-
nation Reactor (UMR), these methanogenic microorganisms are used to me-
tabolize hydrogen and carbon dioxide in a 4:1 ratio to produce methane and
water, which can remain in the storage and be withdrawn on demand [110].
Figure 1.4 shows a schematic overview of the concept with a doublet well
setup where the conversion occurs during the flow from the injector to the
producer well. The benefits of this idea are that the existing infrastructure

SR
~ 4H,+ CO, — CH, + 2H,0

Figure 1.4: Schematic overview of the concept of an Underground Bio Methana-
tion Reactor (UMR)
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for natural gas can be utilized and that methane has a higher energy density
than hydrogen, making this concept capable of higher energy storage capacity
than a pure UHS.

Technology concepts are often classified by their technology readiness level
(TRL) [35], categorizing the maturity of their progress. The TRL of UMR
can be classified as TRL3, where the general concept is formulated and ex-
perimental proof has been provided. The experimental proof was achieved
through a combination of laboratory experiments and conclusions from field
tests. Research projects such as BioUGS [77] mainly focused on the growth
kinetics of the microbial species in batch reactors (bulk) to estimate the re-
sulting efficiency. The research activity CliMb (2019 to 2022) focused not only
on the pure growth kinetics but also on the impact of the porous media and
influences on the transport process. Overall, it proved the significance of the
species present in the formation and the required environmental conditions
to enable the potential of UMR on larger scales. With the initial intention of
preceding investigations for a pilot phase, the project UMAS (2020 to 2022)
[101] investigated the techno-economic assessment of a UMR in a former UGS
in Germany. However, growth experiments indicated a complete inhibition of
microbial growth due to the high salinity of the brine, which prevented the
field case study [101]. In direct comparison, the previously mentioned UHS
projects Hychico and Underground Sun Conversion were used to investigate
the potential application as UMR, where in both cases microbial activity led
to the striven for conversion to methane [117, 124]. Within the activities of
Underground Sun Conversion, a natural gas-hydrogen-carbon dioxide blend
was injected (up to 20 % Hs) in the stoichiometric ratio (H2:COg 4:1) to pro-
mote the microbial activity. Although a conversion could be observed, it fell
short of expectations [124].

1.3. Motivation and objectives

The need for large-scale energy storage systems with an increasing share of
renewable sources is evident. Storing hydrogen in the porous subsurface could
contribute to this energy system significantly. However, the introduction of
hydrogen can cause various phenomena. Numerical reservoir simulation is a
powerful tool to model and predict the transport processes in porous rocks.
In recent years, various simulations for UHS have been conducted. Regarding
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the field scale, most simulations focused on pure transport affected by differ-
ent thermodynamic properties and hysteresis of relative permeability curves
[15, 92], which have been observed in the laboratory. Additionally, simulation
studies have been applied to evaluate operational designs, such as different
types of cushion gas and well configurations [25, 33, 57]. However, these stud-
ies have often neglected hydrogen reactions, which are significant for partic-
ular storages. In 2018, Hagemann [54] developed a mathematical model with
subsequent numerical implementation in the open-source simulator DuMu* to
predict the reactive transport process during hydrogen storage in the porous
subsurface. This study’s focus was modeling potential biochemical reactions
caused by microorganisms being present in the pores of the rock. Regard-
ing implementations in commercial simulators, simplified growth models were
incorporated in some simulators [79, 157]. Focusing on the implementation
of Hagemann [54], the work was primarily based on literature observations
and lacked calibration with actual laboratory investigations. Other reactions,
such as geochemical reactions, which could impact UHS efficiency, were not
considered, and the analysis of gas-gas mixing between injected and initial
gases was performed, but it relied on simplified thermodynamic properties
(e.g. ideal gas law).

To address these limitations and enhance the existing implementation in Du-
Mu*, the following objectives were defined:

o Extending the existing simulation model by geochemical reactions (py-
rite-to-pyrrhotite reduction) to predict the impact on UHS and intro-
duce more applicable correlations regarding thermodynamic properties
for the expected high pressure and temperature conditions.

« Calibrating the developed bio- and geochemical simulation model by
matching laboratory observations regarding microbial growth parame-
ters, geochemical reaction kinetics, and the gas-gas mixing by molecular
diffusion to the model for subsequent field-scale application.

o Extending the modeling approach of mechanical dispersion to predict
the gas-gas mixing more reliably in DuMu* with subsequent prediction
for a pilot UHS project.

o Testing the applicability of the developed implementation in DuMu* to
model freshwater injection to enable UMR in high-saline aquifers.
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Achieving these objectives culminates in an improved numerical implementa-
tion, which allows for better certainty in predicting the processes during UHS.
The model is accessible for public use on an open-source basis and is available
to increase the efficiency of UHS through optimized operation.

1.4. Outline of the thesis

This thesis comprises six chapters and is structured as follows:

Chapter 2 depicts the fundamentals of relevant physicochemical processes re-
lated to the storage of hydrogen-containing gases within the subsurface based
on a literature review. Particular focus is placed on hydrodynamics, bio-
chemical, and geochemical reactions potentially influencing the efficiency of
the storage process. Furthermore, this chapter provides the fundamentals of
modeling two-phase multi-component transport in porous media, including
the generalized mathematical model and its realization numerically.

In Chapter 3 an existing mathematical model for bio-reactive transport dur-
ing UHS is extended by geochemical reactions (pyrite-to-pyrrhotite reduction)
and consecutively implemented in the open-source simulator DuMu*. Signif-
icant attention is placed on the calibration of the gas-gas mixing caused by
molecular diffusion bio- and chemical reactions by recent laboratory experi-
ments. The experiments are reproduced on a laboratory scale within simula-
tions to achieve this calibration. In the final step, the developed and calibrated
model is applied to a previously developed benchmark scenario for UHS to
assess the risk on a larger scale.

Chapter 4 comprises the extension of the bio-reactive transport model con-
cerning the gas-gas mixing caused by mechanical dispersion. Focusing on
field scale simulations with conventional reservoir simulation grids, among
other things, modifications in spatial discretizations and well modeling are
required. The developed model is subsequently used to predict an ongoing
pilot operation of UHS in Germany.

Within Chapter 5, the bio-reactive transport model is applied to predict the
stimulation of microbial growth aiming for UMR. To counteract the inhibiting
impact of high salinity brine on microbial growth, freshwater is injected, en-
abling the targeted growth of methanogenic archaea. To simulate this study,
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the microbial growth kinetics are extended by the influencing parameter of
salt. Afterwards, a sensitivity study of microbial growth parameters and
freshwater volume is performed.

Chapter 6 contains an overview of relevant conclusions from the results ob-
tained in the previous chapters.
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Chapter 2

Fundamentals and state of the art

Fluid flow in the subsurface during gas storage is a complex process. Due to
the intricate geological system of the rock, the competitive flow of the injected
gas and the water is affected by many factors. When introducing gases that
have never been present in the formation, the composition of the gas mixture
becomes significant. Chemical reactions may occur due to interactions with
the minerals in the rock or with microorganisms adapted to the harsh condi-
tions in the subsurface, which are particularly expected in UHS. This chapter
covers the fundamentals of compositional multiphase flow in the subsurface.
Focus is placed on effects that become relevant during the storage of hydrogen
with respect to hydrodynamics, microbiology, and geochemistry, as found in
recent literature. Furthermore, the fundamentals of modeling these processes
within numerical simulation to replicate observed phenomena are elucidated.

2.1. Relevant processes during the storage of hydrogen in
the subsurface

When storing gases in the subsurface, porous and permeable formations, in-
cluding proper seals on all sides, are required. Suitable candidates are de-
pleted gas fields where the pores are saturated with water and residual gas,
but initially, fully water-saturated formations (aquifers) may also be appro-
priate [78]. The advantages of depleted gas fields compared to aquifers are
that they typically have an already existing gas cushion that maintains the
necessary pressure to ensure deliverability and safe operation [145]. This gas
bubble has to be established for aquifer storage, and the initial pressure needs
to be exceeded, coming with safety risks regarding the integrity [145]. Conse-
quently, depleted gas fields are more favorable for gas storage than aquifers,
and they are also preferred for UHS in general [24, 143, 153].

11
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2.1.1. Hydrodynamics

Focusing on the transport process within the storage formation, the domain
can be viewed at different scales, as depicted in Figure 2.1. The scales range
from the microscale (e.g. adsorption of specific species at pore surfaces) over
the pore scale, where the structure of several pores is examined, to the contin-
uum scale (also known as the Darcy scale) [61]. The latter requires a challeng-
ing upscaling process, where the parameters of porosity and permeability are
introduced [10]. Porosity represents the ratio of pore space to bulk volume,
while permeability reflects flow conductivity (ease of flow). Upscaling allows
for modeling larger structures, which can be challenging to parameterize prop-
erly. In theory, upscaling is based on representative elementary volumes, but
at the field scale, parameters are typically obtained through investigations
such as well logging and history matching in particular. Therefore, informa-
tion is only investigated at specific points, and the majority of the parameters
are obtained based on correlations and interpolation.

v
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Microscale Pore scale Local heterogeneity Darcy scale

Figure 2.1: Scales of porous media (adapted from Kobus and de Haar [81])

2.1.1.1. Gas-water displacement

Depending on the storage history, the pores of the storage formation are filled
with two immiscible phases (gas and water), separated by a clear interface. At
the pore scale, the spatial distribution of saturation depends on fluid-matrix
and fluid-fluid interactions, such as wettability, adsorption, and interfacial
tension. Typically, in the presence of gas, water acts as the wetting phase
(water-wet) and encases the rock surface [61]. This phenomenon leads to
the side effect that smaller pores become saturated with water, while gas
typically occupies larger pores. Furthermore, the interfacial tension between
the wetting and non-wetting phases results in pressure differences between
both phases, often referred to as capillary pressure or simply capillarity [61].

12
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These fluid-fluid and fluid-matrix interactions have an impact on the distri-
bution of gas and water in the pores, as well as on transport processes. To
address the impact of these phenomena at the continuum scale, relative per-
meability curves and capillary pressure models are introduced [61]. In general,
relative permeability indicates how easily one fluid flows in the presence of
another. At low saturations, the wetting phase remains immobile and only the
non-wetting phase can flow. Beyond a critical saturation (residual/connate
saturation), the wetting phase starts to flow, and both phases become mobile
until they reach the residual saturation of the non-wetting phase. At these
saturations, the non-wetting phase behaves immobile. Models for macroscale
fluid-fluid interactions typically describe both the behavior of relative perme-
abilities and capillary pressure (e.g. Van Genuchten [152] and Brooks and
Corey [18]).
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Figure 2.2: Displacement of the non-wetting phase by the wetting phase for a
one-dimensional system but also valid vice-versa

Figure 2.2 illustrates the immiscible displacement for a one-dimensional sys-
tem, which was initially mathematically described by Buckley and Leverett
[20]. When one phase is injected into a two-phase saturated region, a front
propagates through the porous medium. This displacement represents an
advective flux, with the direction and strength controlled by the pressure gra-
dient. Although the model of Buckley and Leverett [20] was developed for
incompressible fluids, it is also valid for compressible fluids, assuming that the
pressure difference is comparatively small, leading to neglectable compressibil-
ity. The front height generally depends on the ratio of phase mobilities (ratio
of relative permeability to dynamic viscosity). After the front, the saturation
gradually approaches the residual saturation of the displaced fluid.

13
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However, the displacement process becomes more intricate in a more complex
and multi-dimensional system. The impact of viscosity differences between
the phases becomes more significant and variations in density can lead to
phenomena that reduce the efficiency of the displacement process, potentially
resulting in encapsulated gas bubbles [60]. Two critical phenomena are gravity
segregation and viscous fingering (see Figure 2.3) [113]. Gravity segregation
describes the effect where the combination of gravity and different densities
of the phases leads to spatial separation. The lighter phase tends to move
upwards, while the denser fluid accumulates in the lower zones. This effect is
also known as density override/underride, where a significant volume of the
formation is bypassed due to this separation. Originating from heterogeneities
at the pore scale, fingers appearing at the front of the main flow direction
can lead to an unstable displacement, which is known as viscous fingering or
Saffman-Taylor instability [128]. As the flow resistance lowers, the fluid tends
to follow these fingers and the effect propagates. However, viscous fingering
is observed only when a less viscous fluid displaces a higher viscous one and
the mobilities vary significantly.

Sg, t=2.45a, q=800 Sm*3/d
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20m Sg, t=25d, dp=0.05bar
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100m

0.25 05 0.7
(A) Gravity segregation due to signifi- (B) Saffman-Taylor instability due to
cant density differences strong viscosity differences

Figure 2.3: Impact of the physical properties of density and viscosity on the
displacement process in porous formations [36]

The occurrence and strength of these phenomena during the storage of gases
in the subsurface depend on the initial conditions. In the case of aquifer stor-
age, the initial water must be displaced by either the cushion gas or hydrogen,
which poses a higher risk for phenomena such as gravity segregation and vis-
cous fingering. Nevertheless, these phenomena can also occur during storage
in depleted gas fields. Moreover, both are expected during subsurface gas
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storage, often occurring simultaneously. However, gravitational forces tend to
dominate during slow injection rates, while viscous fingering is more likely at
higher rates [113].
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Figure 2.4: Volumetric density and viscosity of relevant gases at 50 °C, calculated
using Peng-Robinson EoS [116] and viscosity model according to Stiel and Thodos
[134]

When focusing on UHS, the unique properties of hydrogen promote the effects
of unstable displacement. Figure 2.4 illustrates the thermodynamic proper-
ties of density and dynamic viscosity for relevant storage fluids, highlighting
the differences between the main component of natural gas, methane, and
hydrogen. Both the density and viscosity of methane are significantly higher
than those of hydrogen (e.g. pcm,/pn, =~ 1.5, pcn,/pu, = 9.4 at T =50°C
and p = 100 bar). In comparison to the liquid phase, the tendency for gravity
segregation and viscous fingering is expected to be higher for hydrogen than
for methane representing the dominant gas component of natural gas with
concentrations higher than 90 % [36, 54, 113]. To mitigate the impact of un-
stable displacements on storage efficiency, well placement and injection rates
must be chosen with particular care [113].

2.1.1.2. Gas-gas mixing
During the transformation from an existing natural gas storage or depleted
gas field to UHS, the mixing of the injected gas and the initial gas cushion

becomes relevant. Unlike gas-water displacement, the displacement of one gas
by another gas is considered a miscible process, where the displacement front is
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not sharp but instead smeared out due to mixing [9]. Figure 2.5 illustrates the
distribution of miscible displacement, analogous to the displacement described
by Buckley and Leverett [20] (cf. Figure 2.2).
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Figure 2.5: Miscible displacement of one species by another one. The red dashed
line indicates piston-like displacement without mechanical dispersion and molec-
ular diffusion; the solid black line represents the true concentration distribution

Besides the advective flow, the mixing of species is primarily caused by two ef-
fects: molecular diffusion and mechanical dispersion. Molecular diffusion can
be defined as the flux resulting from the tendency to balance concentration
differences due to the Brownian motion of molecules [19, 37] (cf. Figure 2.6).
Generally, this process is assumed to be slower than the advective flux, but
the higher the concentration gradient, the faster the diffusive flux and mix-
ing behavior [37]. In porous media, gas-gas diffusion can only occur within
the pores, which decelerates the process compared to open flow due to the

(A) Concentration gradient (B) Balanced concentrations

Figure 2.6: Process of molecular diffusion inside a pore
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Figure 2.7: Mixing of a component caused by mechanical dispersion (adapted
from Bear [9])

reduced space available for exchange [9]. Parameters like porosity, saturation,
and tortuosity influence the modeling of effective diffusion coefficients. Due to
its small molecule size, hydrogen possesses high diffusivity coefficients, which
are expected to be larger for hydrogen compared to other species [3]. Since
the highest gradients are present during the initial injection of hydrogen, this
process is expected to reduce with later cycles and is most sensitive during
idle periods due to the reduction in velocity [36]. Unlike molecular diffusion,
mechanical dispersion originates from the complexity of a porous medium,
resulting in different lengths of flow paths and varying flow velocities at the
microscopic level [9]. This process encompasses various phenomena occurring
at the pore scale (cf. Figure 2.7) and is exclusively on the continuum scale.
It includes effects like reduced flow velocities at the surface boundaries and
deviations in the flow direction within pores from the mean flow direction.
Typically, the strength of the dispersive flux depends on the phase’s flow
velocity [130] combined with microscale heterogeneity. However, macroscale
heterogeneities can also increase dispersivity. Consequently, mixing is accel-
erated in the presence of strong inhomogeneities and high flow velocities [9].

Hence, the miscible displacement combines the advective (pressure-driven)
flux with a dispersive/diffusive flux component that depends on the concen-
tration gradient. In the context of storage operations, this signifies that the
previously mentioned problems, such as gravity override and viscous finger-
ing, are also promoted in the case of gas-gas displacement due to variations in
thermodynamic properties of the gases (cf. Figure 2.3) [54, 113]. Analogous
to gas-water displacement, these phenomena can be mitigated by properly
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Figure 2.8: Diffusive and dispersive mixing regimes in porous media (adapted
from Perkins and Johnston [118])

selecting operational rates and well placement [113]. A similar situation can
be observed in gas-gas mixing, as depicted in Figure 2.8. While the effect
of molecular diffusion never disappears as long as a concentration gradient
persists, it becomes the dominant flow process at low flow velocities [118]. In
contrast, with higher flow velocities, mechanical dispersion governs the gas-
gas mixing [118]. Applying this knowledge to UHS operations, the temporary
loss into the cushion gas due to molecular diffusion is most noticeable during
the shut-in/idle phases of operation, while the contribution of the dispersive
flux increases with high operational rates.

2.1.2. Microbiology

It is generally accepted that the surface offers ideal conditions for organisms
to survive, which is why one might assume that the subsurface represents
the complete opposite. However, even under these harsh conditions of high
temperatures, pressures, and salinities, organisms have evolved and adapted
to thrive in such environments, enabling them to reproduce and preserve
their species [50, 90]. These organisms are typically invisible to the unaided
eye and exist as single-celled entities. They are often referred to as bacte-
ria and archaea that are classified as prokaryotes, in contrast to eukaryotes,

18



2.1. Relevant processes during the storage of hydrogen in the subsurface

which include multicellular organisms such as animals, plants, and fungi [29].
Prokaryotes exist in various sizes and morphological shapes, such as spheri-
cal, cylindrical, and spiral. Observed diameter sizes range from <0.2pm to
700 pm, whereby the majority posses a diameter between 0.5 pm to 4 pm and
a length below 15 pm [93, 127]. Even at these small sizes, single-cell organisms
contain all the necessary components to maintain metabolism and reproduce.
In principle, prokaryotes are composed of the following: 1) cell wall, 2) cy-
toplasmic/cell membrane, 3) cytoplasm, 4) nucleoid, and 5) ribosomes (cf.
Figure 2.9) [93].

Nucleoid (4) Cytoplasmic mebrane (2)

Ribosomes (5)

RPN

Cytoplasm (3) Cell wall (1)

Figure 2.9: Schematic overview of important components of a prokaryotic cell

As the outer layer, the cell wall provides protection against osmotic pressure
caused by dissolved molecules and protects against environmental impacts.
Prokaryotes are classified into archaea and bacteria based on the composition
of their cell walls. While bacteria have cell walls composed of peptidogly-
can (murein), archaea have cell walls composed of protein, polysaccharide, or
pseudomurein [29]. As the second layer, the cytoplasmic membrane is a highly
selective permeable barrier that separates the surrounding environment from
the inner part of the microorganism’s cell. It enables interactions with the
surrounding environment, such as substrate absorption for energy supply, nu-
trient uptake, and waste discharge. The inner part of the cell is filled with
the so-called cytoplasm, which is composed of water and essential components
required for the function of the cell. Additionally, the ribosomes and the DNA
in the form of chromosomes are embedded in the gel-like substance [112]. Ri-
bosomes are composed of ribosomal RNA (rRNA) and protein, and they play
a crucial role in protein synthesis for the organism [112].
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The core of the prokaryotic cell is the nuclear region, which contains the DNA
in the form of chromosomes holding the genetic code for heredity. The chromo-
somes are often referred to as the blueprint of the organism since they contain
instructions for growth, development, survival, and reproduction. While eu-
karyotic cells have their chromosomes located within an additional layer of
membrane (nucleus), the chromosomes of prokaryotic cells are loosely situated
in the cytoplasm [112]. In addition to these main components, prokaryotic
cells possess minor components such as inclusions and plasmids [112]. Some
bacterial cells have filamentous (fimbriae/pilli) appendages, enabling them
to interact with the environment (e.g. attachment to surfaces). Larger ap-
pendages are called flagella, allowing the cell to move within liquid phases
with the principle of a propeller [112].

The microorganisms require energy and nutrients to maintain their metabo-
lism to grow and reproduce, ensuring the species’ continued existence. The
microorganism’s metabolism is often associated with biosynthesis. Generally,
the energy can be supplied by either chemical (chemothrophs) or light (pho-
totrophs). Most of the procaryotes use the oxidation of inorganic chemicals
(e.g. hydrogen (Hs) and ferrous iron (Fe?")) to harvest energy. Besides the
energy, the organism requires a carbon source for metabolism. There are
two options: autotrophs directly use carbon dioxide (COsz) as their carbon
source, while heterotrophs obtain carbon from other sources and depend on
other organisms [93]. While elements such as hydrogen, carbon, and nitrogen
count as macronutrients, the majority of the elements are only required in
small amounts (micronutrients/trace elements) [93]. Typically, a cell com-
poses approximately 99 % of macronutrients (H, C, O, N, P, and S), while
micronutrients are required for the production of functional components such
as enzymes and vitamins [93].

2.1.2.1. Microbial growth and modeling approach

A sufficient amount of nutrients/substrates and energy allows microorgan-
isms to reproduce themselves. For procaryotes, reproduction is achieved by
the process of cell division (cf. Figure 2.10), which leads to an increased num-
ber of cells, stated as microbial growth [93]. Before the cell division occurs,
the cell typically elongates to double the initial size with a contemporaneous
duplication of the chromosomes and relevant components (e.g. ribosomes).
Afterwards, the so-called septum is formed by in-warding growth of the outer
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Figure 2.10: Schematic representation of cell division (binary fission)

layers of the cell, leading to a continuous separation of the cells until the
full division is completed [29]. This division into two equivalent daughter
cells from one mother cell is called binary fission and is conducted by most
prokaryotes. For some microorganisms, the original cell is preserved while a
completely new cell is formed separately (budding division) [93]. The timing
of one cell division strongly depends on the species, nutrient supply, and envi-
ronmental factors, but typically, it ranges from a couple of minutes up to days
or months [29]. Environmental impact factors are temperature, salinity, and
pH in particular. Typically, microorganisms have a viable window to survive,
including an optimum at which the growth is at its maximum.

Today, laboratory experiments are commonly employed to quantify the growth
rates of microbial populations and study their growth conditions. One preva-
lent experimental approach is the use of batch experiments (see Figure 2.11),

Cell counting

&
icrobes ~ '
M >—* O Q /C:Fluid analysis

Substrate

Time

Figure 2.11: Schematic experimental procedure of a static batch experiment
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in which a culture of microorganisms is exposed to a substrate under controlled
conditions, including factors like pH, temperature, and pressure. Before in-
troducing the substrate, the initial quantity of microorganisms is assessed,
and the growth of the population is subsequently monitored. To measure the
cell number within the reactor, two common methods are used: 1) extract-
ing a fluid sample and counting the number of cells (plate counting), and 2)
assessing turbidity, which quantifies the cloudiness of the fluid through light
scattering (turbidimetric/optic density measurement) [93].

Growth rate

Log, Bacterial Density

6

Time

Figure 2.12: Different phases of microbial growth according to Monod [102] (re-
drawn) - 1. lag phase; 2. acceleration phase; 3. exponential phase; 4. retardation
phase; 5. stationary phase; 6. phase of decline

In general, the quantification of microorganisms is expressed in biomass per
volume [g/m?] or, alternatively, in cells per volume [1/m?®], which is referred
to as microbial density (n). In this study, the latter dimension is used. In the
simplest case, the batch experiment involves a one-time supply of nutrients.
In the 1940s, Monod [102] observed during these types of experiments that
the growth of a culture can be described with six phases (cf. Figure 2.12):

1. Lag phase: The microorganisms need time to adapt to the new environ-
mental conditions. During this phase, there is no significant change in
the number of cells, but the cells grow and maintain their metabolism
[112]. The duration of the lag phase can vary, lasting from a few hours
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to several days until an increase in the culture size becomes noticeable
[155].

dn

. Acceleration phase: After adapting to the environment, cells start to

divide, and the growth rate of the population increases [102].

< N pgrowthy, (2.2)

max

. Ezponential phase: During the exponential phase, the culture achieves

its maximum growth rate (¢8'%"*™") and cell division accelerates expo-

max

nentially. This is considered the healthiest phase with maximal metab-
olism [93].

d'fl wgrowth (23)

max

. Retardation phase: With increasing substrate depletion and accumula-

tion of waste products, the growth rate starts to decrease. Nevertheless,
the culture size continues to increase [102].

0< d—n < ypgrovthy (2.4)

max

. Stationary phase: Growth of the culture halts with a zero net growth

rate due to substrate limitations. Organisms enter a starvation/survival
mode, and the number of growing cells reaches an equilibrium with dying
cells. Metabolism continues, but at a significantly reduced rate [29].

dn
— 2.
il (2.5)

. Decay/decline phase: The absence of substrate and the accumulation

of waste products result in an increased decay rate, leading to a nega-
tive growth rate and a decrease in the population size. This phase is
perceivable with an extended observation period [29].

dn

X <0 (2.6)
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Phases 2 to 4 are often summarized under the term log phase due to the typ-
ical logarithmic plotting of growth. It is worth noting that specific phases,
such as the lag phase, may be absent or not observable under certain cir-
cumstances. However, it is generally expected that the observed growth in
batch experiments is significantly higher than in-situ conditions because of
artificially ideal growth conditions provided in the laboratory [93].

When it comes to understanding and predicting microbial growth, mathemat-
ical models are employed to describe the size of observed cultures. Typically,
these models assume that growth is governed by the availability of substrates
(substrate-limiting). However, in some cases, substrate availability may not
be the limiting factor, and other factors may hinder growth, such as space
limitations or absent micronutrients/trace elements.

One of the most popular substrate-limited models is the Monod model [102],
which is expressed as follows:

oa+cs

S
wgrowth _ wrg;;))\;vth <C) (27)

where 18°%th i5 the growth rate in 1/s, 8% is the maximum growth rate

in 1/s, ¢¥ is the molar concentration of the substrate S, and « is the half-
velocity constant. The dimensions of ¢® and « are selected identically (e.g.
mol/mol).

To limit the growth and replicate the decay phase, the growth model is often
extended by a decay term so that the change in the culture’s population yields:

% — #}growthn _ wdecayn (28)
where 198 is the decay rate in 1/s.

During the development of a growth model for UHS application, Hagemann
[54] suggested two models for the decay term:

o Constant decay rate:

wdecay =} (2.9)
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o Increasing (linear) decay rate:
P = b (2.10)
where b is the decay coefficient.

Figure 2.13 depicts the comparison of relevant growth models (Monod [102],
Moser [103], and Panfilov [110]) for an arbitrary batch experiment. It is nec-
essary to mention that it was not possible to replicate the lag and stationary
phase for the selected models. Instead of the lag phase, the Monod and Moser
models start directly in the exponential phase, while for the model of Panfilov,
an acceleration phase can be observed [54].

. ———— - -

log nin®
T
~
~

= = = Monod, constant decay
: y = = = Moser, constant decay
Ve = = = Panfilov, constant decay

Monod, increasing decay
Moser, increasing decay
- Panfilov, increasing decay

-~ — = m m Experimental data
e a? . . . T T T

T

Figure 2.13: Comparison of relevant growth models reproducing an arbitrary batch
experiment [54]

Besides these, there are more models available describing the growth, partially
allowing to model these regions. However, they lack simplicity due to more
tuning/influencing parameters and a direct dependency on time (¢) [94].

2.1.2.2. Microbial activity during UHS

The first indicators of the presence of microorganisms in the subsurface arose
in the early 1930s, when microbial growth was observed in subsurface rock
samples [90]. However, the observations were often severely questioned and
explained by contamination during the sample extraction. In the late 1980s,
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research on microbiology in the underground received new attention, and
the first guidelines for sampling were published [50]. With respect to hy-
drogenotrophic microorganisms, first experiences were obtained during the
storage of hydrogen-containing town gas in Lobodice, Czech Republic. During
the storage operation, a loss of 10 % to 20 % of the working gas with simulta-
neous changes in the fluid compositions was observed (cf. Figure 2.14) [133].
A substantial decrease of hydrogen (Act? = —17%) and increase of methane
(AcCHs = 19%) led to the hypothesis of the presence of methanogenic mi-
croorganisms consuming the stored hydrogen for their metabolism [133]. Later
on, isotopic analyses proved that biogenic methane was generated by microor-
ganisms.
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—Co,
50.00 cH.
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Gas composition
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Figure 2.14: Changes in fluid composition during the storage of town gas in
Lobodice in the late 1980s (adapted from Buzek et al. [22])

Since the increasing interest in large-scale UHS in the 2010s, more atten-
tion has been spent on understanding and characterizing hydrogenotrophic
microorganisms. The main reason is the potential risk of changes in fluid
composition and contamination of the stored fluid that may even generate
harmful components such as hydrogen sulfide [60, 147]. Furthermore, the
accumulation of microbes on the grain surfaces may lead to an alteration of
petrophysical properties and, thereby, deliverability and storage capability.

With a focus on changes in fluid composition, the most prominent hydrogen-
otrophic microorganisms are the following [147]:

e Methanogenic archaea utilize hydrogen as an electron donor and car-
bon dioxide as the carbon source for metabolism. Simultaneously, they
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produce methane and molecular water. This reaction is also known as
methanation:

4Hy + COy — CH4 + 2H50 (211)

During the storage of hydrogen in the subsurface, this reaction is unfa-
vorable. However, with respect to the concept of UMR, these archaea
are selectively utilized to increase the stored energy capacity [137].

o Sulfate-reducing bacteria are consuming hydrogen and sulfate with the
generation of hydrogen sulfide [8].

5Ho + 8037 — HsS +4H50 (212)

Besides the loss in hydrogen content and purity, hydrogen sulfide is a
toxic and corrosive gas leading to additional safety aspects and process-
ing steps [30, 34, 147].

o Homoacetogenic bacteria/archaea use, similar to the methanogens, hy-
drogen as electron donor and carbon dioxide as carbon source, but dis-
charge acetic acid and molecular water:

4H, + 2C05 —> CH3COOH + 2H,0 (2.13)

The product acetic acid can induce a change in the pH value of the
reservoir water and promote further reactions due to disturbance of
equilibrium [89].

In addition to the prominent species, there are other hydrogenotrophic mi-
croorganisms, such as iron-(I1I)-reducing organisms or those following slightly
different reaction pathways. The simultaneous presence of species leads to
competitive behavior. For instance, Siegert et al. [132] observed that in the
presence of methanogenic archaea and sulfate-reducing bacteria, sulfate re-
duction outcompetes methanation when sulfate concentrations in the aqueous
phase exceed 50 mM. Below this threshold, the metabolism of methanogenic
archaea is accelerated compared to sulfate-reducing bacteria [132]. Further-
more, due to the lower Gibbs energy (AG) and a relatively high hydrogen
threshold compared to other reactions, it is expected that homoacetogenic
bacteria are outcompeted by other microorganisms and may dominate only
in the absence of other species [2, 147]. Nevertheless, the presence of these
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species strongly depends on the geological formation and may even be affected
by contamination during the development and operation of the storage [147].

Most of the published microbial growth data was obtained under ideal condi-
tions in incubation and batch experiments and may vary from the conditions
inside natural porous media. In the gas-water saturated rocks, the interfacial
area between the phases is larger than in the experiments, which could yield
a faster supply of substrates in the aqueous phase, in reality [142]. Neverthe-
less, the growth observed in batch experiments is likely to be too optimistic,
and in-situ, the population’s dynamic is limited by factors such as micronutri-
ents and space [135]. Therefore, a reliable transfer from laboratory to in-situ
growth parameters is still an active area of research.

As mentioned earlier, microbial growth requires appropriate growth condi-
tions. Characterizing the growth conditions has generated big interest leading
to much research within the last years. The impact of temperature, salinity,
and pH on the viability of the species is commonly investigated. A first
database containing optimum and critical growth parameters was published
by Strobel et al. [139] and Thaysen et al. [147]. Histograms of optimum
growth conditions for different species are depicted in Figure 2.15. Gener-
ally said, most microorganisms prefer temperatures of approximately 30°C
to 40°C, low salinities (< 50¢/1), and neutral pH values. Nevertheless, some
species also possess a viable window in harsher conditions. This leads to the
implication that biochemical reactions are more expected in shallow forma-
tions having mild conditions (T < 55°C, Snac1 < 100g/1) and formations
containing high water saturations (e.g. aquifer) [148].

Besides the changes in the fluid composition, microbial activity can also im-
pact the flow behavior within the pores. The organisms are living in the
aqueous phase and can be in suspension (planktonic) or attached to the sur-
face (biofilm) [112]. While planktonic individuals are subject to the general
transport process in porous media, the biofilm is assumed to be immobile.
On a geological scale, the nomenclature of attached and detached bacteria
is often used because, due to the narrow pore space (same order of magni-
tude as size the size of bacteria), a fully developed biofilm can not be created
[31]. However, bacteria can plug pore throats and thereby reduce the effective
permeability, which is often stated as bio-plugging/clogging and can have a
significant impact on the operation. For the operation of UHS in formations
with significant amounts of mobile water like aquifer storages, the risk of
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pore-clogging is expected to be higher. Contrary, the likelihood of significant
impacts on the petrophysics in depleted gas fields is limited and most likely
restricted to the gas water contact/transition zone.

2.1.3. Geochemical reactions

Typically, natural gas fields are several tens of millions of years old, allowing
the complete system to reach thermodynamic and chemical equilibrium. How-
ever, these equilibria are disrupted by the injection of new chemical compo-
nents such as hydrogen. Among other things, these new chemical components
may induce reactions with the rock minerals [60]. These types of reactions,
where dissolved components in the fluids interact with the minerals of the
rock, are referred to as geochemical reactions [12]. Geochemical reactions of-
ten follow a path of mineral dissolution, where one or more minerals dissolve
in the liquid phase and react, followed by either remaining dissolved or precip-
itating out of solution [13]. While dissolution typically enhances petrophysical
properties, precipitation can lead to pore clogging or even cause geomechan-
ical issues. Furthermore, the reaction products can contaminate the stored
fluids, making them unfavorable.

2.1.3.1. Modeling of geochemical reactions

The utilization of geochemical models to reproduce and predict the behavior
of a system has played an increasingly significant role over the past 60 years
[13]. With the advancement in computing power, it has become possible to
model complex systems involving various components in the solid phase (e.g.
minerals) and the fluid phase. The ultimate goal in the field of geochemical
modeling is to develop models that closely replicate reality while maintaining
a practical balance [13].

To build a suitable model, the mechanism of a reaction has to be understood.
In order to introduce the geochemical modeling approach, a hypothetical re-
action is assumed, which takes place according to the following stoichiometry:

@A+ BB = 0D +¢E (2.14)

where A, B, D, and F are the species and «, 3, J, and ¢ are the stoichiometric
coefficients.
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In general, the reaction can take place in both directions and it will tend
towards the chemical equilibrium (lowest free Gibb’s energy) [13]. As can
be seen in Figure 2.16, the equilibrium point is located between both single
states and implies that in equilibrium all species are present [123].

B and C only

D and E only

Free energy

Equilibrium point

e
Extent of reaction

Figure 2.16: Chemical equilibrium and its tendency towards the lowest free energy
(adapted from Bethke [13])

The level of equilibrium at an arbitrary point in time is often expressed by
the reaction quotient @Q,,:

6 €
apa
Qm = ( f g) (2.15)
a,ap t
where ag is the activity of species S.

For equilibrium, the reaction quotient is equal to the equilibrium constant
(mass action coefficient) K,,:

~§ ~¢
K, = D% (2.16)

~o =0
a,0p

where ag corresponds to the activity of the species S at equilibrium.
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Two approaches are commonly used in geochemical modeling: 1) equilibrium-
based models and 2) kinetic/rate models. The first model assumes that the
geochemical equilibrium (Q.,, = K,,) is achieved at every point in time. The
second model type considers the presence of chemical non-equilibrium, which
is progressively approaching the equilibrium state. A typical description for
a kinetic model was developed by Lasaga et al. [84]:

_ dng _ Qm ’

where ry, is the rate in mol/s, Ay is the specific reactive surface area of the
mineral in m?, k is the rate constant in mol/(m? - s), and @ is a tuning pa-
rameter (often assumed to be unity). Typically, the rate constant depends on
temperature (exponential impact) and activation energy. The model allows
the reaction to proceed forward (Q,/K,, < 1) and backward (@, /K, > 1),
whereby the equilibrium is achieved for @ = K.

The model selection depends on the reaction itself, where the time scale is
the most important selection criterion. Here, the reaction can be classified
into three groups: 1) the reaction occurs slowly in comparison to the time of
interest so that the reaction can be neglected (modeling not required); 2) The
reaction rates are so fast that the system equalizes (equilibrium modeling);
and 3) all remaining reactions (kinetic modeling) [13]. Besides this general for-
mulation, a rate/kinetic relationship owns a high degree of freedom describing
reaction behavior [13].

2.1.3.2. Geochemistry during UHS

The increasing interest in UHS over the last years has promoted investigations
of potential geochemical interactions involving stored hydrogen. A lot of
attention is focused on potential hydrogen losses, contamination, influences
on petrophysical properties, and reduction of rock strength, which impact the
overall safety of the operation.

The most prominent reaction is the pyrite-to-pyrrhotite reduction, where hy-
drogen sulfide is produced, coming with corrosive and harmful characteristics.
Pyrite (FeSs) can be frequently found in low concentrations up to a few per-
cent in many sandstones [119], and the reaction may become relevant for
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many storage formations. In general, the reaction of dissolved pyrite with
consecutive precipitation of pyrrhotite (FeS) has the following stoichiometric
equation [56]:

FeSy + (1 —2)Hy = FeSy4, + (1 —2)HaS (0 <z < 0.125) (2.18)

The hydrogen sulfide generation may impact, on the one hand, the repro-
duction of harmful gas, which requires additional processing steps, leading
to significant cost increases in operation. On the other hand, the integrity
of the well may be endangered due to its corrosive effect on wellbore ma-
terials. First concerns of this reaction occurring during UHS arose when
storing town gas (mixture of ~ 60 % Ha, 20 % CO9 and CO, and 20 % CHy)
in Beyne, France [17]. However, the observed hydrogen sulfide concentration
of 20mg/ Sm? did not necessarily conclude the presence of the reaction and
could also be explained by sulfate-reducing bacteria [17]. Later on, the reac-
tion was investigated experimentally in Truche et al. [150] focusing on nuclear
waste disposals. During the exposure of pure pyrite, an abundant amount of
the pyrite was reduced to pyrrhotite (cf. Figure 2.17) with the simultaneous
generation of hydrogen sulfide within two weeks. However, the investigated

Figure 2.17: Scanning electron microscope (SEM) images of pyrite-to-pyrrhotite
reduction observed in Truche et al. [150] - a) pure pyrite sample (40 pm to 80 pm
sized); partially reacted pyrite after 300 hrs: b) 90°C, pn, = 8bar; c) 150°C, py,
= 8bar; d) 150°C, pn, = 15bar
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experimental conditions of temperature ranges 90 °C to 180 °C and pressures
from 80bar to 140bar (10 % Hs), respectively [150]. In particular, the in-
vestigated temperatures exceed typical UGS conditions [66]. Gaucher et al.
[46] observed an inhibiting effect of carbonates on the generation of hydrogen
sulfide. In a consecutive study, Truche et al. [151] observed reactions even at
lower temperatures and higher rates at alkaline conditions, concluding that
acidic reservoirs could be better UHS candidates.

Apart from the pyrite-to-pyrrhotite reduction, the oxidation of hydrogen by
hematite (Fe2O3) has been observed in laboratory experiments [107]. Sand-
stone samples containing hematite were exposed for over one month at a
pressure of 120 bar and a temperature of 120°C. Although hydrogen oxida-
tion was not significant, remarkable changes in the mineral composition could
be observed [107]. Besides the reduction/oxidation of iron-bearing minerals,
further reactions were implied. Simulation studies of geochemical reactions
with PHREEQC [26] indicated that K-feldspar, kaolinite, and dolomite could
precipitate, while quartz, illite, and calcite could dissolve [62]. Bo et al. [14]
performed a similar simulation study and strengthened the assumption of cal-
cite dissolution related to the introduction of hydrogen. The simulated calcite
dissolution was also observed experimentally during the exposure of rock sam-
ples to a hydrogen atmosphere in autoclave experiments [122]. Focusing on
the sealing capacity of the storage, beneficial effects of hydrogen have been
stated. Within the simulation study of Hemme and van Berk [62], albitization
of clay-rich rocks has been observed, typically yielding a reduction of porosity
and thereby improving the sealing capacity.

Nevertheless, there are also experimental studies where no reactions were
observed [6, 58], so that the presence of geochemical reactions caused by the
injection of hydrogen in the subsurface is still controversial [60].

2.2. Numerical modeling of reactive transport processes in
porous media

Mathematical models describing natural phenomena can be solved analyti-
cally only under substantial restrictions concerning initial and boundary con-
ditions. However, in reality, the applications are more complex, and analytical
approaches reach their limits. Nowadays, numerical methods are commonly
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used to model more complex systems. To solve these systems, an environment
(simulator) has to be developed that manages numerical techniques such as
discretization in space and time. This section explains the general mathemat-
ical model for transport in a two-phase multi-component system in porous
media. Additionally, an introduction to its realization in numerical methods
is presented, and subsequently, the open-source simulator DuMu* used in the
present study is briefly introduced.

2.2.1. Transport equation of two-phase multi-component flow in porous
media

Many transport processes, such as heat or fluid flux, are typically modeled
using the so-called advection-diffusion equation (Eq. 2.19). This continuity
equation generally combines the pressure-driven advection and the species
gradient-governed diffusion equations. Furthermore, the continuity equation
holds an additional term for considering sources and sinks within the system.

ge = V - (DVec) - V-:(v¢) + R (2.19)
ot — —— ~~

diffusive/dispersive term  advective term  source term
storage term
where c is the species, D is the diffusion coefficient, v is the velocity field, and
R is the source term.

To adapt this formulation for two-phase multi-component flow in porous me-
dia on a continuum scale, some modifications are required. Firstly, the volume
of the storage term is reduced to the pore volume. Next, the chemical species
are present in all phases, introducing the sum over phases with respect to all
terms (cf. Eq. 2.20).

00 Y 0achiSa

a=g,w
En +V. E (0aChug +J5) = ¢° (2.20)
a=g,w
~—~
storage term advection/diffusion term source term

where ¢ is the porosity, ¢ denotes the molar density in mol/m?, ¢ is the molar
concentration, .S is the saturation of the phase, u is the Darcy velocity of the
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phase in m/s, J is the dispersion/diffusion term in mol/(m? - s), and q is the
source term in mol/(m? - s). The subscript « indicates the phases water (w)
or gas (g), and the superscript x represents the fluid components.

Concerning the advection term, the mathematical model considers the macro-
scopic flow on a continuum scale within the validity of Darcy’s Law:

Kkyo
[ia

V(pa = Pag), a=g,w (2.21)

Uy = —

where u, is the Darcy flow velocity in m/s, K is the absolute permeability in
m?, k, is the relative permeability, 1 is the dynamic viscosity in Pa - s, p is
the phase pressure in Pa, p is the phase density in kg/m?®, and g denotes the
gravitational acceleration in m/s?.

In addition to the pressure gradient-driven advective flow, molecular diffu-
sion and mechanical dispersion, influenced by the concentration gradient, are
relevant flow processes that are accounted for in the diffusive/dispersive term:

J(l; = — 0« (Dgiﬁ,a + Dgisp,a) vcg’ a=gw (222)

where D, is the effective diffusion coefficient in m?/s and Dj is the

disp,«
dlspersmn coefficient in IIl2/S.

In the bulk, the molecular diffusion is often modeled by Fick’s first law [37].
In porous media, the reduced volume due to available pore space and phase
saturations and the complexity of pore structure has to be considered as well:

Dgigg o = Dpm o = ¢7Sa Dy (2.23)

pm,o

where 7 is the tortuosity factor (value between zero and one) and D% is the
bulk diffusion coefficient corresponding to the diffusion factor of Fick’s law.

The impact of mechanical dispersion is as the molecular diffusion depending
on the concentration gradient, but beyond this, also influenced by the velocity
field [9, 130]:

Dy o = 650 (” (o - T>+||va|aT) (2.24)
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where v is the true velocity field in m/s (vq = ua/(6S4)), and ar, and ar are
the longitudinal and transverse dispersivities in m.

For the two-phase relationship, the capillary pressure describes the pressure
difference between the liquid and the gaseous phase:

De (Sw) =Pg — Pw (225)

where p. is the capillary pressure in Pa, p, is the pressure of the gaseous
phase in Pa, and p,, corresponds to the liquid phase in Pa. Frequently, gen-
eralized models such as the one proposed by Brooks and Corey [18] are used
for determining saturation and capillary pressure functions:

_1
Pec = peSweA (226)

where p. is the capillary entry pressure in Pa, S,. is the effective water
saturation, and A is the Brooks-Corey coefficient.

Following the model of Brooks and Corey [18], the relative permeabilities of
the aqueous and gaseous phases are defined as follows:

v (Sw) = Sut (2.27)
Frg (Su) = (1= Sy0)’ (1 - sw) (2.98)

Regarding the phase saturations, the effective liquid saturation depends on
the residual saturations of the wetting (water) and non-wetting (gas) phases:

Sw— S
Spe = _rw  Mwr 2.99
1 - Swr - Sgr ( )

The mathematical model considers thermodynamic equilibrium for the dis-
tribution of the chemical components in the two phases. More precisely, the
fugacity f of the components in the phases are identical.

fe =1s (2.30)

With the assumption of Dalton’s law (total pressure of a mixture is equal to
the sum of the partial pressures of the individual components), the thermo-
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dynamic equilibrium in terms of molar concentrations c, fugacity coefficient
% in 1/Pa, and partial pressure p% in Pa can be expressed as follows:

CyPyPy = CooPruDin (2.31)
To solve the system of equations, further requirements have to be fulfilled. It
is obvious that the sum of the phase saturations has to sum up to unity:

> Sa=1 (2.32)

A similar requirement to the saturations has to be satisfied regarding the con-
centrations. Here, the sum of the concentrations of the individual components
within one phase has to be unity.

ch =1, a=gw (2.33)

2.2.2. Discretization in time and space

In comparison to analytical models, numerical models require discrete loca-
tions in time and space where the solution of the system is investigated. The
discretization allows the transformation of the mathematical model into a nu-
merical model, where the solution is approximated at specific points in time
and space. Based on the discretization, a system of nonlinear equations can
be derived for each time step, which can be solved using an iterative method.

In the following, the temporal and spatial discretization schemes used in this
study are briefly explained on the basis of the general transport equation:

0
P +V-f(u)=qu) (2.34)

where v is the vector containing the primary variables (unknowns), f encom-
passes the flux terms, and ¢ is the source term.
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2.2.2.1. Temporal discretization

The temporal discretization involves two steps. Firstly, approximating the
time derivative (discretization scheme) followed by the time stepping defining
the steps between the discrete points in time. The time derivative can be
approximated by a first-order difference quotient:

o ut+1 _ ut

54~ A (2.35)
Inserting Eq. 2.35 in the general transport equation (Eq. 2.34) two obvi-
ous options are possible to insert as a quotient: 1) forward (u — '), which
corresponds to the explicit Euler scheme or 2) backward (u — u'*!), yield-
ing the implicit Euler approach. Although the implicit Euler subsequently
requires the solution of a system of equations, it is unconditionally stable in
comparison to the explicit Euler scheme [21]. Consequently, the implicit Euler
approach is applied:

ut+1 t

) =g oo

2.2.2.2. Spatial discretization

The discretization in space consists of two steps: firstly, selection of the dis-
cretization scheme and secondly, gridding, which partitions the simulation
domain into subdomains (called elements or cells). Regarding discretization
schemes, finite difference methods (FD), finite element methods (FE), and
finite volume methods (FV) are common schemes, but mixed types such as
control volume finite element (CVFE) methods also exist. In general, all
schemes have their raison d’étre, coming with pros and cons in factors such
as convergence rate, mass conservation, and grid requirements.

In the field of reservoir engineering, early simulators commonly used the FD
method, while the FV method has gained more popularity in recent years.
This shift is due to the increasing computational power, better discretization
of complex domains, and the mass conservation properties of the FV method.
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2.2.2.2.1 Finite volume method

In the FV method, the space is discretized into control volumes where the
discrete values are solved at their centers (cell-centered). Figure 2.18 provides
an overview of relevant components of the cell-centered FV scheme for two
neighboring cells, denoted as ¢ and j. For each of these control volumes, the
integral of the variable u is approximated using the following equation:

9/ udVi+ [ V- f(w)dV; = [ q(u)dV; (2.37)
ot Jy, Vi Vi

By applying Gauss’s theorem to the flux term (volume integral of the diver-
gence is equal to the surface integral over the closed boundary surface), the
equation can be rewritten as:

g/ udV; + (u) - ndA; :/ q(u)dV; (2.38)
ot Vi oV Vi

where n is the unit normal vector on the corresponding control volume face
o, and A represents the total boundary area of the control volume faces.

Consequently, the changes due to the flux over all boundaries can be ap-
proximated by summing up the fluxes over the control volume faces to the
neighboring elements:

(u) -ndA; = Zgij (uisuy) (2.39)

av; =

Here, the index ¢ denotes the individual cell, j represents the neighboring

control volume, and m is the number of neighboring cells of i. The function
gij takes into account geometrical parameters such as the area of the face and

Figure 2.18: Two neighboring control volumes with the common face o [36]
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2.2. Numerical modeling of reactive transport processes in porous media

the distance between the centers. Additionally, it includes (averaged) fluid
and rock properties like viscosity, density, porosity, and permeability.

As the quantities and unknowns are located in the center of the cell, they
represent the average over the volume of the cell:

1
;= — dv; 2.40
uEg ) (2.40)

Similarly, this concept can be applied to the source/sink term to obtain the
averaged quantity:

o) = 5 [ atwav, (2.41)

Vi
By dividing Eq. 2.38 by the volume of the cell V; and inserting Eqgs. 2.40 and
2.41, the mass conservation can be expressed as follows:

1 m
=+ v ;gij (uisuj) = q(uq) (2.42)

In conclusion, Eq. 2.42 corresponds to the discrete cell-centered FV method
formulation for the general transport equation. By inserting the already pre-
sented implicit Euler (Eq. 2.36) for temporal discretization, Eq. 2.42 yields
for each time step and grid cell:

utﬂ uj t+1 ) t41
5 Ty Zgw (i vujJr ) = q(utt1) (2.43)
or alternatively:
m
ui™ =)+ g(u) At — = Z (ui™, u§-+1) (2.44)

Generally, the FV scheme is well-suited for structured grids due to the straight-
forward arrangement of matrices, leading to a robust implementation. It
is worth noting that sometimes unstructured grids are also suitable [88].
This scheme is globally and locally mass conservative, in contrast to the FD
method, and less computationally expensive than FE method approaches [80].
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2.2.2.2.2 Control volume finite element method

The CVFE method (also: box method) is a mix between the FV and FE
methods possessing the advantages of both discretization methods. The idea
is to discretize the domain into a primary FE and secondary FV mesh (cf.
Figure 2.19).

3) secondary FV mesh b)

FE mesh
B

N\

node i

E i
A TEk

Figure 2.19: Overview of the different grids (a) and subgrids during the box
method. (b) corresponds to the FV and (c) to FE mesh respectively [86]

The FE mesh consists of nodes i and their corresponding elements E}. The
FV mesh is built by connecting the midpoints and barycenters of neighboring
elements, constructing a box around the node i. The combination of both
grids leads to the creation of subcontrol volumes (scv). Additionally, the
subcontrol volume b; has faces to the subcontrol volume of neighboring box
4, which is called the subcontrol volume face (scvf) e¥

Consequently, the balances of the fluxes over the subcontrol volume faces
can be determined according to the FV method, whereby the fluxes over the
boundaries at the integration point xfj are obtained from the FE method.

In general, for FE methods, the transport problem can be expressed in its
weak formulation as follows:

/ a0+ / F(u)dQ — /Q g =0 (2.45)
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2.2. Numerical modeling of reactive transport processes in porous media

where u are the unknowns (primary variables), € is the domain, F' encom-
passes the flux terms, and g represents the source/sink term.

The unknowns can be interpolated in the finite elements by defining ansatz/ba-
sis functions N} according to Lagrange:

uw(X) ~ a(X) = Z Ni(X)ii; (2.46)

where @ is the approximate solution at an arbitrary spatial point X in the
domain, and N; is the ansatz function which is linear independent among
themselves (-, N; = 1). However, the differential equation is not exactly
fulfilled; moreover, a residual ¢ is created:

flu)=0— f(a)=¢ (2.47)

Next, weighting functions are introduced, which are multiplied by the residual.
The aim is that the residual disappears in the entire domain:

/ WedQ = 0 (2.48)
Q

In analogy to the ansatz functions, the weighting functions are also linear
independently (>, W; = 1). By replacing the unknowns u by approximated
unknown @ (Eq. 2.46) and inserting the weighting functions to vanish ¢ (Eq.
2.48) in Eq. 2.45 yields:
o1 _ !

A aWde + /Q V- F(a)W;dQ — /QqudQ =0 (2.49)
Depending on the selection of the weighting function, different schemes result.
Choosing the ansatz and weighting function identically yields the standard
Galerkin scheme. For the CVFE method, the weighting functions are defined
as piece-wise constant functions over the F'V mesh resulting in divergent def-
initions of weighting and ansatz function (Petrov-Galerkin scheme) [86, 160]:

| XeE | XeB,
NZ-(X):{O X;El and Wj(X)z{O X;BJ (2.50)
i J

where E; and B; correspond to the element of the FE and FV mesh.
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Applying Green-Gaussian integral theorem for Eq. 2.49 yields:

Y0y [ F@)-ndrs, - / ¢dQ2 = 0 (2.51)
B; Ot oB; B;

where I'g; is the boundary region of the FV box B;.

The storage term in Eq. 2.51 can be transformed as follows:

ot d ou;
—dQ = — i; N;dQ = : N;dQ 2.52
B atd d /Bj ;“% “ Z ot /Bj “ ( ° )

By introducing a mass lumping technique, the integral M;; = [, N;dQ is
J

replaced by the mass lump term Mzhzmp

& 0 i

where | Bj| corresponds to the volume of the FV box B;.

Combining Eqs. 2.51 and 2.53 yields:

Ile% +/ F(@)-ndlp, —Q; =0 (2.54)
ot " Jon, :

where @, represents the approximation of the integrated source/sink term.

In the last step, in analogy to the FV scheme, the time derivative can be

replaced by the implicit Euler, resulting in the final equation, which has to
be fulfilled for each box B; and every timestep:

~t4l ot

| Bﬂu

F(@'*th) - ndl'g, — Qi = 2.
- +/BB (@) - ndTs, — Q1 =0 (2.55)

J

As mentioned earlier, the resulting discretization scheme combines the advan-
tages of FE and FV methods by having the gradient in every arbitrary spatial
point in the domain (FE) and simultaneously achieving local mass conser-
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vation (FV). It is well-suited for unstructured grids, and local adaptation
is possible. However, the grid requires certain conditions (e.g. conforming
grid), which leads to a more complicated grid generation process compared
to the standard FV or FD method. Additionally, it is more computationally
expensive than FV or FD for simple problems in particular.

2.2.3. General structure and solving strategy

After defining the temporal and spatial discretization schemes, the unknowns
can be determined in an iterative process that follows the workflow as depicted
in Figure 2.20. The total number of unknowns corresponds to the number of
primary variables multiplied by the number of grid cells. In the first step,
the initial value of the unknowns is defined (initialization), followed by three
interlaced loops: one for each time step, one for each Newton iteration, and
one for each element.

R
& Qf”@ s&(‘
N
& E Ni
N Vv >
initialize

foreach time step
foreach NEWTON iteration
foreach element

endfor
solve linear system
update solution
check for NEWTON convergence
endfor
- adapt time step size,
possibly redo with smaller step size
- write result
endfor
finalize

Figure 2.20: Example of a solution scheme [36]
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Beginning with the innermost loop, the vector of residuals and the Jacobian
matrix are calculated for each grid cell. The Jacobian matrix contains all first-
order derivatives in space, which are determined numerically. As a result, one
obtains a linear equation system where the change in the solution Auw,, is
solved:

J(un)Au, = —R(uy,) (2.56)

where J is the Jacobian matrix, u, is the vector containing the unknowns,
and R is the residual vector.

Next, the new solution is obtained following the Newton’s method:
Unt1 = Up + AUy, (2.57)
where u,,+1 corresponds to the next Newton iteration.

The convergence is achieved by comparing the relative and absolute errors of
the consecutive solutions. After fulfilling the convergence criteria, the output
is written out, and subsequently, the next time step is started until reaching
the final simulation time.

2.2.4. Overview of the open-source simulator DuMu*

Nowadays, a large variety of simulators is available for the numerical simu-
lation of transport processes. In general, one distinguishes between commer-
cial/proprietary (e.g. SLB Eclipse/E300, SLB Intersect, Rock Flow Dynam-
ics tNavigator, and CMG STARS/GEM/IMEX) and open-source simulators
(e.g. OpenPorousMedia (OPM) and DuMu*). While the first group benefits
from good numerical optimization and ease of use through a defined interface,
open-source simulators are typically distributed as source code, which is less
user-friendly due to its structure and limited interface for the user. However,
they have an outstanding level of adaptability to specific needs, leading to
high popularity within research.

Focusing on open-source simulators, a proper candidate to model reactive
transport processes in porous media is DuMu®. It has been in development
by the University of Stuttgart (Institute of Modeling Hydraulic and Environ-
mental Systems) since 2007 [38, 82]. It is based on DUNE [7] and is provided
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2.2. Numerical modeling of reactive transport processes in porous media

as an additional module to simulate fluid flow in porous media, including
chemical reactions. DuMu* stands for 'DUNE for Multi-{Phase, Component,
Scale, Physics, ...} flow and transport in porous media’. The simulator comes
with various implementations for a large field of applications (e.g. fuel-cell
and soil evaporation processes). The core is the model that defines the type
of involved transport processes and the number of phases and components.
For this study, all simulations are inherited from the two-phase n-component
porous medium flow model (2pnc). The primary variables are consequently
one phase pressure, one phase saturation, and n-2 component concentrations.
Furthermore, DuMu*™ contains already preexisting fluid and solid systems de-
scribing the phase equilibrium and properties of the fluid and solid phases,
respectively.

Regarding the simulation of UHS operations, the open-source simulator Du-
Mu* already showed its good potential to cover the transport process. The
comparison with SLB Eclipse (E300), a representative of commercial reservoir
simulators, showed congruent results for the pure transport [70] and pressure
development during operations. Additionally, first implementations of bio-
chemical reactions related to hydrogen were modeled in DuMu* [31, 54, 55].
To date, the implementation of the particular biochemical model is unique
and it has already shown excellent results during the application for an ac-
companying simulation for a pilot test [136].
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Chapter 3

Extension and calibration of the bio-geo-reactive
transport model for UHS

This chapter presents the mathematical model for bio-geo-reactive transport,
along with the implementation and calibration of the associated processes in
DuMu*. Subsequently, the results of the first simulation runs on a field scale
are presented, which were used to verify the model and its potential applica-
tion for predicting UHS. The primary focus of the biochemical reactions was
on methanation and sulfate reduction, while the geochemical aspects included
the reduction of pyrite to pyrrhotite. However, it is essential to note that the
mathematical model and its implementation were designed in a general form,
allowing for easy adaptation to other relevant reactions and potential exten-
sions.

This chapter contains work that was mainly developed and published [66, 71,
72, 74, 75, 96] during the EU research project "HyUSPRe - Hydrogen Un-
derground Storage in Porous Reservoirs” funded from the Fuel Cells and Hy-
drogen 2 Joint Undertaking (now Clean Hydrogen Partnership) under grant
agreement No 101006632. This Joint Undertaking receives support from the
European Union’s Horizon 2020 research and innovation programme, Hydro-
gen Europe and Hydrogen Europe Research.

3.1. Mathematical model of bio-geo-reactive transport pro-
cesses

To model the unique processes during UHS, the transport equation for two
phases (gas and water) with multiple components is considered. The conti-
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nuity equation component-wise can be expressed as follows:

09 > 0aCiSa

a=gmw o Kkra B i i
QT + V- Z (@ca V (pag — Pa) — gaDdiﬂg’avca) =g
P

a=g,w

(3.1)

where ¢ is the porosity, ¢ denotes the molar density in mol/m?, ¢ is the
molar concentration, S is the saturation of the phase «, K is the absolute
permeability in m?, k, is the relative permeability, u is the phase’s dynamic
viscosity in Pa - s, p is the phase’s density in kg/m?, g is the gravitational
acceleration in m/sz, Dgyig 1s the diffusion coefficient in mz/s, and ¢ is the
source term in mol/(m? - s). The subscript a indicates the phases water (w)
and gas (g), and the superscript x represents the fluid components.

In comparison to Eq. 2.20, the contribution of mechanical dispersion is ne-
glected in this study as the current implementation in DuMu* does not allow
the consideration of this process in the used discretization scheme (FV). Ad-
ditionally, the porosity within the storage term is time-dependent as the pore
space is dynamic over time due to reactions with the solid phase. Since the
solid phase is assumed to be immobile, the material balance for the solid phase
can be expressed as follows:

0" 90 _ q"*
ot

(3.2)

where ¢": denotes the molar density of the solid component 4 in mol/m?,
@5+ is the volume fraction of the solid component, and g corresponds to the
source term in mol/(m? - s).

Similar to the sum of saturations (Eq. 2.32) and concentrations (Eq. 2.33),
the volume fractions and the porosity have to sum up to unity:

(b + ¢21ert + Z¢;€; -1 or ¢ _ ¢0 _ Z ¢:< (33)

Ks

where ¢'"*'* corresponds to the volume fraction of the inert mineral, and ¢
corresponds to the maximum porosity (¢g = 1 — ¢Prt).
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3.1. Mathematical model of bio-geo-reactive transport processes

The source term permits the introduction of artificial sources and sinks in
the domain. In the first place, this term is used to implement the bio- and
geochemical reactions, but also the operation by a well is considered within
this term. Consequently, it can be expressed by the following equations:

For fluid components k:

qK = qGio + qgeo + qx'){vell (34)
For solid components x:
4" = qgé (3.5)

where ¢f, is the biochemical source in mol/(s - m*), gf., is the geochemical
source in mol/(s-m?), and ¢%), is the source due to the operation of the well
in mol/(s - m?).

3.1.1. Biochemical reactions

To consider the presence and activity of microorganisms, the interdependent
growth and conversion are modeled. In general, the mathematical model
of the biochemical reactions relies on the work of Hagemann [54]; however,
changes in the implementation in DuMu* are performed within this study.
Accordingly, the dynamic size of the microorganisms’ population is governed
by the continuous growth and decay of individuals:

9(nSw9)

o — (d]growth _ 1bdecay) ‘n- Sy - ¢ (36)

where n is the number of microbes in 1/m?, 8" is the growth rate in 1/s,
and ¥9°° is the decay rate in 1/s.

The dependency on water saturation is obvious as the microorganisms live
only in the aqueous phase, where growth and decay can occur. Consequently,
the growth depends on the substrates available in the aqueous phase. The
growth itself is expressed by a double Monod model [102] where every sub-
strate is expressed by a Monod term (see Section 2.1.2.1):

S S
,L/)growth — wﬁfg;vth ( Cw1 > ( Cw2 ) (37)

aSl _|_05')1 0[32 +652
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3. Extension and calibration of bio-geo-reactive transport model

where 189%th is the maximum growth rate in 1/s, ¢ is the molar concentra-
tion of substrate S (e.g. Hy, CO3) in the aqueous phase , and o is the half
velocity constant.

The continuous decay of individuals depends on the number of microbes
present. Generally said, the higher the microbial density, the higher the decay.
Consequently, the decay is defined as follows:

P = b (3.8)
where b is the decay factor in m?%/s.

The growth of the microorganisms is governed by their metabolism, where the
substrate is converted to extract the required energy. Hence, the conversion
of substrates to products is controlled by the growth rate of the microbes.
This conversion is reflected in the source term:

wgrowth
q{;io = qb’ygio Y nSw (39)

where 7, is the stoichiometric coefficient of the reaction and Y is the yield
factor in 1/mol. The yield factor defines the amount of mole converted per
cell division, whereby the higher the yield, the lower the conversion.

This mathematical model can be implemented for every microbial species
independently, while the only interaction of the species is the conceivable
share of substrates (substrate-limited model).

3.1.2. Geochemical reactions

Interactions between the fluid and solid phases can have various impacts on the
storage process. Changes in fluid composition and alterations in petrophysical
properties are the main concerns regarding UHS. To consider geochemical
reactions, the changes in the phase composition are coupled with the source
term. As mentioned earlier (see Subsection 2.1.3.1), geochemical reactions
are typically modeled with 1) kinetic or 2) equilibrium models. In the present
study, kinetic models are the focus, although the implementation allows an
interface for equilibrium models in analogy to the kinetic models. A general
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formulation for kinetic models can be expressed as follows [84]:

Q 0
o= (1 (1 22 ) 10

m

where vgeo is the stoichiometric coefficient of component , A7* is the reactive
specific surface area of the reactive mineral r; in m?/m?, k is the rate constant
in mol/(s - m?), Q,, and K,, are mass coefficients, @ is a tuning parameter,
and ¢7¢ is the solid reactant’s volume fraction.

The dissolution and precipitation of minerals result in changes in porosity
and permeability. The variation in porosity is accounted for in Equation 3.3.
To represent alterations in permeability, the Kozeny-Carman model [23, 83]

is utilized:
B 2 3
K (¢) = Ko (11 _ﬁf) <(f0> (3.11)

where Koy and ¢g are the reference permeability and porosity, respectively.
In general, small changes in porosity already lead to a significant change in
permeability.

3.2. Realization of bio-geo-reactive transport model in Du-
Mu*

The developed mathematical model was subsequently integrated into the
open-source simulator DuMu®*. The primary objective was to expand the
existing 2pnc model [54] by incorporating bio- and geochemical reactions
(2pncbiogeo) and subsequently calibrating the model based on empirical data.
Significant improvements were made to the fluid system, solid system, and the
implementation of three reactions. The extensions and modifications in Du-
Mu* are depicted in Figure 3.1. The modified DuMu* source code is available
as an additional module in the GitLab repository [67] (persistent version [65]).
This facilitates better code maintenance and distribution.
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3.2. Realization of bio-geo-reactive transport model in DuMu*

3.2.1. Implementation of bio-geo-reactive transport model

Focusing on the transport in porous media coupled with reactions, the de-
fault two-phase n-component model (2pnc) was extended. Two new models
(2pncbio and 2pncbiogeo) were introduced. Contrary to the previous imple-
mentation of bio-reactive transport [54], the new versions inherit from the
default 2pnc model to optimize code length, structure, and maintenance ef-
fort. In analogy to the compositional model, biochemical and biogeochemical
models were introduced with changes in iofields.hh, localresidual.hh, model.hh,
and volumevariables.hh. The changes led to the extension of the primary vari-
ables and the consideration of spatial parameters as well as output. For each
reactive solid component, the number of primary variables (volume fraction)
is extended by one. In addition, the pseudo components representing the mi-
croorganisms are considered as (immobile) solid components in the current
implementation. However, the microbial density is the corresponding primary
variable instead of the volume fraction. For considering the full extension by
two reactive solid components and two microorganisms, the primary variables
are extended by four.

3.2.2. Implementation of fluid model, solid system, and chemical reac-
tions

In this study, a new fluid system was introduced. The fluid model (benchmark-
_hyuspre_fluidsystem.hh) encompasses two phases, gas and water, each compris-
ing nine components: water (H20), methane (CHy), hydrogen (Hs), carbon
dioxide (CO3), ethane (C2Hg), a pseudo component (Csy), nitrogen (Ng),
sulfate (SO27), and hydrogen sulfide (H,S). Phase equilibria are determined
by a combination of Raoult’s law and Henry’s law [63], accounting for va-
porization and dissolution in the phases. To calculate the density of the gas
phase, the commonly used Peng-Robinson Equation of State (EoS) [116] is
employed. The effects of temperature and pressure on the fluid mixture’s
viscosity are modeled using two correlations. Firstly, the full extended form
of Stiel and Thodos [134] is used to determine low-pressure viscosity. Addi-
tionally, the Lohrenz et al. [91] correlation is employed to compute corrected
high-pressure viscosity (cf. Figure 2.4).
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3. Extension and calibration of bio-geo-reactive transport model

In the solid system (pyritepyrrhotitequartzmgsr.hh), three solid components are
taken into account: pyrite (FeSs), pyrrhotite (FeS), and an inert component,
quartz (SiOg). The implementation of the solid phase draws partially from
the work conducted by Hommel [76]. In this study, it is assumed that the
rock is incompressible, and alterations in the volume fractions of the reactive
minerals, as well as porosity, are solely a result of geochemical reactions. In the
context of the methanation and sulfate reduction processes, microorganisms
are integrated into the solid system as pseudo components, denoted as MG (for
methanogens) and SR, (for sulfate-reducing bacteria), respectively. Varying
implementations, where only the geochemical or the biochemical components
are considered, are also available (mg.hh, pyritepyrrhotitequartz.hh).

The reactions were realized as additional classes in the chemistry directory
providing source-modifying reaction methods. For the biochemical reactions,
the sulfate reduction (sulfatereduction.hh) and methanation (methanation.hh)
are available, containing the relevant reactions and growth parameters (see
Section 3.3.2). For the geochemical reaction of pyrite-to-pyrrhotite reduction,
the reaction kinetics are available in the class pyritetopyrrhotitereduction.hh.

3.3. Calibration of simulation model based on laboratory in-
vestigations

To ensure the reliability of the numerical simulations, the model was calibrated
using experimental data. In the context of gas-gas mixing, recent experiments
on the molecular diffusion of a binary system, specifically methane-hydrogen,
were used. Correlations based on the experimental results were developed
and subsequently integrated into DuMu*. The simulator was afterwards em-
ployed to replicate these experiments. Additionally, to model the biochemical
reactions, static growth experiments were reproduced to obtain growth pa-
rameters in a matching procedure. Finally, the pyrite-to-pyrrhotite reduction
was empirically modeled based on reactor experiments from literature to cal-
ibrate the developed model.
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3.3.1. Calibration of gas-gas diffusion process for a hydrogen-methane
binary system at underground gas storage conditions

To calibrate the process of molecular diffusion, recent experiments conducted
by Michelsen et al. [95] were used to build correlations and subsequently
implement them into DuMu*. Afterwards, the developed model was employed
to verify the implementation by reproducing the experiments. This section
corresponds to a large extent to the work published in Hogeweg et al. [72].

As introduced in Section 2.1.1.2, the process of molecular diffusion originates
from the general tendency of balancing concentration differences caused by
the Brownian motion of the molecules. Fick [37] developed a model describing
this concentration gradient-driven flux, which is known as Fick’s first law:

Jfy = —pDrVeL (3.12)

where J% is the diffusive flux of component  in mol/ (m2 : s), p is the mo-
lar density in mol/m?®, D" is the diffusion coefficient in m*/s, and Vg the
concentration gradient (mole fraction) in the gaseous phase in 1/m.

In the simplest case, a binary system composed of two components can be
considered. Here, it is evident that each component’s flux must be balanced
to conserve the material balance [10]:

> Jp=0 (3.13)

Fulfilling this condition, the diffusion coefficients of both components have to
be identical:

DA = DB = DAB (3.14)

A recent approach of measuring bulk diffusion coefficients at higher tem-
peratures (" = 19.4°C to 59.7°C) and pressures (p = 90bar to 147 bar)
for the binary system methane-carbon dioxide was shown in [53], where dif-
fusion coefficients in the range of 1.46 - 107 m?/s to 3.7 - 1078 m?/s were
observed. To estimate gas-gas diffusion coefficients, numerous correlations
(e.g. Fuller’s method [41] or Wilke’s method [159]) have been developed in
the past, whereby they are typically limited to low pressure and temperature
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3. Extension and calibration of bio-geo-reactive transport model

ranges. Therefore, these models have limited applicability to the conditions
during the storage of gases in the porous subsurface. Furthermore, diffusion
can only occur within the pores in porous media and is therefore decelerated
compared to the open flow due to the reduced space for exchange. For the
one-dimensional system, the flow pathway through the rock is extended due
to the tortuosity of the pore structure. This reduction can be expressed as
follows [61]:

DAS = 678, Dinihy (3.15)

where DSIE is the effective binary diffusion coefficient of the porous media in
m?/s, ¢ is the porosity, 7 is the tortuosity factor of the porous medium, S,
is the gas saturation, and D{;ﬁk is the binary diffusion coefficient for the bulk
medium in m?/s.

So far, only a few measurements of effective diffusion coefficients in porous
media have been conducted. Pandey et al. [109] and Chen et al. [27] per-
formed steady-state and unsteady-state measurements at pressures up to
5bar. Pandey et al. [109] used a steady-state method for dry samples, while
an unsteady-state measurement method was selected for saturated and low-
permeable samples. Here, effective diffusion coefficients for the binary sys-
tem helium-nitrogen in the range of 2.14 - 107°m?/s to 1.19 - 10~4m?/s
(steady-state method) and 1.67-10~8 m?/s to 1.88-1075 m? /s (unsteady-state
method) were measured. Chen et al. [27] observed higher diffusion coeflicients
(2.59 - 10~°m? /s to 2.00 - 1072 m?/s) for methane-nitrogen at a pressure of
p = lbar and a temperature of T' = 35°C.

Overall, the lack of experimental data and insufficient characterization of
molecular diffusion at storage conditions leads to a knowledge gap, which is
addressed in this work. To close this gap, recently conducted and analyzed
experiments of effective diffusion for the binary system hydrogen-methane
[97, 98] were used to develop proper correlations in the following form of Eq.
3.16:

DAB = ¢7 (¢, g, K) SgDiS, (. T) (3.16)

where p corresponds to the pore pressure in bar, T is the temperature in K,

and K is the effective permeability in m?.
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3.3. Calibration of simulation model based on laboratory investigations

Subsequently, the correlation was implemented in DuMu®, and the experi-
mental observations were reproduced to calibrate the numerical model with
respect to the forecast of UHS scenarios.

3.3.1.1. Experimental procedure of measuring gas-gas molecular diffusion
in the laboratory

To measure molecular diffusion, Michelsen et al. [96, 98] used a binary diffusion
setup, which was adapted from the work of Wicke and Kallenbach [158]. The
measurements were performed with a quasi-stationary one-chamber method.
The main component of the setup is a core holder, which is developed for
rock samples with a length of up to 6 cm and a diameter of 3 cm, as depicted
in Figure 3.2. The core holder, also known as the diffusion cell, consists of
a hollow cylinder that contains a rock sample, one gas distribution element,
one gas injection element, and two end pieces. The hollow cylinder is a large
chamber on one side of the rock sample. It must have a volume multiple
of the rock sample’s pore volume. Before placing these components into the
diffusion cell, they are inserted into a Viton sleeve. On the other side of the
rock sample is the gas distribution element with an inlet and an outlet. Be-
fore the experiment, the water-filled annulus surrounding the Viton sleeve is
slowly pressurized to build up a certain radial pressure on the core specimen.
This radial pressure is greater than the measurement pore pressure of the
gas. Simultaneously, the diffusion cell is filled and pressurized with hydrogen
step-wise along with the radial pressure. During the experiment, methane is
injected into the diffusion cell through the inlet, controlled by a syringe pump
that drives a floating piston chamber. A backpressure regulator is installed at
the target outlet to maintain a constant pressure in the diffusion cell during
the measurement. A gas chromatograph, which continuously analyses the gas
composition, is located behind the backpressure regulator. The injection is
continued until a clear trend (straight line) in the gas composition is identi-

Chamber 1 Core Sample Chamber 2
] I8
7 7]
o p b5 . LAl 0]
7, 2
l =i 2
= fa? A
GC = [ = /1 =
o4 N[ %
| N \|

Figure 3.2: Schematic representation of the diffusion cell
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3. Extension and calibration of bio-geo-reactive transport model

fiable. The effective diffusion coefficients were determined by matching the
measurement results with a one-dimensional numerical simulation model im-
plemented in COMSOL Multiphysics. A more extensive description can be
found in [96, 98], and an example of the COMSOL simulation can be found
in the repository [73].

3.3.1.2. Development of a correlation for molecular diffusion in porous
media

To develop a mathematical model characterizing the diffusive flux of the bi-
nary system hydrogen-methane in the subsurface, three data sets [95] of ex-
periments were investigated. The first set (see Table 3.1) contains various
samples from actual storage formations (samples B to H) at the reference
temperature and pore pressure conditions of 7' = 40°C and p = 100 bar iso-
lating the dependency of the petrophysical properties of the porous media.
The second set (cf. Table 3.2) is composed of the measurements performed
on the reference sample A (Bentheimer Sandstone) at various thermodynamic
conditions to establish the dependency of the diffusion coefficient on pressure
and temperature. A final extended data set was used to validate and assess
the accuracy of the developed correlation (see Tables 3.3 and 3.4).

Overall, the laboratory measurements show a dependency on the thermo-
dynamic conditions and the influence of the petrophysical properties on the
strength of the molecular diffusion. The experimental observations generally
indicate that the effective diffusion coefficient decreases with increasing tem-
perature. In low-pressure ranges (< 75 bar), the coefficient decreases with in-
creasing pressure, followed by an increasing trend for higher pressures. Higher
porosities, low water saturations, and higher permeabilities show a higher ef-
fective molecular diffusion coefficient.
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3.3. Calibration of simulation model based on laboratory investigations

Table 3.1: Data Set 1 - Measurements at T = 40°C and p = 100 bar

Sample Porosity Permeability Gas sat. Eff. diff. coeff.

[ [mD] [ [m?/s]
A 0.247 2500 0.4 5.00-10°
A 0.247 2500 0.6 4.00-108
A 0.247 2500 1 1.10-107
B 0.299 71 1 7.00-10~8
C 0.268 157.6 1 6.00-10~8
D 0.317 718.6 1 2.30-107
E 0.199 23.6 1 2.60-10~8
F 0.321 288.2 1 1.20-10~7
G 0.274 263.1 1 9.80-10~8
H 0.176 17.2 1 1.80-108
I 0.210 105 1 3.70-10~8

Table 3.2: Data Set 2 - Measurements with constant petrophysical properties
(¢ =0.247, k =2500mD, and S, = 1)

Sample Temperature Pressure eff. Diff. Coeff.

[°C] [bar] [m?/s]
A 40 20 1.55-1077
A 40 20 1.64-10°7
A 40 50 1.20-10~7
A 40 75 9.00-10~8
A 40 100 1.10-1077
A 40 125 1.26-1077
A 40 150 1.55-10~7
A 40 150 1.60-10~7
A 40 175 1.72-10°7
A 40 200 2.00-10~7
A 25 100 1.20-10~7
A 55 100 1.00-10~7
A 70 100 9.60-10~8
A 85 100 9.50-1078
A 100 100 9.30-10~8
A 85 150 1.49-10~7
A 40 10 3.71.107
A 40 10 3.70-107
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3. Extension and calibration of bio-geo-reactive transport model

3.3.1.2.1 Maodeling of the tortuosity factor representing the influence of
the porous medium

In the first step, the dependency of the diffusion coefficient on the properties of
the porous media was analyzed. Here, the data from Table 3.1 was used. The
intention was to develop a correlation for the tortuosity factor in dependency
of porosity, permeability, and gas saturation, as these parameters are typically
already determined on investigations such as well logging, routine core analysis
(RCAL), and operation history. A straightforward trial and error approach led
to a satisfying result, as depicted in Figure 3.3. Merely one measurement point
(sample D) deviates from the developed correlation. In this case, diverging
pore connectivity and topology of the sample on pore scale could explain this
deviation. The best match has the following form:

DAB = 9252k} - 3.785 - 1071 (3.17)

where DQIE’ is the binary diffusion coefficient between hydrogen and methane
in m?/s, ¢ is the porosity, S, is the gas saturation, and keg is the effective

permeability in m?.

To isolate the tortuosity factor of the porous medium, the Fuller method
[40, 41, 42] was selected due to its reported good accuracy at low pressures
and temperatures to describe the bulk diffusion coefficient. Evaluating Fuller’s
method at 7' = 40°C and p = 10bar (DAR = 2.1395 - 10~°m?/s) allowed

%1077

HMHG 00
Exp. data

g
o

-
o

o
&

Correlated diffusion coefficient, m?/s
o

o
o

0.0 0.5 1.0 15 2.0
Measured diffusion coefficient, mz/s %1077

Figure 3.3: Developed correlation HMHG, of the effective diffusion coefficient
based on various rock samples varying in petrophysical properties and saturation
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3.3. Calibration of simulation model based on laboratory investigations

to determine the tortuosity factor of the Bentheimer sample (74 = 0.208). In
the general form, the first part of the correlation can be expressed as follows:

DAS = ¢SyTDpih (3.18)
HMHG poro : 7 = ¢S,k - 176.916 m 2/ (3.19)

3.3.1.2.2 Modeling the impact of pressure and temperature on the pro-
cess of molecular diffusion

A mathematical model to describe the bulk diffusion coefficient in depen-
dency on pressure and temperature was developed based on the correlation
for the tortuosity factor. Here, a second-degree (2x2y) polynomial regression
of the second data set (see Table 3.2) was used to predict the effective diffu-
sion coefficient (see Figure 3.4). The impact of the porous medium could be
eliminated with Eqs. 3.18-3.19. The best fit for the bulk diffusion coefficients
in dependency of temperature and pressure was achieved with the following
coefficients:

HMHG thermo : Diyii (T, p) = B1 + BT + Bap + BaT? + B5Tp + Bep® (3.20)

Exp. data
HMHGpermo

Di m?/s 10~

Figure 3.4: Effective diffusion coefficient as a function of pressure and temperature
for the Bentheimer Sandstone sample (sample A)
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B1=3.61069-10""m?/s A B = —1.46672-10""m?/s/K  (3.21)
B3 = —1.74842- 1072 m?/s/Pa A 4 = 1.67793 - 107" m?/s/K?  (3.22)
Bs =2.95155-10" " m?/s/K/Pa A B = 3.71863 - 10~ m?/s/Pa’® (3.23)

Afterwards, the developed correlations (Egs. 3.19, 3.20-3.23) were merged
into the final form of:

DAB :¢T (¢7Sg?k) SgDélﬁk (paT) (324)

pm

in terms of the new correlation:

DA = ¢HMHG poro (9, Sg, k) SgHMHG thermo (p, T) (3.25)

3.3.1.2.3 Comparison to existing correlations and estimation of relative
error

The developed correlations (Egs. 3.19, 3.20, and 3.25) were compared with
existing models. Correlations for the tortuosity factor and the bulk diffusion
coefficient were examined independently. Afterwards, the relative error of the
developed and existing correlation sets was estimated and compared.

The difficulty of accurately measuring gas-gas bulk diffusion coefficients at
higher temperatures and pressures leads to a limited number of correlations
describing this parameter. A typical correlation is Fuller’s method (cf. Eq.
3.26) [40, 41, 42], which shows good accuracies in the low-pressure range
(< 10bar) according to the literature [120]. An advantage of this correlation
is the general formulation, which enables the prediction of various binary
combinations of components:

0.014371-7
AB
Dbulk = 05 1/3 1/3 2 (326)
pMyy ((ZU)A + (Z)p )
2
Ma " Mg

where Dl‘?ﬁk is the bulk binary diffusion coefficient in m?/s, T is the tem-
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perature in K, p is the pressure in Pa, Map is the harmonic mean of the
molecular weight of components A and B in g/mol, and ¥, is the atomic
diffusion volume.

10 x10~°
~—— Fuller Met., T = 40°C
N{O 8 —— HMHGthermo, T = 40°C
‘% : Fuller Met., T = 80°C
g —— HMHGpermo, T = 80°C
206
53
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c
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2
‘,‘_é
=02
23]
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Figure 3.5: Comparison of bulk diffusion coefficients determined with Fuller’s
method and the proposed correlation as a function of pressure

Figure 3.5 depicts the trend of the bulk diffusion coefficient versus pressure
according to Fuller’s method and the developed correlation. While Fuller’s
method leads to a strongly monotonic decreasing diffusion coefficient with
increasing pressure, the developed correlation leads to an initial decrease fol-
lowed by an increasing diffusion coefficient. This yields consistent results at
low-medium pressures (= 25bar), but the deviation between both models
grows with increasing pressure. Based on the experimental investigations and
developed correlation, the bulk diffusion coefficients seem to be higher than
expected. According to the theory [32, 156], the behavior as predicted by
Fuller’s method is more reasonable than the correlation in the present study.
However, Guevara-Carrion et al. [53] described a similar trend as observed in
the presented experiments. Guevara-Carrion et al. [53] concluded that this
phenomenon is caused by the transition from a liquid-like to gas-like state
within the supercritical region, which could also be applicable in the present
study. Nevertheless, the measurement of the bulk diffusion coefficient in a
similar experimental approach without a core specimen is recommended to
determine the data point, which is currently based on Fuller’s method exper-
imentally (see Section 3.3.1.2.1).
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Figure 3.6: Comparison of tortuosity factor determined with Millington & Quirk
and the proposed correlation as a function of gas saturation, porosity, and absolute
permeability. To determine the impact of relative permeability, the Brooks-Corey
model [18] is used, parameterized with S,,c = 0.2 and A =2

The commonly used model of Millington and Quirk [99] was compared with
the developed correlation for the tortuosity factor. The model of Millington
& Quirk estimates the tortuosity factor of a porous medium based on its
porosity and gas saturation (cf. Eq. 3.28). Figure 3.6 compares the developed
correlation for two different porosities. Both correlations generally show an
increasing tortuosity factor with increasing petrophysical properties and gas
saturation. This is physically justified as the higher the tortuosity factor, the
more it behaves as a bulk volume (7pux = 1). Furthermore, with increasing
saturation, the deviation between both models increases so that at high gas
saturations, the tortuosity factor in the correlation is approximately 3 to 4
times lower than the result of the model of Millington & Quirk.

T=¢'/387/3 (3.28)

3.3.1.2.4 Overview of correlated effective diffusion coefficients and error
analysis

Concerning the accuracy of the correlations, the correlated results of the pro-
posed model (HMHG) and the established combination of Fuller’s method
and Millington & Quirk (FMQ) to the laboratory observations were com-
pared. For the reference sample A, the comparison is depicted in Figure 3.7.
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Figure 3.7: Comparison of correlated (model HMHG and FMQ) and measured
effective diffusion coefficient of the porous media (sample A)

Regarding the pressure trend, the observations are analogous to the bulk dif-
fusion as it is only scaled by the product of the porosity, gas saturation, and
tortuosity factor of sample A. More interesting is the diverging trend of the
diffusion coefficient with increasing temperatures. Here, the results of model
FMQ show an increasing quasi-linear behavior, while the experimental ob-
servations indicate a decreasing trend. The general trend is reproduced by
model HMHG, although the deviation between measured and correlated co-
efficients is increasing at high temperatures. As an additional parameter of
the accuracy of the models, the relative error is determined:

measured correlated
D — D&

Span = —Pm
measured
pm me

(3.29)

An overview of the corresponding results is listed in Tables 3.3 and 3.4. The
suggested model shows good results mimicking and predicting the measured
effective diffusion coefficients with relative errors of less than 50 %. Only four
experiments showed higher relative errors for which the correlation shows
insufficient accuracy. The high error with the saturated samples is subject
to stronger uncertainties in the experimental procedure and, therefore, the
relative error may not be representative. The remaining remarkable deviations
were samples measured at the experimental matrix’s higher boundaries and
exceeding these conditions. Furthermore, the binary diffusion coeflicient is
overestimated for these cases; therefore, the coefficient is higher than observed.
Regarding the significant deviation of 615 % for sample H, the temperature is
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3. Extension and calibration of bio-geo-reactive transport model

located at the upper boundary, the pressure exceeds the upper limit, and the
permeability is the lowest of the entire measurement series. In this region, the
model reaches its limitations. In these circumstances, additional experiments
could lead to improved tuning within this region. Nevertheless, the correlation
shows promising results for typical storage conditions within the European
Union regarding temperature, pressure, and petrophysical properties.

In comparison to the developed correlation, model FMQ indicates higher rel-
ative errors. Here, deviations of more than 100 % can be regularly observed.
Therefore, the developed correlation seems to give more accurate results. Re-
markable are high errors within model FMQ’s low temperature and pressure
region. Within this region, Fuller’s method is stated to be accurate, which
could indicate inaccurate modeling of the tortuosity factor of the investigated
rock samples by Millington & Quirk.

3.3.1.2.5 Validation of numerical implementation by reproduction of ex-
perimental results

To predict the mixing effects governed by molecular diffusion on larger scales,
the experiments were reproduced within numerical simulations in DuMu*.
For this purpose, the developed fluid system (see Section 3.2.2) was used. For
the spatial discretization, representing the core sample (= 6 cm) between the
two chambers, a one-dimensional grid with 100 equidistant elements was de-
fined. While the first chamber possesses a relatively large volume, the second
chamber solely represents the gas distribution element. An extrusion factor
corresponding to its area was introduced to consider the axial cross-section
of the rock specimen. The CVFE method was selected for the discretization
method due to its versatile possibilities of evaluating gradients locally. The
porosity and permeability of the domain were defined homogeneously and pa-
rameterized with the measured values from the laboratory. With respect to
the initialization of the system, all elements contain only gas, which is com-
posed entirely of hydrogen following the experimental procedure. Both pres-
sure and temperature were defined as the experimental conditions. To model
the two chambers at the sides of the core sample, time-dependent Dirichlet
boundaries were used to mimic the changing concentrations of hydrogen and
methane within the chambers as displayed in Figure 3.8. The time-dependent
Dirichlet boundaries are updated explicitly in every time step. Based on the
substance present in a chamber (cf. Eq. 3.30), the molar concentration can
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Qinj
A re rthz: E
Chamber 11 ¢ e e t ! Chamber 2
TR [ ar, < '

Qpro

Figure 3.8: Schematic representation of the domain including the modeling of the
chambers

be determined by Eq. 3.31.

pV =nRTZ (3.30)
nﬁ
e 3.31
S (3.31)
where p is the pressure in Pa, V is the volume of the chamber in m?, n is the

amount of substance in mol, R is the universal gas constant in J/(K-mol), Z
is the compressibility factor, and ¢” is the concentration of component k.

The concentration change in the chambers is determined by a material balance
of each chamber of the previous and current time step (Eq. 3.32).

dn”

ny =ng 4 — i At (3.32)

where ¢ denotes the new time, ¢t — 1 corresponds to the previous time step, and
At is the time step size in s. The change in substance over time is thereby
influenced by the flux over the boundary and additional injection/production
in/from the chamber.

dn”
dt

= qFD + qglj - QSro (333)

where gr,, is the flux over the Dirichlet boundary in mol/s and ¢iy; and gproa
are the injection and production rates from a chamber in mol/s. The boundary
flux can be obtained implicitly with:

Kk,
@ = (chng—i— Dg;f;ffvc;)ggA (3.34)
* —_———

advective flux  diffusive flux
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where K is the absolute permeability in m?2, krg is the relative permeability
(here: k.y = 1 due to single-phase gas flow), p, is the dynamic viscosity of
the gaseous phase in Pa s, g, is the molar density in mol/m?, and A is the
cross-section area in m?2.

Concerning the first chamber, where a continuous injection of methane and
production of the gas mixture occurs, the contribution to the gas composition
is summarized in Eqs. 3.35 to 3.36. For the production composition, the
concentration of the previous time step was selected to simplify the numerical
model. However, one limitation is that the maximum time step size directly
depends on the volume of the tiny chamber 1 and the rate of the continuous
flushing and is therefore set to 20s in the present study.

Qi’;j = c?njqﬂush (335)
QSro = c?th—lQﬂush (3.36)

where ¢iyj is the injection composition (here: only methane), gausn is the
continuous production and injection rate in mol/s, and ¢l ;_; is the concen-
tration in chamber 1 of the previous time step.

A summary of the boundary definition can be found in Table 3.5.

Table 3.5: Overview of the definition of the primary variables of the Dirichlet
boundaries for chamber 1 and 2

Pri. variables Chamber 1 Chamber 2
Dg Pinit = Pexp DPinit = Pexp
S?U O 0
o ot _ ”zhl.tflf(‘h':D +ih; —Apro) AL o _ ”2}.2&1*qu At
g chl,t Zk "Zhl,t—l7((11,jD+qi';1j7q;ro)At ch2,¢ ZA_ n;‘hQ.tilfql'iDAt

3.3.1.2.6 Results and comparison of numerical simulations with the lab-
oratory observations

Figure 3.9 compares the simulated and measured results of the reference case.
The general matching parameter is the hydrogen concentration in the gas
stream of chamber 1. It is evident that initially, the hydrogen in the chamber
is displaced by methane, leading to a rapid drop in the hydrogen concentra-
tion. Generally speaking, the higher the hydrogen concentration in the first
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Figure 3.9: Comparison of hydrogen fractions versus time observed in laboratory
and modeled in DuMu* for the reference sample at reference conditions (T =
40°C and p = 100 bar)

chamber, the higher the flux by molecular diffusion. Regarding the match
quality between observed and modeled data, the implementation in DuMu*
shows similar hydrogen concentrations and a congruent slope dependent on
time. Based on the simulations, it is also possible to evaluate the spatial dis-
tribution of the gas composition within the core sample as depicted in Figure
3.10. Again, the simultaneous decrease in the hydrogen concentration and
increase in methane content can be observed. For this specific case, the first
influence of methane in the second chamber is remarkable after approximately
2000s, with a continuously increasing trend.
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Figure 3.10: Spatial distribution of hydrogen and methane concentration within
the first 10000s
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Figure 3.11: Hydrogen concentration versus time for four selected cases of sam-
ple A (Bentheimer) at different thermodynamic conditions and for two arbitrary
samples from actual storage formations
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The quality of the correlations and implementation was evaluated at different
thermodynamic conditions. Figure 3.11 depicts measurements and the results
of the simulation at typical and actual storage conditions. The first case
(T = 40°C and p = 50bar) shows a deviation, which is expected due to
the high relative error of § DAB R 50 % of the correlation. For the other three
cases, the modeling of the experiments yields congruent and satisfying results.
Similar qualities of match with minor variance can be observed for the samples
from actual storage formations.

In general, implementing the developed correlation in DuMu* permitted a
good reproduction of the laboratory experiments. Deviations between the
modeled and observed results were mainly caused by inaccuracies in the de-
veloped correlation.

3.3.2. Characterization of microbial growth parameters on laboratory
scale

To calibrate the implementation in DuMu* qualitatively and quantitatively,
microbiological experiments conducted and published in Strobel et al. [140]
were reproduced in this work. The corresponding study focused on the growth
of microbes in batch reactors, allowing growth parameters such as maximum
growth rate and yield to be obtained.

3.3.2.1. Experimental investigations of microbial growth in batch

In the experimental work of Strobel et al. [140], an isolated species of me-
thanogenic microbes (Methanothermococcus thermolithotrophicus - DSMZ
No. 2095) was placed in reactors and exposed to a Hy-COg (80:20) atmo-
sphere. The reactors (V = 132.5ml) were filled with nutrient medium to
provide a suitable growth environment. The temperature was set constantly
to T = 60°C, which corresponds to the optimal temperature for this par-
ticular species, and the initial pressure was set to pinit = 1.8 bar. The pa-
rameters measured included the absolute pressure (continuously) as it pro-
gressively decreased during the experiment and the microbial density, which
was determined by counting the microorganisms before, during, and after the
experiment. The substrate was supplied only once at the beginning of the
experiment.
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Figure 3.12: Results of batch experiment [140] - Pressure (standardized) decrease
with simultaneously growth versus time

Figure 3.12 displays the observations from the laboratory. The simultaneous
decrease in pressure and an increase in population size provide evidence of bio-
chemical metabolism associated with the conversion of hydrogen and carbon
dioxide to methane and water. The pressure trend can be explained by the
exponential growth of the organisms while the substrate supply is sufficient.
However, the pressure drop halts as soon as one of the substrates becomes the
limiting factor (retardation phase: 15h < ¢t < 18h), and growth subsequently
decreases until it stops completely (stationary phase: ¢ > 18h).

Subsequently, Strobel et al. [140] conducted a matching procedure to deter-
mine microbial growth parameters. Compared to the present study, their
model accounted for thermodynamic non-equilibrium to investigate the po-
tential mass transfer limitations of substrates from the gaseous to the liquid
phase. Additionally, since decay is challenging to observe in batch experiments
and substrate limitation is expected, the impact of dying microorganisms was
neglected in their model. During the matching process, the experiments were
successfully reproduced with excellent accuracy, and a potential limitation
related to mass transfer during the retardation phase was identified [140].

3.3.2.2. Implementation and matching of batch experiments in DuMu*
The batch experiment was reproduced to integrate the experimental obser-
vations into the DuMu* model. For this purpose, the developed 2pncbiogeo
model with the fluid system described in Section 3.2.2 was used. A simple
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0D simulation was achieved by defining a simulation domain consisting of a
single cell (1D) with Neumann no-flow boundaries. The porosity was set to
unity, and the system was initialized at the initial pressure of the reactor
(pinit = 1.8 bar), with a saturation of 30 % (V,, = 40ml). At the beginning of
the experiment, it is assumed that only water, hydrogen, and carbon dioxide
are present and distributed in the phases according to thermodynamic equi-
librium. Since the DuMu* implementation does not cover the lag phase, the
reaction was activated after passing this phase.

The biochemical model in DuMu* considers the continuous growth and decay
of individuals as proposed by Hagemann [54]:

9(nSw9)

o — (d]growth _ 1bdecay) ‘n- Sy - ¢ (337)

Growth is realized through double Monod terms (see Eq. 3.7) and is primarily
controlled by substrate availability. As a result, growth decelerates when
substrates start to become depleted. In reality, other limiting factors, such as
space or the availability of micronutrients, can also influence growth. In the
model developed by Hagemann [54], the decay term (cf. Eq. 2.10) accounts
for the continuous death of microbes and serves to define the upper limit
of microbial density. During UHS, substrates are expected to be provided in
sufficient quantities near the wellbore to reach the maximum microbial density.
Theoretically, at this point, the derivative of microbial density becomes zero,
and growth balances the decay rate at the maximum microbial density.

9(nSw9)

o _ (wgrowth _ wdccay) .n- Sw . (;3 ; 0 (338)

Assuming that the maximum density is achieved at a water saturation and
porosity of unity, the equation can be rearranged as follows:

’d}grOWth?’L — ¢decayn (339)

With a linear decay rate as proposed by Hagemann [54] and inserting the
double Monod terms, the model can be expressed as:

S1 S2
o2 (st ) (s ) =t (3.40)

aSl _|_CLSUI aS2 _;'_05}2

—1 —1
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Figure 3.13: Results of the simulations in DuMu* in comparison to the observed
laboratory data in [140] - Pressure drop and number of microbes in the reactor
dependent on time

At maximum microbial density, the limitation is not due to an insufficient
substrate supply, but rather it is caused by factors such as insufficient available
space. In this case, the Monod terms tend to unity, which allows to determine
the maximum microbial density as follows:

growth
Nmax = wmzx (341)

Alternatively, for dimensionless microbial density (n*(t) = n(t)/ninit):

h
n ,l/}growt
* max max
N = = (3.42)
max
Minit b

Assuming a volume of 1-10712ml for a single microbe [142], the theoretical
maximum microbial density is 1-10'® /m3. Based on this theoretical maximum
density and the initial microbial density of the batch experiment (nini =
1.079 - 10*®/m?), the maximum density is approximately 92655 times the
initial one.

To proceed with the matching procedure, the first step involved running a
simulation using parameters from Strobel et al. [140] as an initial guess (cf.
Figure 3.6). Figure 3.13 presents the simulation results for the initial guess
and the best match. The parameters fine-tuned during the matching process
included the maximum growth rate ¥&2¥* the decay factor b, and the yield

max
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*

factor Y. During the matching, the maximum microbial density n}, .. was set
constant. The best match was achieved for the values listed in Table 3.6.

Table 3.6: Overview of relevant growth parameters from literature, matched
within this study, and later used on field scale

Initial guess Best match  Fieldscale

Parameter DuMu* [140]  DuMu* DuMu* Unit
Initial number of micro., njui¢ 1.079 - 1013 1.079 - 1013 1-107 1/m3
Maximum growth rate, 1goVth 7-1074 6.3-1074 6.3-1075 1/s
Decay factor, ydec® 0 6.78 10710 6.78-1071° 1/s
Hj-half velocity const., am, 4.483-107% 4.483-107% 4.483-10"% mol/mol
COq-half velocity const., aco, 2.465-1078  2.465-107% 2.465-10~% mol/mol
Yield factor, Y, 4.1-10'2 3.1-1012 3.1-1012 1/mol
Maximum micro. density, n}, .. — 00 92655 9265.5 -

Although the DuMu® implementation allows for proper reproduction of the
experiment, some limitations of the model become evident. The first limita-
tion is in modeling the previously mentioned lag phase without deactivating
the microbial reaction. The second limitation is related to reproducing the
retardation phase. In the simulation, a discontinuity is observed, whereas
laboratory observations indicate a smooth transition from the exponential to
the stationary phase. Strobel et al. [140] successfully modeled this phase by
assuming that mass transfer from the gaseous phase into the liquid phase is
limited, gradually limiting the substrate for growth. However, this extension
is restricted to thermodynamic non-equilibrium models and is not applicable
in the current DuMu* implementation. Although not visible in the simula-
tion results, the model faces difficulties in modeling the stationary phase when

wdecay # 0.

In addition to matching observed data, the simulation provides insights into
limiting mechanisms. Figure 3.14 depicts the amount of substance of each
species in the reactor over time. The reaction pathway is clearly visible, with
hydrogen and carbon dioxide decreasing as methane is produced. Growth
limitation, as expected and also observed by Strobel et al. [140], is caused
by the depletion of the substrate hydrogen, as the hydrogen content tends to
zero.
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Figure 3.14: Results of simulation in DuMu* - Total amount of substance (gas
and water) versus time

3.3.2.3. Transfer from laboratory scale to field scale

The batch experiment demonstrated that introducing hydrogen into the sub-
surface in combination with the initial gas can promote microbial growth,
resulting in a significant loss of stored hydrogen. However, the transfer from
laboratory observations to the field scale remains unknown. As mentioned
earlier, there are reasons for both acceleration and deceleration of the reac-
tion in the subsurface. Acceleration is mainly attributed to the larger interface
between the phases inside the pores compared to batch experiments, allow-
ing for faster substrate transfer. However, the experiments in Strobel et al.
[140] indicate that this effect has only a minor impact on growth and is re-
lated to substrate limitations. On the contrary, deviations from ideal growth
conditions, such as temperature, pH, salinity, and micronutrient availability,
will lead to a reduced growth rate. Missing trace elements must be obtained
from dead cells, and the available space is shared with other microorganisms.
Therefore, the different behavior of batch and in-situ growth is case dependent
and the transfer between these scenarios is still a subject of research.

In this study, the selection of growth parameters for the field scale was based
on laboratory observations, assuming that growth occurs one order of mag-
nitude slower due to inappropriate growth conditions. Furthermore, it was
assumed that the initial microbial density is lower (ni,i; = 1-107/m?). The de-
cay rate was selected identically to the batch experiment due to the presence of
other species (space limitation) and limitations of trace elements. This leads
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to a maximum microbial density for the field case of nypax = 9.2655 - 1019 /m?3.
Concerning the sulfate-reducing bacteria, the growth parameters for the field-
scale simulation were based on previous studies and literature [55] and defined
as listed in Table 3.7. After the calibrations, first simulation runs on the field
scale with the developed growth kinetics were performed to assess the poten-
tial impact on UHS efficiency.

Table 3.7: Overview of used growth parameters for the subsequent field case
study

Parameter Methanation —Sulfate reduction [55] Unit
Initial number of microorganisms 1-107 61010 1/m?
Maximum growth rate 6.3-1076 2.0-107° 1/s
Decay factor 6.78 10710 2.315-1076 1/s
Hs-half velocity const. 4.483-1078 5.1076 mol/mol
C0,/SO32™ -half velocity const. 2.465-1078 1.8-1076 mol/mol
Yield factor 3.1-10'2 1.2-10% 1/mol
Maximum micro. density 9265.5 8.64 -

3.3.3. Calibration of pyrite-to-pyrrhotite reduction based on modeling of
laboratory experiments

Various geochemical reactions are suspected to occur during the injection of
hydrogen into the subsurface [60]. However, a significant part of these re-
actions has only a minor impact on the operation and/or is not relevant to
the time horizon of interest. One of the most controversial reactions is the
pyrite-to-pyrrhotite reduction coming with the generation of harmful hydro-
gen sulfide. A simplified reaction stoichiometry, assuming that the reaction is
only occurring in one direction, can be expressed as follows:

FGSQ +Hy — FeS + HQS (343)

Hydrogen sulfide leads to the corrosion of well materials and is also toxic to
human beings. Laboratory experiments in the early 2010s [150] addressed this
reaction and observed a significant amount of generated hydrogen sulfide. To
predict the pyrite-to-pyrrhotite reduction on larger scales and thereby assess
the potential risk, these experiments were reproduced in DuMu* on a lab scale
so that they can be afterwards applied on the field scale. The work presented
in this section has been published in Hogeweg et al. [75].
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3.3.3.1. Description of laboratory procedure and observations

To observe the reaction, Truche et al. [150] exposed pure pyrite to an argon-
hydrogen (10 % Hs) atmosphere at pressures of 80 bar to 180 bar and temper-
atures of 90°C to 180°C. In the first step, ultrafine pyrite was exposed to
this atmosphere, and quantitative analyses proved the presence of the reac-
tion. For buffering, minor parts of calcite were added to the pyrite powder.
During the exposure, a progressive precipitation of pyrrhotite with a simul-
taneous discharge of hydrogen sulfide was observed. To quantify the amount
of hydrogen sulfide produced and subsequently build a model, experiments
on crushed pyrite powder (measured specific surface area Agpec = 0.78 m?/g)
were performed.

In general, the experimental workflow was composed of the following steps:
1) Placing solid and liquid material in the high-pressure reactors (300 ml and
450 ml), 2) flushing with argon to remove dissolved oxygen, and 3) increasing
the pressure by injecting the argon-hydrogen gas to the defined experimental
condition [150]. During the exposure with a time of up to 14 days, liquid sam-
ples were taken from the reactor periodically. Scanning electron microscope
(SEM) images were taken after the experiment for textural and morphologi-
cal analysis. Additionally, specific surface area analyses (BET) and electron
microprobe (EMP) analyses were performed.

With a focus on modeling the reaction quantitatively, Truche et al. [150]
selected eight out of eleven performed experiments with sized pyrite particles
and reproduced the experiments within PHREEQC [26]. The corresponding
experimental matrix is depicted in Table 3.8. For the selection of experiments,
the amount of hydrogen sulfide released was determined, and afterwards, a

Table 3.8: Experimental matrix design for the characterization of pyrite-to-
pyrrhotite reduction with crushed pyrite powder [150]

TP 120 | 150 | 165 | 180
PH, [bar]
8 X X X X
15 X
18 b'¢ b'd X
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correlation in dependency of pressure, temperature, and time was developed:
log ni,s = —5.22 4+ 0.47logt + 1.10log py, — 2755/T (3.44)

where ny,s is the hydrogen sulfide production in mol/m?, ¢ is the elapsed
time in h, py, is the partial pressure in Pa, and 7" is the temperature in K.
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Figure 3.15: Hydrogen sulfide per surface area generated by the pyrite-to-
pyrrhotite reduction determined in the laboratory and the proposed correlation
[150] - Impact of temperature and pressure

The experimental data and the trend of the developed correlation (Eq. 3.44)
are depicted in Figure 3.15. In general, the highest reaction rates are observed
at the beginning of the experiment, with a truncating behavior in the later
phase. Further, higher partial pressures and temperatures lead to a promoting
effect with respect to the reaction rate.

Truche et al. [150] supposed that the reaction follows a dissolution-precipi-
tation reaction where the pyrite dissolves into the liquid phase, reacts, and
afterwards partially precipitates as pyrrhotite. Regarding the sharp reduction
of the hydrogen sulfide generation, potential reasons such as approaching the
equilibrium conditions or diffusive effects on the microscale were concluded.
Nevertheless, it seemed that the reaction is controlled by many factors such
as temperature, partial pressure of hydrogen, specific surface area, pH, and
also present hydrogen sulfide content [150].
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However, this model (Eq. 3.44) was developed in 0D simulations and may not
be suitable for implementation in a transport model. For the purpose of field-
scale simulations, hydrogen may only be present locally and time-delayed.
With this correlation (Eq. 3.44), the reaction would even take place when the
partial pressure of hydrogen was zero (= no hydrogen present). Additionally,
big pressure changes during the operations are expected, which could cause
problems. To allow the implementation for more complex systems, the results
of Truche et al. [150] were used to develop a new kinetic model in this study.

3.3.3.2. Implementation of laboratory experiments case in DuMu*

To develop the new kinetic model, the reactor experiments with pure pyrite
samples of Truche et al. [150] were reproduced within DuMu*, including the
development of a new mathematical model describing the kinetics of the re-
action. For the matching with the laboratory observations, the developed
2pncbiogeo model (Eq. 3.1) was used with a modified fluid system. The ex-
periments of Truche et al. [150] involved the chemical components of water
(H20), argon (Ar), hydrogen (Hz), and hydrogen sulfide (H2S). Therefore,
this simplified fluid system consisting of these four components was imple-
mented in DuMu*. The density of the gas is described by Peng and Robinson
[116] EoS, and further, thermodynamic properties are in alignment with pre-
vious fluid system implementations. Besides the fluid system, a new solid sys-
tem consisting of three components was defined: pyrite (FeSs) and pyrrhotite
(FeS) as reactive and quartz as inert. As the volume fraction of quartz is
assumed to behave static, it can be neglected in the system of equations and
defines rather the maximum porosity. Furthermore, the solid components are
assumed to be insoluble in the fluid phase.

A simple 1D simulation with only one grid cell containing the volume of the
reactor (300ml/450ml) was defined and the initialization was according to
the experimental procedure. The water saturation ranged from 55 % to 71 %.
The initial volume fraction of pyrite grains (Aspec = 780 m?/kg) was defined
as 5%. The temperature (120°C, 150°C, 165°C, and 180°C) and partial
pressure (8 bar, 15 bar, and 18 bar) was initialized based on the experiments.
Noteworthy, all laboratory experiments were conducted with a gas composi-
tion of 10% Hs and 90 % Ar, merely the absolute pressure was changed to
achieve the variance in partial pressure of hydrogen.
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During the simulation, all spatial boundaries were defined as Neumann no-
flow boundaries. This led to an implementation where no flow can occur and
the PDE system from Egs. 3.1 and 3.2 could be reduced to the following
system of ODEs:

For fluid components k = HyO, Ar, Ha, HsS:

d¢ Z Qacgsa

a=g,w

=" 3.45
dt qgco ( )
For solid components ks = FeSs, FeS:
k dO5
o ST g, (3.46)

Here, only changes in the fluid composition are caused by the geochemical
reaction represented by the source term.

3.3.3.3. Development of kinetic reaction model describing pyrite-to-pyr-
rhotite reduction

After implementing the experimental conditions in DuMu®, a mathematical
model was developed and matched with the laboratory observations. The
limited amount of experiments did not allow to build a typical kinetic rate re-
lationship, including mass action coefficients. Hence, an empirical rate model
mimicking the experimental results was developed, which, nevertheless, orig-
inated from the general formulation (Eq. 2.17):

Qm
1 =m
K

m

0
Lo = Ao AEQS%( ) $es: (3.47)

)

where gg., is the geochemical source term of component # in mol/ (m3-s), Vgeo
is the stoichiometric coefficient of the reaction, A5z is the specific surface
area of the mineral pyrite in m?/m?, k is the rate constant in mol/(m?-s), § is
representing the dimensionless mass action term of the general formulation,
and ¢5°52 corresponds to the volume fraction of pyrite.
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With respect to the simplified form of the pyrite-to-pyrrhotite reduction (Eq.
3.43), the stoichiometric coefficients ygeo can be expressed as follows:

H>O 0
Ar 0
H, -1
Veeo | H2S | = 1 (3.48)
0
FESQ -1
FeS 1

For non-participating components such as HoO and Ar the coefficient is zero.

In the experimental work of Truche et al. [150], a progressive reduction of the
reaction rate was observed. As mentioned earlier, Truche et al. [150] concluded
that beyond other influencing parameters, the hydrogen and hydrogen sulfide
concentrations are crucial parameters controlling the overall reaction. For
this purpose, the mass action term is represented by the coefficient § which
depends on the mentioned concentrations in the liquid phase (cf2 and c!l25).
Furthermore, the rate constant k depends on the thermodynamic parameters
of temperature and pressure. For the experiments, it is assumed that the
surface is completely exposed for the reaction, while in the subsurface, the
pyrite is incorporated in other minerals of the rock matrix. In order to achieve
circumstances mirroring reality, the introduction of a dimensionless scaling
factor Cscaling is commonly applied to reduce the exposed reactive surface
and simultaneously the reaction rate. Typically, this parameter is fitted to
the experimental observations on compositional rock samples, or arbitrary
values are taken [16]. Established values are in the range of 1073 to 10~ [16].
For the reproduction of the experiments, it was assumed that the surface of
the pyrite grains is fully accessible, and consequently, the scaling factor equals
one (Cscaling = 1). Overall, this yields the following kinetic reaction rate:

Ggeo = Veeo AL T2k (9, T) 6 (2, cl?®) 5% Cycating (3.49)

It is expected that due to the reaction, the pressure, hydrogen, and pyrite
concentrations decrease while the hydrogen sulfide and pyrrhotite contents
increase. However, this requires a simultaneous matching of the kinetic rate
k and the mass action term §. The matching was performed within an itera-
tive process (trial and error) in DuMu*. Due to the limited amount of data
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Figure 3.16: Trend of the developed correlation modeling the impact of (a) partial
pressure (T = 150°C) and (b) temperature (p = 80bar) on the geochemical
reaction

points, the correlation was built based on basic functions such as linear for
the pressure and exponential function for temperature. For the kinetic rate
constant, the best match was achieved as follows:

kE(p,T) =4.23-10"®p.1.010 154871050 (3.50)

The resulting trends of the pressure and temperature dependency are visible
in Figure 3.16. Due to the linear trend, with doubling the pressure, the
reaction rate is also doubled. The strongly increasing kinetic rate with higher
temperatures is visible. However, it is worth mentioning that the experimental
data are only available for discrete points within the interval 120 °C to 180 °C,
leading to uncertainties at lower temperatures. For the mass term, a rational
term was used. For the denominator (here: hydrogen sulfide concentration),
a case distinction for values tending against zero is required:

H,?2 -8 H,S -8

c 10 for ¢ <10

0 (052,0528) = 5 with: 0528 =4 g S’ H 5 _ 5 (3.51)
Cw? ¢, for e, > 10"

The result of the developed correlation for constant temperature (7' = 150 °C)
and varying initial pressure experiments is depicted in Figure 3.17A. A proper
match is visible for the low and medium-pressure experiments, and only a mi-
nor deviation in the advanced experiment is observable for the high-pressure
case. Figure 3.17B depicts the results of the matching regarding varying tem-
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Figure 3.17: Hydrogen sulfide per surface area generated by the pyrite-to-
pyrrhotite reduction determined in the laboratory [150], with the correlation of
Truche et al. [150], and the model developed in this study
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peratures. For temperatures below 165°C a good match is achieved, while
for 180 °C a deviation from the experimental observations is remarkable. Be-
sides the measurements at reference partial pressures and temperatures, two
additional measurements were selected by Truche et al. [150] for developing
the correlation. In the present study, these additional experiments were used
to validate the new model. The comparison between measured and modeled
data is depicted in Figure 3.17C.

In summary, the recently developed correlation (cf. Eq. 3.49) demonstrates
the capability to reproduce the experimental findings of Truche et al. [150]
within an acceptable accuracy. It provides a satisfactory match for measure-
ments beyond the reference conditions. Compared to the correlation devel-
oped by Truche et al. [150], the recent correlation exhibits similar quality, with
improved behavior regarding pressure dependency. Moreover, this correlation
can be implemented in time- and spatial-dependent simulations to assess the
risk of hydrogen sulfide production resulting from pyrite-to-pyrrhotite reduc-
tion. However, it is crucial to note that the modeling of the kinetic rate relies
on eight experiments conducted at high temperatures, primarily for potential
nuclear waste disposal scenarios. The exact impact of hydrogen concentration
and absolute pressure is still uncertain due to the experiments maintaining a
static hydrogen concentration of 10%. It is recommended to conduct inde-
pendent analyses involving additional experimental investigations with vary-
ing hydrogen concentrations and absolute pressures, followed by modeling to
enhance the developed correlation describing the reaction.
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3. Extension and calibration of bio-geo-reactive transport model

3.4. Benchmark study for the simulation of UHS operations

Benchmarking is a crucial method for comparing implementations in differ-
ent tools, such as simulators, by analyzing predefined inputs and comparing
their outcomes. This study presents an extension of a recently developed
benchmark study for UHS scenarios [70]. The focus was on incorporating
geochemical reactions and comparing their impact on the UHS operation.
This section corresponds to a large extent to the work published in Hogeweg
et al. [70] and Hogeweg et al. [75].

3.4.1. Benchmark scenario description

While the original benchmark scenario primarily addressed variations in in-
jection fluid composition (low and high hydrogen content), this study extends
the investigation to explore the effects of both geochemical and biochemical
reactions on UHS operations. Four cases were defined to achieve this, each
varying in the presence of reactions (see Figure 3.18).

3.4.1.1. Field characteristics/static model

A corner-point grid based on a semi-artificial geological structure was used
for the spatial discretization of the simulation (cf. Figure 3.19). Overall, it
consists of 44652 (61 x 61 x 12) grid cells with a dimension of 50 m x 50 m
(x- and y-direction) and a varying thickness. The petrophysical properties
(porosity and permeability) were distributed heterogeneously, and the perme-
ability was additionally defined as anisotropic. The average porosity is 15 %,
and the mean horizontal permeability is 143 mD (k, ~ 3mD), which can be
observed in some sandstone formations in Northern Germany (permeability
distribution based on a modified poro-perm-correlation).

3.4.1.2. Initialization

The system was initialized with a pressure of pawc = 81.6bar at the gas-
water-contact at a depth of 1210m. A transition zone was established by
the capillary pressure (Brooks-Corey [18] parameter A = 2.0, p. = 0.1bar)
separating the gas and water zone. The initial gas composition in the gas
zone was defined as natural gas (see Table 3.9) [47]. Due to the vaporization
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Figure 3.18: Simulation cases varying in presence of bio- and geochemical reac-
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Figure 3.19: General overview of the geological structure (here: ky)
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3. Extension and calibration of bio-geo-reactive transport model

Table 3.9: Relevant fluid compositions in molar percent

Component Initial Injection
Methane (CHy) 87.61 78.85
Ethane (CyHg) 0.12 0.65
Pseudo comp. (Cs;) 0.06 0.05
Hydrogen (Hs) 0.00 10.00
Carbon dioxide (CO3) 2.52 2.27
Nitrogen (Na) 9.09 8.18
Sum 100.00 100.00

of water in the gaseous phase, there is a minor concentration of HoO in the
gas phase. The liquid phase additionally contained sulfate (0.03375 %) and,
depending on the case, microorganisms (methanogenic archaea and sulfate-
reducing bacteria). The initial mineral concentration of pyrite was defined
homogeneously as 1 % (total volume fraction), whereby it typically varies from
not detectable up to a few percentages for sandstones [5, 119]. The isothermal
temperature was set to 80°C, different from the initial study (60°C), as
geochemical reactions are not expected at lower temperatures.

3.4.1.3. Operation schedule

In the present study, the schedule comprises two sections: 1) Conversion
from natural gas storage into UHS and 2) Regular storage operation. In
both sections, the injection/production occurs along a single well located in
the center of the structure. The injected gas compositions remain constant
(see Table 3.9). With respect to the step-wise development of UHS, a low
hydrogen concentration of 10 % may be interesting in first field projects (e.g.
Underground Sun Storage [124] and HySTORAGE [141]). The first section,
the conversion cycle, is characterized by a bottom-hole-pressure controlled
injection, which is incrementally increased from 90 bar to 102 bar (step size:
4 bar) to increase the reservoir pressure and raise the hydrogen content in the
storage. In total, four cycles consisting of 60 days with one month of idle
time between each cycle were simulated. After the conversion cycles, regular
storage cycles are conducted. The regular operation consists of alternating
injection and production with a constant rate of ¢ = 293.13mol/s = 6 -
10°Sm?/d. The duration of the injection is identical to the withdrawal (90
days) to equalize the cumulative volumes. Like the conversion cycles, the
regular storage cycles are separated by idle times.
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3.4. Benchmark study for the simulation of UHS operations

3.4.2. Results and discussion

In general, four simulation cases were conducted, varying in the presence of
bio- and geochemical reactions. Figure 3.20 illustrates relevant field param-
eters of the simulations. In the initial cycles, pressure-controlled injection is
notably evident, characterized by varying rates and progressively decreasing
behavior. After the conversion cycles, the regular operation with constant
rates becomes visible. All cases exhibit identical behavior in this phase, and
no differences are observed regarding the operation rate. During the conver-
sion cycles, a step-wise increase in pressure from 81.6 bar to 93 bar is observed
and attributed to the injection of the natural gas-hydrogen blend to establish
an initial hydrogen cushion within the storage. The subsequent storage cycles
feature alternating pressure with an amplitude of approximately 2 bar. While
the pressure trend is nearly identical for all cases during the conversion period,
initial differences emerge during the storage operation phase. A progressive
pressure drop over time is observed for cases considering biochemical reac-
tions, while geochemical reactions appear to have a negligible impact on the
average reservoir pressure. The pressure drop caused by biochemical reactions
arises from the consumption of 5 and 6 moles of substrate and the discharge
of 3 and 5 moles of products, respectively.
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Figure 3.20: Field rate and average reservoir pressure in dependency of time

During UHS, the composition of the gas produced is essential. Significant
variations and contamination by specific components, such as hydrogen sul-
fide, are unfavorable. Figure 3.21 displays the corresponding mole fractions
of relevant gases (Ha, COq9, and HsS) during the four production cycles. The
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Figure 3.21: Gas composition in the gas stream during the four withdrawal phases
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3.4. Benchmark study for the simulation of UHS operations

impact of the general mixing but also the impact of potential bio- and geo-
chemical reactions is observable.

Generally, it is reasonable that the share of hydrogen in the production stream
(see Figure 3.21A) is close to the injection concentration at the beginning of
each cycle. This fraction decreases with time as the gas is recovered from
more distant regions, which is more likely to be mixed with the initial gas.
Overall, this mixing can be counted as a loss of hydrogen and is, therefore,
mainly responsible for the efficiency of UHS. Contrary to chemical reactions,
this hydrogen loss can be partially compensated during the final depletion of
the storage and can be assumed to be temporary. Regarding cases considering
chemical reactions, the drop in the hydrogen fraction in the withdrawal stream
is more significant, indicating additional losses. For the particular growth
conditions, the influence of methanation and sulfate reduction seems to be
stronger than the pyrite-to-pyrrhotite reduction.

Further conclusions can be obtained from evaluating additional major relevant
components such as carbon dioxide (cf. Figure 3.21B). In cases where carbon
dioxide acts as a substrate for methanation, the carbon dioxide concentration
monotonously decreases within each cycle. For the remaining cases, the con-
centration drops initially but recovers thereafter. This behavior can be used
to detect the presence of microorganisms consuming carbon dioxide, while the
hydrogen fraction could be interpreted as ambiguous, as the mixing with the
initial gas could also cause the reduction.

The products of the reactions are also visible in the production stream. Due
to the initial absence of hydrogen sulfide, it can be clearly distinguished from
the injected and cushion gas. In Figure 3.21C, it is visible that with increasing
cycles, the hydrogen sulfide content in the gas stream increases. Remarkably,
for cases including the geochemical reactions, the hydrogen sulfide concen-
tration at the beginning of each cycle does not correspond to the injection
concentration; moreover, it seems that pyrite and hydrogen are progressively
converted during the idle state of the well. This can be explained by the fact
that the reaction is far from equilibrium at higher hydrogen fractions in com-
bination with low or absent hydrogen sulfide, which leads to an acceleration of
the reaction. Conversely, the presence of sulfate-reducing bacteria decreases
the reaction rate of the pyrite-to-pyrrhotite reduction over time.
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Figure 3.22: Spatial distribution of a) hydrogen mole fraction (gaseous phase)
and b) the ratio of current to initial pyrite volume fraction at the end of the fourth
storage cycle for case BioGeo (threshold: 50 % and 80 %)

The observations from the gas composition during withdrawal can also be
seen when looking at the spatial distribution of hydrogen, pyrite, and micro-
bial density of the two species. Focusing on the hydrogen fraction (cf. Figure
3.22), the highest hydrogen content remains close to the wellbore. It decreases
with growing distance until reaching the initial cushion gas. The geochemical
reaction mainly occurs around the wellbore, indicated by a ratio of the actual
to initial pyrite smaller than unity. Here, the cyclic displacement of hydrogen
sulfide leads to a repeated reaction rate acceleration. More distanced regions
are consequently more saturated with hydrogen sulfide due to the displace-
ment and generation by sulfate-reducing bacteria. This leads to conditions
close to the equilibrium of the geochemical reaction. The accumulation of
hydrogen sulfide similar to a halo around the wellbore is observable in Figure
3.23.
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Figure 3.23: Spatial distribution of hydrogen sulfide mole fraction at the end of
the fourth storage cycle for case BioGeo (threshold: 50 %)
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Figure 3.24: Hydrogen conversion rate by geochemical reaction (pyrite-to-
pyrrhotite reduction) in the entire storage formation versus time

The observations from the spatial analysis are also visible in the geochemical
conversion rate, as depicted in Figure 3.24. A step-wise increase in the reaction
rate is discernible, caused by the growing hydrogen cushion. Nevertheless, the
equilibrium of the reaction is progressively achieved, indicated by a drop in
the reaction rate. With the overall increasing hydrogen sulfide content, the
reaction decelerates globally, and it becomes less dominant with increasing
storage cycles. It is visible that the geochemical reaction occurs slower for
cases where sulfate-reducing bacteria are active, as they contribute to a higher
overall hydrogen sulfide concentration, easing the reaction.

Focusing on the activity of microorganisms (cf. Figure 3.25), it is expected
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Figure 3.25: Spatial distribution of (dimensionless) microbial density of a) sulfate-
reducing organisms and b) methanogenic microbes at the end of the fourth storage
cycle of case BioGeo (threshold: 50 %)
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Figure 3.26: Hydrogen conversion rates by the biochemical reactions versus time

that the microorganism populations follow the spatial distribution of hydro-
gen, and their population density achieves the highest number around the well-
bore, as a continuous substrate supply is ensured. This expectation is true for
methanogenic archaea, as the injection stream provides the substrates continu-
ously, and it achieves the maximum expected microbial density of n}, .. = 9265
(cf. Section 3.3.2.1). Conversely, as sulfate is only considered to be present
initially and not generated by an additional source, one of the sulfate-reducing
bacteria’s substrates becomes progressively limiting. This limitation is visible
in the near-wellbore area, where the density of sulfate-reducing bacteria is low
after some time. In the wellbore cells, the concentration is at its maximum,

as it is drying out (S, — 0), and the habitat of the microorganisms vanishes.

The start of substrate limitation for the sulfate-reducing organisms is also vis-
ible in the conversion rates as depicted in Figure 3.26. During the conversion
phase, the reaction rate increases for both species. During regular operation,
the spatial extent of the hydrogen cushion only grows slowly (mainly gas-gas
mixing by molecular diffusion), yielding only small variances in growth rate
later on. The substrate becomes progressively depleted during the last cycle
for the sulfate-consuming organisms, indicated by a substantial drop.

During the operation, the injected hydrogen is distributed in the system. Par-
tially, it will be reproduced, converted, and also remain in storage. Figure
3.27 displays this distribution for the case BioGeo, where all reactions are con-
sidered. The storage operation is clearly visible together with the step-wise
behavior in hydrogen injected and produced. As the presence of the reac-
tions is independent of the operation rates, the reactions occur continuously,
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Figure 3.27: Distribution of hydrogen in the system versus time for case BioGeo

leading to a progressive hydrogen loss. Due to the high amounts of hydro-
gen introduced during the conversion phase and the consecutive injection and
withdrawal rates being balanced, it is expected that after four storage cy-
cles, a large portion of the total injected hydrogen (a 49.4 %) remains in the
formation. Another 40.7% of the injected hydrogen is recovered during the
four production periods. The remaining part (=~ 9.9%) is a permanent loss
of hydrogen caused by chemical reactions.

The share of consumed hydrogen for each chemical reaction is depicted in
Figure 3.28. Here, the previously mentioned dominance of sulfate reduction
(6.6 %) over methanation (2.7 %) and pyrite-to-pyrrhotite reduction (0.6 %) is
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Figure 3.28: Fraction of consumed hydrogen by bio- and geochemical reactions
over the injected hydrogen amount versus time for case BioGeo
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evident. Nevertheless, the shares of sulfate reduction and pyrite-to-pyrrhotite
reduction are expected to decrease due to substrate limitation and reaching
overall equilibrium, respectively.

In addition to the field data, it is essential to consider some general simula-
tion parameters while analyzing the simulation results. A common method
for assessing the accuracy of the simulation involves determining the material
balance error for each time step. This error arises from the numerical ap-
proximation and should be sufficiently small. The discretization scheme also
influences the magnitude of the error. The F'V method is locally and globally
mass conservative and typically results in minor errors. In contrast, non-mass
conservative discretization schemes, such as the FD method, tend to exhibit
higher errors. In this study, the global material balance error (MBE) for the
hydrogen component is evaluated:

MBEw, = Ihy,, = ) Ttk — D dify;Vildt (3.52)

where MBEy, is the material balance error in mol, ), is the sum over all
grid cells, I is the inventory in mol, gg, is the source/sink term (qg, =
a2+ g + qye,) in mol/(s - m?), V; is the volume of the grid cell i in m?,

and At is the time step size in s.

The inventory Iy, ; which corresponds to amount of substance in the grid cell
i can be determined by:

IHQJ = ¢;V; Z QaCEZSa (353)

a=g,w

Figure 3.29 illustrates the material balance error for the inert case and the
scenario involving all reactions. As the hydrogen content in the storage for-
mation increases, the material balance error also grows. However, the positive
and negative errors balance over time, preventing the error from amplifying.
At any given time, the material balance error for hydrogen ([MBEy,|) remains
below 9.2 - 10~%mol, corresponding to a relative error of less than 10 - 10711,
which is deemed acceptable.
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Figure 3.29: Material balance error for the inert and reactive case versus time

In addition, the simulation run time is an essential criterion, which ranged
from 21.25hrs for the inert case to 29.27 hrs for case BioGeo, both ran on
four cores (Intel® Core™ i7-12700, 32 GB DDR4 RAM). The relatively high
simulation time was influenced by a relatively small maximum time step size,
Atmax = 0.5d, which is considered more than sufficient. However, activating
the chemical reactions appears to increase the simulation time by a factor of
approximately 1.4 compared to the base case.

3.4.3. Summary

The field-scale simulations in DuMu* show great potential for application in
UHS. The observations from the laboratory scale regarding chemical reactions
were also observed in the field-scale simulations, with a noticeable impact on
the reproduction of stored hydrogen. Approximately 10% of the hydrogen
was converted by the reactions. The gas composition during production can
serve as an indicator of reactions taking place. However, even without bio-
and geochemical reactions, the fluid composition behaves dynamically due to
progressive gas-gas mixing with cushion gas, leading to a reduced hydrogen
fraction in the withdrawn gas over time. Increasing the amount of injected
hydrogen during the conversion phase could temporarily compensate for the
varying withdrawal concentrations. Comparing the general parameters of the
simulations indicates that chemical reactions extend the simulation runtime
but have no significant impact on the material balance error.
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3.5.

Conclusions and outlook

¢ The mathematical model describing the bio-reactive transport process
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in DuMu* was extended to incorporate geochemical reactions, resulting
in a versatile model that captures both bio- and geo-reactive transport
processes during UHS.

The calibration of the DuMu* implementation involved multiple steps.
Firstly, based on 32 experiments with reference and actual storage core
samples, empirical correlations for molecular diffusion were developed
for the binary system hydrogen-methane. These correlations were suc-
cessfully implemented in DuMu*, reproducing the experimental data
with satisfying accuracy. Secondly, one biochemical reaction was cali-
brated using a batch experiment, adapting growth parameters directly
in DuMu*. Lastly, the reduction of pyrite to pyrrhotite, which produces
harmful hydrogen sulfide, was calibrated based on reactor experiments
from the literature. Due to limited data, a kinetic rate model was de-
veloped, providing satisfying accuracy in reproducing hydrogen sulfide
production.

The developed bio-geo-reactive transport model was implemented for a
benchmark scenario on a semi-artificial geological structure. Simulations
of a simplified UHS operation, including conversion and consecutive
storage cycles, revealed permanent hydrogen losses due to reactions and
temporary losses induced by gas-gas mixing with the initial and cushion
gas. Approximately 10% of the injected hydrogen was converted by
reactions, and an increasing share of cushion gas was detected in the
withdrawal stream, indicating gas-gas mixing. Indicators for specific
reactions were identified based on the composition of the production
gas, allowing for insights into potential risks.

The calibration of the model primarily relies on laboratory observations,
and while this already offers a necessary scientific foundation, the trans-
fer from laboratory to field scale remains a critical step. Real field tests
are necessary to further develop and validate the model in a realistic
subsurface environment.



Chapter 4

Extension of UHS field-scale simulation on CVFE
method to allow for the modeling of mechanical
dispersion

During the storage of hydrogen in the subsurface, the mixing with the initial
gas is a critical aspect that can result in temporary hydrogen losses during
operation. This interaction is influenced by molecular diffusion and mechan-
ical dispersion. The following chapter presents the extension of the imple-
mentation in DuMu* by the transport process of mechanical dispersion for
the two-phase n-component transport. Since the velocity field is required to
determine the contribution of mechanical dispersion, the previously used cell-
centered FV method is inadequate. Hence, the CVFE method was employed
for the simulation, leading to requirements in gridding and additional imple-
mentations. The developed workflow was subsequently applied to predict the
operational phase of the HySTORAGE field test, initiated and operated by
Uniper Energy Storage GmbH.

4.1. Extension of source code and modeling description

Several modifications in the implementation in DuMu* were required to model
the effect of mechanical dispersion: 1) Extension of advective-diffusive flow
term by mechanical dispersion for two-phase n-component transport; 2) Devel-
opment of a workflow for converting existing F'V grids to FE method capable
meshes to enable the CVFE scheme as discretization method; 3) Due to new
discretization method, a new well model in analogy to Voronoi grids needed to
be developed and implemented. Besides the requirements for the mechanical
dispersion, additional extensions were developed and implemented. An inter-
face for processing dynamic field data, including modification in the adaptive
time step manager, was established. Additionally, a new fluid system, includ-
ing new components, was developed for the simulation of the field test.
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The starting point was the implementation of the previous chapter (see Section
3.2) that was once more extended. The new structure is displayed in Figure
4.1, where packages irrelevant for this implementation are removed from the
overview. The changes in the transport model and other extensions of this
chapter can be found in the previously mentioned persistent repository [65].

4.1.1. Implementation of mechanical dispersion for a two-phase n-com-
ponent system

As introduced in Chapter 2.1.1.2, the mechanical dispersion encompasses the
compositional mixing caused by varying lengths of flow paths and velocities.
The phenomena are considered in the mathematical model in the diffusive/dis-
persive flux term, which can be expressed as follows:

JIE = —04 (Dgiﬁ,a + Dgisp,a) Vb, a=g,w (4.1)

For modeling mechanical dispersion, various approaches were developed in the
past [11, 105, 128, 130]. Here, the focus was placed merely on the dispersive
flux of dilute species in a single phase instead of the more complex multiphase
system. An outcome was a general formulation of the dispersion coefficient
governed by the velocity field:

V; U4
Ddisp = ¢ (aijkl ||U]|> (42)

where Dygjsp is the dispersion tensor in m?/s, a;jx; is the dispersivity in m, and
v is the true velocity field in m/s (v = u/®).

Consequently, the strength of the mixing is proportional to the flow velocity
[130]. For an isotropic medium, the dispersivity is a second-order tensor
containing two dispersivities ay, and ar [11], which are also called longitudinal
and transverse dispersivity, respectively. The longitudinal dispersivity acts
parallel to the flow direction, while the transversal dispersivity establishes the
contribution of the dispersion perpendicular to the main flow direction. As the
dispersivity depends mainly on the pore morphology, it is regularly assumed
to be a petrophysical property. Based on this assumption, Scheidegger [130]
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4. Extension on CVFE method to model mechanical dispersion

suggested the dispersivity of a porous media in the following form:

arp —ar

5 (0ikj1 + Gidj) (4.3)

ikl = ardijor +
where ¢ is the Kronecker delta.

Inserting Eq. 4.3 in Eq. 4.2, and considering a Cartesian coordinate system,
the dispersion coefficient can be expressed as follows [130]:

Datep = (|v||aT+” e (a aT)> (4.4)

While the previously presented models were developed for diluted species in
a single-phase system, the formulation can be extended for the multiphase
system:

Dl o = 950 (nvanaﬁ  (a, w)) (4.5)

[[va |

where the index a indicates the corresponding parameters of the phase.

In DuMu¥®, the dispersive flux of a diluted species was previously implemented
for the single phase system (cf. Eq. 4.4). Consequently, the source code of the
2pncbio model (see Section 3.1 excluding geochemical reactions) was extended
for the multiphase system as presented in Eq. 4.5 in this study.

4.1.2. Workflow of modification from non-conforming to conforming mesh

With the increasing interest in numerical simulations, various grid types were
developed within the last decades coming with their individual advantages
but also requirements. Within the field of reservoir engineering, corner-point
grids were developed in the late 1980s [121] and since then have become the
industry standard for field-scale simulations. Corner-point grids are often re-
ferred to as pillar grids due to their appearance. Each cell is parameterized
with the global coordinate triplet (i, j, and k) representing the three dimen-
sions [121]. The spatial extension of each cell is then defined by eight corners
(global or local coordinate system) setting up pillars. Each cell has six faces,
and the resulting grid counts as a structured grid due to its logical arrange-

106



4.1. Extension of source code and modeling description

ment. Overall, corner-point grids allow excellent adaptability for reproducing
the geometry of a geological formation, layering, and faults [121]. Special
issues can appear during pinch-outs (layers are vanishing) due to the logical
arrangement of cells. The corner-point grid shows its full potential for spatial
discretization methods where the unknowns are located in the center of the
cell, such as FD and FV methods. However, for schemes where the unknowns
are located on the nodes/corners (e.g. FE method), these grids are not appli-
cable as the connectivity between the nodes may not be sufficiently defined.
Grids, where nodes without connectivity to the corners of the neighboring cell
are allowed, are called non-conforming grids (cf. Figure 4.2).

hanging
node

(A) Non-conforming (B) Conforming

Figure 4.2: Non-conforming versus conforming grids

To apply FE schemes, the non-conforming grid has to be transformed into a
conforming mesh type. In the present study, a new grid was meshed based on
the geological formation and afterwards parameterized regarding petrophys-
ical properties. For the meshing of the grid, the open-source tool Gmsh [49]
was used because it possesses a large variety of grid geometries and types,
mainly focusing on the FE method. Additionally, it comes with straightfor-
ward methods for grid refinements (globally and locally) and can be handled
within DuMu* using the Dune UGGrid grid manager [129]. The shape of the
cells was set as prisms with a triangular base, allowing the main flux (hor-
izontally) to be almost perpendicular to the faces. The resulting grid is an
unstructured mesh without logical arrangement but a conforming grid fulfill-
ing the requirements that were striven for. The general workflow of gridding
was composed of five steps:

1. Export of sampled surfaces from the geological model (e.g. from SLB
Petrel), followed by reading in the coordinates of points in surface (z,
y, and z) within the script.
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4. Extension on CVFE method to model mechanical dispersion

2. Based on input resolution (rqomain) distribution of points on surface
(OpenCASCADE) with the subsequent definition of boundary by clos-
ing the outer loop.

3. Transposition of the surface by the thickness of the layer.
4. Meshing with Gmsh between the defined points (resolution sensitive).

5. Parameterize the new grid with petrophysical properties by using near-
est neighbor interpolation.

The workflow for grid generation, applied to the specific field case, was realized
in a Python script accessing the Gmsh APT and producing a grid that satisfies
the requirements of the CVFE method. Figure 4.3 presents an overview of the
relevant grids used in this study. The results successfully replicate the original
domain, and petrophysical properties are accurately transferred. Since the
initial domain has a coarser discretization than the resulting one, the former
grid pattern is identifiable on the final grid. However, diffusive and dispersive
flow processes demand a relatively fine spatial and temporal discretization
resolution to suppress contributions of numerical diffusion/dispersion. For this
specific case, a local fine grid is introduced where hydrogen is expected during
operation (wellbore region). The refinement was implemented by adjusting
the resolution radially around the wellbore in the second step of the workflow.
A triangular base plane allows a smooth transition from the wellbore region
to the rest of the domain.

4.1.3. Extension of Peaceman well model for CVFE method

Within numerical simulations on a field scale, the dimensions of the well are
inevitably smaller than the spatial discretization. This leads to the issue of
determining the representative bottom-hole pressure present at the wellbore.
Typically, two options to determine the bottom-hole pressure are commonly
applied: 1) Local grid refinement, which resembles the wellbore geometry
and its vicinity, resulting in a significant increase in computational costs; 2)
Introduction of a well model to determine the bottom-hole pressure based
on an equivalent/effective wellbore radius [114]. The second approach was
selected in this work due to its numerical simplicity and general acceptance
in reservoir simulators.
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4.1. Extension of source code and modeling description
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(A) Area of investigation (length: 500 m, width: 290 m to 340 m, and thickness: 2.4 m)
- Corner-point grid
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(B) Transformed grid geometry of the area of investigation with the developed workflow
(9500 cells)
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I0.321

0.163
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(C) Transformed grid geometry of the area of investigation including a fine grid around
the wellbore (31020 cells)

Figure 4.3: Overview of relevant grids used in the study
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4. Extension on CVFE method to model mechanical dispersion

Assuming a perfect vertical well, the flow through a horizontal permeable
layer to the well is radial and can be vertically extruded over the length of
the well (cf. Figure 4.4). Consequently, the well model is often applied for a
2D grid (top-view) and - if required - afterwards averaged over the thickness
of the well or evaluated at a particular depth.

(A) Relevant well parameters (B) Radial flow regimes to a vertical well

Figure 4.4: Schematic representation of an ideal vertical well

A general form of the radial single-phase flow to the well can be expressed as
follows [131]:
In terms of pressure drop:

qu Teff
—p= 1 4.
PBHP =P 2roKh < . (Tw ) T 5> (4.6)

In terms of flow rate:

_ 2moKh B .
q= P (ln (reﬂ) N S) (pBHP — D) (4.7)

Tw

where pgyp is the bottom-hole pressure in Pa, p is the pressure of the well
block in Pa, ¢ is the flow rate in mol/s, ¢ is the molar density in mol/m?, K
is the horizontal permeability in m?, h is the thickness of the grid block in m,
1 is the dynamic viscosity in Pa - s, reg is the effective wellbore radius in m,
7w is the wellbore radius in m, and s is the wellbore skin factor.

The determination of the effective wellbore radius depends on the spatial
discretization (see Figure 4.5). For cell-centered FV and FD methods, the
well is accounted to penetrated grid cells where the injection and production
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4.1. Extension of source code and modeling description

FV method CVFE method

- = A

Figure 4.5: Comparison of effective wellbore radius for cell-centered FV and CVFE
discretization schemes

are coupled in the source/sink term. For these types of discretization, one
popular model is the Peaceman well model [114], which can be expressed for
two-dimensional uniform Cartesian grids including an isotropic permeability
distribution as follows:

-
Toff = GT\/AQ:Q + Ay? (4.8)

where v is the Euler’s constant and Az and Ay are the grid cell lengths in m.

For anisotropic horizontal permeabilities (K, # K,y ), this term can be ex-
tended [115]:

1/2

e Y (AQTQ Vv Kyy/Km + AZ/Q V sz/Kyy)
Tef = —(—
2 (Kaw/Kyy)'* (Kyy /Koo)'

(4.9)

The horizontal permeability K in Eq. 4.6 can be determined as follows:

K = (detK)"? = \/K,, - K, (4.10)
where K is the permeability tensor.

Contrary to the cell-centered FV scheme, for the CVFE method, the un-
knowns are located on the grid nodes. This leads to the fact that the well
is likewise located on the node, which is associated with more than one ele-
ment (FE) but within one box (FV). With the assumption of an equilateral
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4. Extension on CVFE method to model mechanical dispersion

triangle shape of the cells from the top, the subcontrol volumes form an ideal
hexagon, similar to Voronoi grids. There are existing well models for these
types of grids, such as those proposed by Palagi and Aziz [108] or Aavatsmark
[1]. According to Aavatsmark [1] for isotropic Voronoi grids, the effective well-
bore radius can be calculated based on the following equation:
e
Teff = TD (4.11)

where D is the length of the diagonals in the hexagonel cells.

For anisotropic distribution of permeabilities, the formulation can be extended
as proposed by Aavatsmark [1]:

e 7 ||K~V2d|
ref = — 1~ Cl2 4.12
TS (KR (4.12)
where || - ||2 corresponds to the Euclidian norm, K is the permeability matrix

in m?, d is the length of the diagonals of the hexagonal cells (= FV box) in
m, and tr(-) denotes the trace of a matrix.

With a focus on the CVFE method, the subcontrol volumes of the box con-
taining the well are required to determine the effective wellbore radius. Conse-
quently, Eq. 4.12 can be modified for the calculation of the effective wellbore
radius of the subcontrol volume:

e HK_1/2(2 ‘Tsev) |2
2 (K 2

(4.13)

Teff, scv =

where rgc, is the length of the vector from the well origin to the outer corner
of the subcontrol volume (cf. Figure 4.6).

Typically, permeability tensors are defined as a diagonal matrix, which allows
the following simplification:

K12 = {Kw 0 ]_1/2 _ F/VKM 0 (4.14)
0 K, 0o 1//K,
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—— primary grid (FE)
——— secondary grid (FV)

< ) scv

Figure 4.6: Relevant parameters regarding the well model for the CVFE method

Due to the radial flow to the well, a simple averaging in dependency of the
connectivity angle (0scv) of Eq. 4.6 can be performed:

PBHP =p + Z escv . Gscv * Hscv
,scv — 5
scv 360 27rQSCVKSCV ° hscv : (ln (%A) + 8)

w

(4.15)

where )~ corresponds to the sum over the subcontrol volumes in the box
(FV mesh) of the perforated layer.

Assuming a homogeneous distribution of prisms with an equilateral triangu-
lar base, every connection angle is equal to 60°. Here, the equation can be
simplified and yields:

DBHP,scv = P + Z é . oy * Msev . (4.16)
scv 27TQSCVKSCV . hscv . (ln (%) + 3)

Depending on the spatial discretization, wells often penetrate more than one
cell in the z-direction. Here, common approaches are defining a reference
depth, taking the first perforated layer, or alternatively, the volumetric av-
erage to determine a representative bottom-hole pressure. The developed
implementation in DuMu* allows the latter one. The volumetric averaged
method can be expressed as follows:

1
PBHP, well = Vi : ZPBHP,SCV : ‘/;cv (417)

well sov

where Vi is the total volume of cells penetrated by the well in m® and V.,

is the volume of the individual subcontrol volumes in m3.
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4. Extension on CVFE method to model mechanical dispersion

The realization of the well models for both discretization schemes can be found
in wellmodel.hh coming with the calculation of the bottom-hole pressure and
features to operate the well (pressure- and rate-controlled).

4.1.3.1. Comparison of developed well model with Peaceman well model

After implementing both well models in DuMu*, a test case was defined to
verify the implementation and the outcome of them. The goal was to compare
the well models for both discretization methods. For this purpose, a simpli-
fied injection and production cycle on an artificial geometry was defined and
afterwards compared. The simulation domain represents a cuboid with the
dimensions of 1025m x 1025m x 20m. As a reference case, the grid was dis-
cretized in 3362 cuboid cells (41 x 41 x 2) for running simulations with the
cell-centered FV method. For testing the implementation of the well model
for the CVFE method, the grid was discretized using Gmsh [49] into 5056
cells composed of prisms with triangular base area. An overview of the grids
is depicted in Figure 4.7. The porosity was parameterized homogeneously to
20 %. In the first step, the horizontal permeabilities were defined identically
t0 200mD (k.. = 20mD), followed by the reduction of the permeability in the
y-direction (K, = 0.5- K,,) as an additional anisotropic test case. The ini-
tialization was performed based on a hydrostatic equilibrium, and the lateral
boundaries were set as Dirichlet boundaries based on the initial values. The
operation schedule was defined as 20 days of injection, 20 days of shut-in, 20

Pressure, bar

IllO 047

109.193

I108A340

Figure 4.7: Grids used to compare the well model implementations for cell-
centered FV and CVFE method (here: gas phase pressure distribution during
the injection)
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Figure 4.8: Field parameters of the well model test case

days of production, and 20 days of shut-in. The rate was selected identically
for production and injection with 5-10° Sm?’/ d. Figure 4.8 shows the relevant
field parameters of field rate and average reservoir pressure. Generally, the
pressure response of the reservoir is reasonable as the pressure increases dur-
ing injection, decreases during production, and approaches the initial pressure
during the idle phase due to set Dirichlet boundary conditions laterally. Both
discretization methods lead to almost identical results regarding the pressure
feedback of the operation. Figure 4.9 presents the results of the bottom-hole
pressure calculated with the implemented well models. It is expected that
the bottom-hole pressure is significantly higher than the average reservoir
pressure during injection, while in the case of production, the bottom-hole
pressure is lower than the average one. In the case of the anisotropic perme-

» I,——————-l ——— FVM isotr.
| I === CVFEM isotr.
? \ FVM anisotr.

-
=
o

]
: === CVFEM anisotr.

Bottom-hole pressure, bar
—
o
(5]

-
o
>

Figure 4.9: Bottom-hole pressure versus time of the well model test case
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4. Extension on CVFE method to model mechanical dispersion

ability distribution, the bottom-hole pressure is higher than in the isotropic
case, which is reasonable due to the reduced permeability in the y-direction.
Nevertheless, both well models lead to congruent results for the isotropic and
anisotropic permeability distribution. Only a minor deviation in the range
of approximately 50 mbar can be observed. Overall, this leads to a satisfying
result, implying that both well models and their implementations lead to an
equivalent outcome and can be assumed as verification.

4.1.4. Operation schedule implementation for actual field data

The operation of a UGS depends on the supply and demand of the stored
fluids, making it a dynamic process. Typically, injection and withdrawal rates
are averaged daily and can vary significantly. An example of the fluctuations
in rates in a UGS during a year is depicted in Figure 4.10.

Rate, GWh/d
o

Injection
—— Production

Gas in storage, TWh
o
2
&
N

Figure 4.10: Operation of the UGS Bierwang within the year 2022 according to
the GIE database [45].

Regarding simulation, the observed data frequency often does not align with
the simulated discrete points in time, as the time step size behaves dynami-
cally during the simulation. Typically, the time step sizes are selected adap-
tively, starting with an initial time step size, which is adjusted depending on
the convergence of the Newton iterations. With good convergence, the time
step size increases, while a high number of iterations leads to a reduction in
time step size. Figure 4.11 depicts an arbitrary dynamic rate profile contain-
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(A) Arbitrary rate profile including injection (+), withdrawal (-), and idle (0) modes
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(B) Adaptive time steps without checkpoints and no averaging of rate (number of time
steps: nat = 14; relative error: 7 = 0.132)
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(C) Adaptive time steps including setting checkpoints after a change in rate (na: = 66;
n<1-10719)
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(D) Adaptive time steps including checkpoints at a change in operation mode and change
of rate by a factor &, and averaging of rate s (nar = 34; n < 1-10719)

Figure 4.11: Overview of different possibilities of time stepping. For all cases,
adaptive time stepping is used with an initial time step size of Atj,y = 0.01 which
is doubled until reaching the maximum time step size of Atpax = 10 - Aty
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4. Extension on CVFE method to model mechanical dispersion

ing different methods of regulating the time step sizes. For the particular case,
simple adaptive time stepping, including a maximum time step size, leads to
14 time steps; however, the relative error concerning the cumulative injected
rate is significant (cf. Figure 4.11B). Forcing a congruent simulation time
with the observed time leads to a total of 66 time steps (cf. Figure 4.11C).
Thus, the increased number of time steps will lead to a substantial increase in
computation cost. To reduce these costs, one solution is averaging the rates
by calculating cumulative rates and setting checkpoints only at remarkable
changes in rate.

The cumulative rate ) within an arbitrary time interval [tg,t1] is defined as
the integral of the rate with respect to time:

Q) = / gt (4.18)

where the rate ¢ is in mol/s or Sm%/s, and the time # is in s.

Assuming a discretely observed data set with a data frequency of Atq,s and
a time-dependent rate ¢(t), the cumulative rate corresponds to:

ti,obs i
Q(ti,obs) = / Q(t)dt = Z QkAtk,obs (419)
0 k=1

Looking at an arbitrary point in time ¢ € t,ps, the cumulative rate can be
calculated as follows:

tiobs t
Q(t) ES / th + / th = Q(ti,obs) + (t — ti,obs) qi+1 with: t, <t< tz‘+1
0

tiobs

(4.20)

The effective rate for an arbitrary time step ¢ in the simulation can be deter-
mined with:

(4.21)
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4.1. Extension of source code and modeling description

In general, this formulation is mass-conservative; nevertheless, it does not
properly mimic the type of operation (injection, withdrawal, and idle). To
ensure that the operation mode is maintained, checkpoints in the simula-
tion can be introduced to force a time step to end. Potential criteria for a
checkpoint are: 1) a change in the operation mode, 2) changes in injection
concentration, and 3) a deviation (Eq. 4.22) of injection/withdrawal rate of
more than a factor 6™ (default: 0.5).

8q, = gi—1 — ai (4.22)

qi—1
To improve the numerical stability, after passing a checkpoint, the time step
size can be reduced to the initial time step size. Owverall, this leads to a
reasonable mix of relative error and number of time steps (cf. Figure 4.11D).

The implementation of the averaging of rates combined with dynamic time
step sizes depending on the operation schedule was realized in DuMu* in the
present study. The corresponding class and method can be found in sched-
ule.hh. Furthermore, an interface allowing the import of schedules (.JSON for-
mat) containing rates, pressures, and varying compositions grants a straight-
forward implementation of complex operation scenarios in DuMu*.

4.1.5. Modifications of the fluid model

For the modeling of the UHS field test, a new fluid system was developed
(h2sim_fluidsystem.hh). The fluid system consists of nine components (HzO,
CHy, CO4, Hy, Ny, CoHg, Cs, Do, and He), which are either present initially
or later introduced during the operation. The fluid system is based on the pre-
vious implementation (see Section 3.2.2) regarding thermodynamic property
modeling. This study assumed no bio- and geochemical reactions, although
the biochemical reactions can be activated for future matching procedures.
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4. Extension on CVFE method to model mechanical dispersion

4.2. Numerical simulation of UHS field test

After developing the numerical model, including the extensions of the trans-
port model and fulfilling the spatial discretization requirements, the imple-
mentations were employed to simulate the field test. Before the field test
simulation, the recent field history was matched in DuMu* to tune the model.
Subsequently, the model was applied for initial predictions regarding the field
test in HySTORAGE. This field test is conducted in a depleted gas field in
Bavaria, Germany. The target formation for the UHS field test is a small gas-
bearing horizon located above the primary storage. In three phases, different
natural gas blends with increasing hydrogen concentrations will be injected
(5%, 10 %, and 25 % Hs) and after a shut-in period withdrawn. Each sub-test
is composed of approximately 30 days of injection, 90 days of shut-in, and 30
days of production. Additionally, helium and deuterium as tracer species are
added to the gaseous phase, concluding the transport process and potential
biochemical reactions.

In this study, the first operation cycle (5% Hs) based on the previously de-
veloped model was predicted. For this purpose, a cropped section of the
geological model that partially contains the gas cap of the target formation
was applied to the developed workflow for grid transformation (see Section
4.1.2). The boundaries were defined to reproduce the remaining gas cap out-
side of the simulation domain. For the calibration, the recent history of this
formation was matched within an iterative process. Afterwards, the planned
operation schedule of the field test was implemented, and first predictions
were performed, focusing on gas-gas mixing by mechanical dispersion.

4.2.1. History match of recent field operation

The target layer is a depleted gas formation located above the main storage
formation that has remained mainly idle in recent times, and only a few field
data are available. To tune the model, the last production period and the
consecutive pressure build-up from the target formation were selected and
reproduced in DuMu*.
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4.2. Numerical simulation of UHS field test

4.2.1.1. Static model and initialization

For the history match, the simplified coarse grid depicted in Figure 4.12 was
used. The grid, composed of 9500 elements (5676 nodes), has a spatial ex-
pansion of 500m x 280m to 345m x 10m (varying depth: Az = 23m). The
petrophysical properties were obtained from the most recent history match in
SLB Eclipse provided by the storage operator. The grid was initialized ac-
cording to the hydrostatic equilibrium based on a reference pressure of 110 bar
at a reference depth of 1000 m. It is assumed that the grid is entirely in the
gas zone so that the water saturation is initially at its connate saturation.
According to the hydrostatic and thermodynamic equilibrium, the primary
variables are calculated based on the following equations:

Pw = Pref — Pgd (dref - d) (4'23)
Sy =1— Sye (4.24)
HQO
o =t (1 _ M) _Pg (4.25)
Pg PrPw

where pyer is the reference pressure in Pa, p, is the density in kg/m?, g is the
gravitational acceleration in m/ 2, dyet is the reference depth in m and d is the
depth of the element/node in m. Focusing on the definition of the chemical
components, ! represents the liquid fugacity coefficient of component « in
the aqueous phase.
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Figure 4.12: Coarse grid used for the history match with the corresponding well
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4. Extension on CVFE method to model mechanical dispersion

Table 4.1: Initial gas composition in the storage formation in molar percent

Component Initial
Methane (CHy) 95.933
Ethane (CyHg) 1.259
Pseudo comp. (Cs;) 1.223
Hydrogen (Hs) 0.000
Carbon dioxide (COz2) 0.139
Nitrogen (N2) 1.427
Helium (He) 0.019
Sum 100.000

The initial fluid composition of the gas cap is based on recent gas composi-
tion measurements of the injection and withdrawal well of the field test (cf.
Table 4.1) and distributed along the phases according to the thermodynamic
equilibrium.

4.2.1.2. Matching procedure & results

Focusing on the history match, the observed bottom-hole pressure (memory
gauge) in the operation well was matched. Consequently, the production rates
(rate-controlled implementation in DuMu*) were the input argument for the
simulation. Figure 4.13 depicts the measured pressure and the corresponding
field rates. A significant pressure drop is visible during production, which
progressively recovers after the shut-in. As the simulation domain composes

100

80
% Observed

DuMu* Neumann
DuMu* Dirichlet

Pressure, bar

60

20 —— DuMu* T-D Dirichlet
<
"E 0 100 200 300 400 500
[ 0
H 710000l W
= 0 100 200 300 400 500
[ Time, d

Figure 4.13: Operation history and the simulation results of DuMu* with varying
boundary definitions
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Figure 4.14: Definition of the boundary conditions - Blue corresponds to Neumann
(no flow) boundary and red implies Dirichlet boundaries

only a small part of the storage formation and the gas cushion’s extent exceeds
these limits, the remaining gas cap was considered in the boundary conditions.
The first simulation runs with typical boundary conditions showed insufficient
matches (cf. Figure 4.13): Selecting a no-flow Neumann boundary at all sides
leads to a significant pressure drop not fitting the observed data. The gas cap
is limited to the domain size for this boundary type. In contrast, defining con-
stant Dirichlet boundaries at lateral bounds results in the opposite. Assuming
that the initial values at these boundaries persist during the entire simula-
tion time induces an instant pressure recovery after shutting in the well. A
time-dependent Dirichlet boundary was introduced to dynamically model the
appending gas cap’s size. For this purpose, a tank representing the exterior
gas cap is located around the southwest part of the formation, containing a
constant volume but variable pressure influenced by the flux over the bound-
ary (cf. Figure 4.14). The primary values at the corresponding boundaries
were defined according to the initialization method but with varying reference
pressure Py in dependency on time (cf. Eq. 4.23).

To determine the variable pressure, the gas cap was modeled. Here, a simple
material balance for the gas cap can be established:

1
I§o = Ige — QF, (4.26)
where 1, tG—E} and I} are the inventories in the gas cap in mol of the current

and the previous time step, respectively. Q% is the cumulative flux over the
Dirichlet boundaries within a time step in mol.
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4. Extension on CVFE method to model mechanical dispersion

The inventory of the gas cap can be determined by the real gas law:

¢

chVGC
IL, = G >~ 4.27
where pgc corresponds to the reference pressure in the gas cap in Pa, Vgo is
the constant gas cap volume in m3, R is the universal gas constant in J/(mol -
K), Tgc is the isothermal temperature in K, and Zf, is the compressibility
factor of the gas cap.

Assuming a neglectable material balance error, the cumulative flux over the
boundaries within a time step is approximated by calculating the following
material balance:

Qb, = _II=> I =3 "gViAt (4.28)

7 7

where ¢; is the source/sink term (e.g. well) in mol/(m? - s) in the grid cell 4,
V; is the volume of element i, and At is the time step size in s.

Consequently, the new reference pressure of the gas cap can be determined
in an iterative process due to the pressure dependency of the compressibility
factor: Zggl (pg(}):

t+1 t+1
t+1 _ lge RTeoZge

= 4.29
GC VGC ( )

Furthermore, to match the progressive pressure build-up during the shut-in
period, an additional term similar to an aquifer model was introduced in Eq.
4.26:

Ige = Igo - Qr,, + D(Pac — Pstan) At (4.30)

where D is a damping factor in mol/(Pa-s) and pstap, is the stabilized pressure
in Pa, which corresponds to the initial reference pressure used during the
initialization.

Consequently, the reference pressure acts as a variable input argument for
the initialization method, realizing a time-dependent pressure at the lateral
boundary. Concerning the matching, varying the gas cap volume was used to
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10 Observed

—— DuMu*

Pressure, bar
i
o
o

©
=3

80

<
T 0 100 200 300 400 500
n 0

g 710000l M_

3 0 100 200 300 400 500
[ Time, d

Figure 4.15: History match of the recent operation of the target formation in-
cluding the observed and best match with DuMu*

control the short-term pressure increase, while modifications of the damping
factor tuned the long-term pressure behavior.

The final result of the match was achieved as depicted in Figure 4.15. For
the best match, an initial reference pressure and stabilized pressure of pir‘éift =
Pstab = 110 bar at a depth of 1000 m was defined. The volume of the appended
gas cap was set to Vgo = 4-10° Sm® and the damping factor for the long-term
pressure built-up showed satisfying results for D = 1-10~%mol/(Pa-s). After
passing the matching process, the simulation was extended until the start
point of the hydrogen injection phase to obtain the corresponding reference

pressure (at the end of history match: p*d = 97.37 bar).

ref T

An additional simulation run on the finer grid, which was later used for the
prediction, was performed to confirm congruent results during the history
match.

4.2.2. Prediction of UHS field test

After passing the history match, the first operation phase of the field test was
modeled. Focusing on the effect of mechanical dispersion, three simulation
runs were performed where the dispersivities varied from Om to 1000m to
observe the impact on the mixing.
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4. Extension on CVFE method to model mechanical dispersion

4.2.2.1. Static model and initialization

The used simulation domain has the exact spatial dimensions of the history
match, but the grid resolution (cf. Figure 4.16) was increased. The domain
comprises 31060 cells and 17 543 nodes, including the grid refinement around
the well. The petrophysical properties were selected in analogy to the history
match, and the initialization was performed identically to the history match
as well. Since the prediction starts immediately after the history match, the
reference pressure was set to the final reference pressure of the history match.
This step is durable, as it is assumed that the spatial domain is entirely in
the gas cap and no injection with varying gas compositions occurred within
the recent history (e.g. injection of dry gas could dry out cells around the
wellbore).

ol-1

I0.321

0.163

IO.OO4

Figure 4.16: Simulation domain used for the prediction with the well

4.2.2.2. QOperation schedule

The UHS field test consists of three phases with progressively increasing hy-
drogen concentrations (5% to 25 % Hjy) with additional tracer species (deu-
terium (D3) and helium (He)). In this study, only the first phase of opera-
tion was predicted. The schedule comprises three weeks of injection (ginj =
1500 Smg/ hr) followed by a shut-in period. After an idle period of 90 days,
the stored gas is withdrawn at a rate of g¢pr, = 1500 Sm?’/hr. While the in-
jection is limited to 8 hrs per day of operation due to the hydrogen supply
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4.2. Numerical simulation of UHS field test

by trucks, production can be conducted continuously. Additionally, the op-
eration is stopped for two days every week. Table 4.2 depicts the injection
gas composition. The hydrogen and tracers are blended with natural gas and
injected into the formation through a single-well configuration.

Table 4.2: Injection fluid compositions during the first phase in molar percent

Component 1% week 274 week 34 week
Methane (CHy) 93.553 93.800 93.800
Ethane (C,Hy) 0.088 0.093 1.119
Pseudo comp. (Csy) 0.095 0.096 0.096
Hydrogen (Hs) 5.000 5.000 5.000
Carbon dioxide (CO3) 0.063 0.063 0.063
Nitrogen (Na2) 0.695 0.697 0.697
Helium (He) 0.505 0.255 0.255
Deuterium (D) 1.19-107* 1.19-107% 1.19-1073

4.2.2.3. Results & Discussion

Figure 4.17 illustrates the planned operation rates of the first phase and the
simulated bottom-hole pressure of the operation well. As the rate is averaged
per day, the injection rate (planned for only 8hrs per day) corresponds to
one-third of the production, where the entire day is produced. Additionally,
this averaging leads to the staircase behavior during production, as the first
and last day of each week are planned to operate 16 hrs instead of 24 hrs. The
operation can be clearly identified regarding the bottom-hole pressure, and
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Figure 4.17: Fieldrate and bottom-hole pressure versus time of the prediction
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4. Extension on CVFE method to model mechanical dispersion

the progressively increasing pressure of the gas cap approaching the initial
reservoir pressure can be seen.

Concerning UHS, achieving a high recovery of the stored hydrogen in com-
bination with a stable gas composition is favorable. The gas composition is
influenced by the gas-gas mixing with the initial gas. A sensitivity analysis
of the dispersivities was conducted to investigate the impact of mechanical
dispersion on the spatial distribution of hydrogen inside the formation. The
base case considers no dispersivity (a = 0), although the effect of numerical
dispersion may be present. Additionally, two cases with dispersivities of 1)
ar, = 100m and 2) ay, = 1000 m were defined. While on the laboratory scale,
dispersivities between 0.2 cm to 5 cm were observed [28, 96], the field-scale dis-
persivities are expected to be orders of magnitudes higher due to large scale
heterogeneities [64]. The transverse dispersivity was set to ar = 1/20-ay, for
all simulations, although its impact is expected to be low due to the radial
flow regime.

t =104 days
cH e

9
I0.050 IO.OSO

0.025 0.025

IO.OOO IO.OOO

(A) Without dispersion (B) With dispersion (a. = 1000 m)

t =104 days

Figure 4.18: Spatial distribution of hydrogen (mole-fraction in the gaseous phase)
recently before the withdrawal period

Figure 4.18 illustrates the hydrogen concentration in the formation. As ex-
pected, the highest concentration is observed within the vicinity of the well.
However, only minor differences between the presented cases become visible.
The divergence between the two cases becomes more obvious, illustrating the
absolute difference between the cases (cf. Figure 4.19). The difference is low
directly around the well, where the concentrations are close to the injection
composition, and far away in the untouched region without hydrogen, where
the fluid composition is not affected by the operation. Comparatively more
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Figure 4.19: Difference of spatial distribution of hydrogen (mole-fraction in
the gaseous phase) between the simulations without and with dispersion (a. =
1000 m) recently before the withdrawal period

pronounced differences can be observed in the mixing zone. The positive delta
around the wellbore indicates that the hydrogen remains closer to the wellbore
without dispersion, while the negative implies that the hydrogen penetrates
further into the formation with dispersion. This behavior is expected since
mechanical dispersion promotes gas-gas mixing.

The varying strength of mixing is also visible in the withdrawal stream com-
position. Figure 4.20 and 4.21 presents the concentration of hydrogen and
helium during the withdrawal phase. The production composition reflects the
previous observations but not spatially; instead, it depends on time. In the be-
ginning, fluid from the vicinity of the well is produced, which later originates
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Figure 4.20: Hydrogen mole-fraction in the gas stream during the withdrawal
phase
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Figure 4.21: Helium mole-fraction in the gas stream during the withdrawal phase

further away from the well. Hence, the fluid composition progressively ap-
proaches the initial fluid composition in the formation. Increased dispersivity
strengthens the mixing, characterized by lower concentrations in the begin-
ning and higher ones later in comparison to lower dispersivities. However,
the dispersivity of a;, = 100 m is similar to the base case, while a significant
difference can be observed for the high dispersivity case. The short-term in-
crease in helium fraction in the early withdrawal time is remarkable, caused
by the higher helium concentration in the first week of injection. However,
this effect is only visible for low dispersivities as the more substantial mixing
smooths the concentrations.

The mixing strength caused by mechanical dispersion is mainly influenced by
the dispersivity and the flow velocity. Figure 4.22 depicts the magnitude of
the gas dispersion coefficient (Dgisp = a - u) versus distance from the well
(radially averaged) during injection and production. Generally, it is logical
that the flow velocity far away from the well reduces while the flow velocities
increase approaching the well. However, the flow velocity seems surprisingly
low directly at the well, although it should be at the maximum at this specific
point. This artifact emerges from the diverging flow at the well node. In
this node, the flow occurs radially so that the magnitude theoretically is zero.
Due to geometrical and petrophysical differences in the actual domain, the
gas flow dominates in one direction, yielding a velocity magnitude larger than
unity. Consequently, in the current implementation, this mixing is not deter-
mined correctly and could be adjusted by correcting the flow velocity with
an additional contribution or increasing the dispersivity to promote mixing
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Figure 4.22: Dispersion coefficients versus distance from well during the injection
and production phase

in the neighboring cells. Figure 4.22 also indicates the differences between
typical values of molecular diffusion (= 1-10~7 m?/s) and the dispersion coef-
ficients with a magnitude of ~ 1 - 10° higher, concluding that the gas mixing
is dominated by mechanical dispersion near the well.

The varying strength of mixing with the initial gas also impacts hydrogen
recovery. Figure 4.23 depicts the cumulative produced to injected hydrogen
ratio, which can be considered recovery. Hence, recoveries of unity would im-
ply that the injected hydrogen is entirely recovered, while lower values indicate
partial reproduction. In this study, a relatively high hydrogen recovery with
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Figure 4.23: Ratio of hydrogen recovered (injected/produced) during the with-
drawal phase
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4. Extension on CVFE method to model mechanical dispersion

Table 4.3: Overview of hydrogen distributed in the system after the first field test
phase

. Without disp. ar, = 100 ar, = 1000
Case & Unit Sm?® % Sm?® % Sm?® %
Produced Hy 7661.69 98.23 7637.16 97.91 7371.94 94.51
Stored Hsy 138.31 1.77 162.16 2.09 428.06 5.49

Injected Hs 7800.00 100.00  7800.00 100.00 7800.00 100.00

more than 90 % is observed resulting from a higher cumulative production
than injection volume (Qinj = 156 000 Sm? and Qproa = 468000 Sm3). Nev-
ertheless, the impact of the gas mixing can also be observed in the recovery,
where hydrogen recovery decreases with a larger mixing affinity. Table 4.3
gives an overview of the stored and produced hydrogen amounts at the end
of the first phase. Once more, the negative impact of gas mixing on the hy-
drogen recovery becomes visible. While neglecting the process of mechanical
dispersion, only approximately 1.72 % of the injected hydrogen remains in the
reservoir. Cases including mechanical dispersion achieve up to 5.46 %. How-
ever, this mixing should not be considered as a permanent loss of hydrogen;
moreover, with overall increasing hydrogen content in the storage, the effect
of gas mixing decreases. Consequently, it can be expected that the gas-gas
mixing with the initial gas is remarkable, particularly in the beginning, but
will become less important with increasing storage cycles.

4.3. Conclusions and outlook

e The existing transport model in DuMu* was successfully extended by
mechanical dispersion for the multiphase n-component transport process
to model the gas-gas mixing expected during UHS. Due to the required
determination, this implementation was only achieved for the CVFE
discretization scheme.

e Focusing on the CVFE method, a workflow for developing appropriate
simulation grids based on actual geological models has been established.
The workflow requires the geological horizons, and petrophysical prop-
erties can be transferred. The resulting grid comes as a .gmsh file,
which can be imported into DuMu* using the UGGrid manager. Addi-
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tionally, the commonly applied Peaceman well model to determine the
bottom-hole pressure was developed for the CVFE method in analogy
to existing models for Voronoi grids. The subsequent implementation in
DuMu* showed congruent results during the direct comparison between
the cell-centered FV and CVFE methods.

The developed workflow was used to investigate a UHS field test. The
simulations show that the injected hydrogen mixes with the initial gas.
The base case, where the process of mechanical dispersion is neglected,
showed that after the withdrawal (three times the injected volume)
1.72 % of the injected hydrogen remained in the storage formation. As
expected, the mixing is promoted with higher dispersivities and reduces
the hydrogen recovery. For a dispersivity of 1000 m, only 94.54 % of the
hydrogen was recovered in this study.

Weaknesses of the implementation were observed for the flow velocities
directly at the well, where the flow directions balance due to the radial
flow. Consequently, an extension involving the high velocities at the
well node is recommended.

After the end of the first production phase of the field test, the sim-
ulated and observed hydrogen concentrations should be compared to
investigate the effect of gas-gas mixing during UHS more accurately.
The actual dispersivity can be estimated in a matching procedure based
on the observed fluid concentrations in the withdrawal stream. If the
field test implies biochemical reactions, the existing implementation can
be used to reproduce the potential hydrogen loss.
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Chapter 5

Coupling of microbial growth to the salt component
for modeling of Underground Bio Methanation

While microbial reactions are generally unfavorable during UHS, Underground
Bio Methanation aims to selectively utilize methanogenic microorganisms that
consume carbon dioxide and hydrogen and produce methane and water. Con-
sequently, the concept combines storage with a conversion process. It offers
advantages such as existing infrastructures for natural gas and increased stor-
age capacities due to better compressibilities and energy densities when com-
pared to hydrogen [110]. However, the methanation process leads to reduced
efficiency within a range of 49 % to 79 % [149] due to additional reactions.

The microbial activity of methanogenic archaea is considered one of the crucial
factors for an Underground Bio Methanation Reactor (UMR), alongside good
UGS properties. As described in Chapter 2.1.2, microbial growth is impacted
by various factors, such as pH value, temperature, and salinity. This means
that only a specific part of the storage formations can be used for this appli-
cation since some do not have the optimal environmental conditions, and the
microbial metabolism may be significantly or entirely inhibited. For instance,
high salinities (>150g/1) pose a challenge for UMR. However, an injection of
freshwater could be suitable for initiating microbial activity by locally reduc-
ing salinity and creating a reactor volume. Furthermore, the water produced
by metabolism could continuously increase the reactor volume over the years,
increasing its throughput. Molecular diffusion of the salt component opposes
this positive process, leading to increased salt concentration in the reactor
due to the concentration difference. In this chapter, the behavior of this stim-
ulation method and its efficiency through numerical simulations are studied.
In the first step, the microbial growth was coupled to the salt component, fol-
lowed by simulation runs, including a sensitivity analysis on a semi-artificial
model.

The present simulations were part of the research project UMAS [101], funded
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5. Coupling of microbial growth to salt component for modeling UMR

by the German Federal Ministry of Economics and Technology. Excerpts from
this research were published during the EAGE GET Conference 2022 [69].

5.1. Extension of microbial growth in dependency of the
salinity

To model the impact of a freshwater injection initiating the process of UMR,
the previously used simulation model of bio-reactive transport (see Section
3.1) was extended by the salt component on what the microbial growth de-
pends on. This impact can be modeled differently: 1) Considering the in-
hibition within the Monod term [111] or 2) impacting the maximal growth
rate. The latter showed better results in mimicking the behavior described in
the literature for methanogenic microorganisms, as growth can be completely
inhibited at high salt concentrations. Including the salt-dependent maximum
growth, the double Monod model results as follows:

growth ( salt rowth [ salt ng cCOz
e ) =y () () ) 6

o, + v’ aco, + Cu

where ¢8""*h is the growth rate in 1/s, Y87V is the maximal growth rate

max
in 1/s, and ¢2!* is the mole fraction of salt in the liquid phase.

The characteristic growth parameters depend strongly on the species and can
vary significantly. Due to simplicity and insufficient data, sodium chloride
was assumed to be the sole salt component during the simulation and, there-
fore, represents the salinity parameter. In the present study, the halotolerant
species "Methanocalculus halotolerans” was selected, and the growth rate as
a function of salt was incorporated into the model based on the initial de-
scription [106]. Figure 5.1 depicts the corresponding data points. The highest
maximum growth rate can be observed at salt concentrations of 50 g/1, while
the growth is completely inhibited at concentrations above 140 g/1. To obtain
a continuous characterization, these data points were matched by a best-fit of
polynomial (second degree) and afterwards implemented into the source code
of the simulator.

PErovth ((NaCl) — 11781072 (N2 4 2.949 - 107* (N*) + 1.204 - 1077
(5.2)
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Figure 5.1: Maximum growth rate of "Methanocalculus halotolerans” in depen-
dency of sodium chloride concentration according to Ollivier et al. [106]

To prevent a negative rate (e.g., at a salt concentration above 140g/1), the
following case distinction was defined:

pgot = {w pe-y (53)

0 ify <0
Overall, the best-fitted function posses the highest maximum growth rate at
a salt concentration of 40 g/l (&o¥th = 1.388 - 107°/s), from where it drops
with increasing and decreasing salt content. Further parameters were taken
from the literature and recent project results. The yield was calculated to
achieve conversion rates from experimental results determining the hydrogen
consumption. In batch experiments, conversion rates of 7.92mol/(d - Sm?®)
were observed [101]. This rate is expected at the highest growth found within
the exponential phase where the substrate is present to its full extent. As-
suming a constant salt concentration, the growth term can be reduced to the
maximum growth:

th th o 5O th
TOW TOwW w w TOW
wg = wlgnax ' ( ) ( COg) = ¢§nax (54)

H
oq + Cw2 a2 + Cw

=1 =1

For the corresponding batch experiments, the porosity equals unity and the
assumption that sufficient space for growth is available (S, — 1). So, the
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yield can be estimated by the following formulation:

grf)wth
Y — ’VK/ . m(]d.;( . nIIlHX (55)
where 7, corresponds to the stoichiometric factor, ¢ is the conversion rate
(7.92mol/(d - Sm®)), n™** is the maximum microbial density in 1/m3. The
maximum microbial density depends on the equilibrium point between growth
and decay (cf. Eq. 3.41). The input parameters, including their origin and
the resulting yield, are listed in Table 5.1.

Table 5.1: Microbial growth parameters

Parameter Symbol Value Unit  Reference
H,-half velocity constant OH, 3.6-1077 - (138]
COo-half velocity constant  aco,  1.98-107° - [138]
Initial number of microbes n* 3-108 1/m? [101]
Decay factor gpdecay 0.1 1/d [138]
Yield factor! Y 5.2-10%  1/mol [101]

5.2. Definition of simulation scenarios and sensitivity study

A simulation study was defined to assess the potential of a freshwater in-
jection to stimulate microbial processes. Particular focus was placed on the
sensitivities of microbial activity and injected water volume. In this study,
the operation of the UMR was done along a single well configuration. For this
investigation, a rotation-symmetric simulation grid consisting of conforming
rectangular elements with the size of 2.5m x 1m and a dimension of 400 m
x 20m was used. The petrophysical properties were orientated on an actual
storage formation. The spatial domain, including the well placement and per-
forated section, is depicted in Figure 5.2. The porosity was defined as 20 %
and the permeability was defined in horizontal and vertical directions (ky =
100mD and k, = 1 mD) with a homogeneous distribution. As the discretiza-
tion scheme, the CVFE method was used.

The initialization of the model was based on hydrostatic equilibrium with an

initial reservoir pressure of 86 bar in the upper grid cells. In the beginning,
the gas saturation was 50 %, which corresponds to the connate water satura-
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5.2. Definition of simulation scenarios and sensitivity study

tion. The initial fluid is composed of HoO, CH4 and NaCl (290¢/1). Besides
the extension of the simulation model by the salt component, an additional
methane component (CHY©) was incorporated into the fluid system to track
the recent biogenic gas.

In general, all boundaries except for the well were defined as a no-flow Neu-
mann boundary, mimicking a closed system. The operation of the UMR was
restricted by an upper and lower operation pressure. Typically, the upper
pressure is limited by the cap rock’s capillary threshold pressure and the for-
mation’s fracture pressure. In the present study, the upper-pressure limit of
100 bar should never be exceeded to maintain the integrity of the system. To
ensure that these values are never surpassed, the injection and withdrawal
were set to pressure-controlled. Additionally, the operation sequence covers
injection, production, and idle times. Shut-in periods have the intention of
improving the conversion process by giving the microorganisms time to con-
sume the present substrates. In the beginning, the freshwater injection was

(A) Extruded part of the rotation-symmetric domain

0 5 10 15 20

o

100

(B) Spatial discretization and operation well (ll perforated grid cells)

Figure 5.2: Overview of the rotation symmetric grid
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performed to reduce the salinity locally. The duration is six months, followed
by the regular storage cycles. One storage cycle is composed of five months of
injection, two months idle, and five months of production. While the injection
pressure was defined as 98 bar, the bottom-hole pressure during production
was set to 93 bar. The injection gas contains 76% Hs, 19% CO,, 2.5% CHy
and 2.5% H30. The source/sink from the well was realized as a Neumann
boundary condition, which is incorporated as follows:

e Pressure-controlled injection:

Ko k.
Qi’ilj = / CiKnj (Kzgw (pw - pinj) + JKng (pg - pinj)> dA
ATN Hw Hg
(5.6)

e Pressure-controlled production:

K K kTUI K kr
Qprod = / Cy Kgc@w (pw - pprod) + Cq g Kzgg (pg - pprod) dA
ATN Hw Hg
(5.7)

where ¢" is the operation rate of component » in mol/s, A'™~ is the well con-
nection area (Neumann boundary) in m?, Cinj is the injection concentration, o
is the molar phase density in mol/m?, and Pinj/prod 18 the operation pressure
(BHP) in Pa.

To identify the sensitivity of the volume of freshwater and the microbial ac-
tivity on the conversion rate, four cases were defined (see Figure 5.3). In the
present study, the amount of injected freshwater was controlled by the injec-
tion pressure within the first six months, with respect to not exceeding the
fracture pressure in the near wellbore region. Generally, the injected water
volume increases with higher injection pressures, leading to a higher reactive
region. Furthermore, two microbial activity strengths were assessed due to
its high uncertainty level. The higher activity was determined based on lab-
oratory experiments, which should represent ideal growth conditions, while
the lower activity was defined as ten times weaker than the measured one
(Yoase 11 = 10 - Yeage 1, 111, 1V)-
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Figure 5.3: Definition of simulation cases with respect to the sensitivity of injected
water volume and strength of microorganisms’ activity

Case |

Simulation cases

5.3. Results of sensitivity study

In total, four simulation cases varying in bottom-hole pressure during water
injection and microbial activity were performed. In the following, the results
of the simulations are presented and analyzed. Firstly, the freshwater injection
period is investigated. Figure 5.4 presents the salt concentration after the
freshwater injection period of six months.

Case | - 98 bar

0 40 80 120 160

Salinity, g/I
0 72 145 218 290
[ ]

Figure 5.4: Salinity after the freshwater injection period of six months for both
water injection pressures. The black contours represent an isoline at a salt con-
centration of cNa¢! = 145g/I.
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It is evident that the injection of freshwater leads to a local decrease in salinity
in the near-wellbore region. This low-saline region penetrates the formation
approximately 50 m to 60 m and has a relatively sharp interface with the initial
salt concentration. In general, the higher injection pressure leads to a larger
affected region, which is expected due to varying injected water volumes. With
an injection pressure of 95 bar (Case III) a volume of 16 500 Sm? is injected,
while a 3 bar higher bottom-hole pressure (Cases I, II, and IV) increases the
water volume by 33 % (Viy); = 22000 Sm?). Remarkable is that the significant
part of the formation remains at the initial salt concentration of 290 g/1.

Microbial density, 3108 1/m3
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N |
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120 160

Salinity, g//
145 218 290
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Figure 5.5: Spatial distribution of the microbes and its common trend with the
salinity

In the next step, the impact of the salinity on microbial growth is evaluated.
Figure 5.5 presents the salinity and the microbial density after the first gas
injection cycle. It is visible that both parameters have the same spatial trend,
which means that microbial activity is favored by the injection of freshwater.
However, the most vital activity can be observed at the interface between
the low-saline region and the initial reservoir brine. This can be explained
by the salinity versus growth function (cf. Figure 5.1) where the maximum
growth happens at a concentration of approximately 50 g/1. Consequently, the
conversion rates are maximal at these salt concentrations, allowing a higher
microbial density.

Regarding the average reservoir pressure (see Figure 5.6), different effects

can be observed. As expected, a water injection leads to a pressure increase,
while in the last case, with the absence of water injection, the pressure remains
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Figure 5.6: Average reservoir pressure versus time

constant at the beginning, which implies a stable initialization. Focusing on
consecutive gas injections, a fast pressure increase is observed during the first
injection cycle. For the last case with absent water injection, this increase
behaves faster. Injecting more liquid components into the storage leads to
decreased gas mobility, so the injection rate (pressure-controlled) decreases
compared to the last case, also visible in Figure 5.7. Within one regular
storage cycle, the pressure amplitude is approximately 4.5 bar, which almost
represents the difference between production and injection pressures. A pres-
sure drop, especially during idle times, is apparent with increasing microbial
activity. This drop is caused by converting hydrogen and carbon dioxide to
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Figure 5.7: Field rate versus time
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Figure 5.8: Conversion rate of CHE™ versus time

methane and water. Regarding field rates, the trend corresponds to a pressure-
controlled operation. Each injection/withdrawal episode begins with a high
rate, which is reduced drastically until it achieves a constant value. Because
all boundaries - except for the well - are defined as no-flow-Neumann bound-
aries, the rate tends to zero at the end of a cycle.

Regarding the UMR, maximizing the conversion from hydrogen and carbon
dioxide into methane is favorable, meaning, ideally, that the injected fluid is
entirely converted. The overall conversion rate becomes essential and is de-
picted in Figure 5.8 for the performed simulations. It is visible that in the best
case, temporary up to 0.33mol/s of methane are produced by the microor-
ganisms. As aligned with previous observations, the conversion rate increases
with higher microbial activity and larger freshwater volumes. Nevertheless,
it is also evident that this conversion rate is influenced by the storage oper-
ation. In times of injection, the substrate supply is sufficient to maintain a
higher rate. For the production, gas mixed with the initial gas flows progres-
sively to the well, decreasing the overall reaction rate. For the simulation case
with lower microbial activity, this phenomenon seems weaker as less hydro-
gen is consumed, leading to almost no limitation of substrate supply. A minor
conversion can be observed for the last case (Case IV), where no freshwater
injection occurred. This is caused by injecting a wet gas containing minor
fractions of HoO, reducing the salinity locally.

The production rate of CHY and especially its development over time are a
key of interest from an economic point of view. High methane, low hydrogen,
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and low carbon dioxide concentrations indicate an effective reactor. In terms
of CHE*°-production (cf. Figure 5.9), a contrary behavior to the conversion
rates can be observed. Except for the first cycle, the highest production
concentrations are achieved at the beginning of the production period. During
this time, the methane that was converted in the reactor during the idle phase
is produced. However, due to the high pressure-controlled production rates,
more hydrogen is increasingly produced. As the difference between bottom-
hole and storage pressure decreases, the production rate decreases and at the
same time, more substrates can again be converted on the flow pathway to the
well. This leads to a higher methane concentration in the production stream
where the fraction fluctuates between 5% to 10%. With increasing storage
cycles, the proportion of recent methane decreases, which can be explained
by an increasing proportion of cushion gas inflow into the reactor.

To assess the overall reactivity of the UMR and its behavior over time, the
parameter of reactive volume is introduced:

,(/)growth ( NaCl)
‘/reactlve / Sw¢maxgwdv (58)
max

where Vieactive 15 the reactive volume in m2, V is the volume of the domain

in m3, S, is the water saturation, ¢ is the porosity, 18oVth (cNaCl) is local

maximum growth rate in dependency of the salinity 1/s, and zbrgrf;’)‘f th s the
local maximum of the growth rate function in 1/s.
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Figure 5.10: Reactive volume in dependency of time

Figure 5.10 represents the reactive volume during the water injection and the
first eight consecutive storage cycles. In the beginning, no reactive volume can
be observed due to the unfavorable conditions. The injection of freshwater
leads to an increase in reactive volume, whereby the strength depends on
the injected volume. Here, the highest and identical values are observed for
Cases I and II, followed by Case III, which has medium levels. No significant
reactive volume can be noted in the absence of freshwater injection. Because
the microorganisms discharge molecular water during their metabolism, the
reactive volume can be improved with stronger microbial growth and later
storage cycles. Therefore, the reactive volume increases with good microbial
activity, while the case with a high yield factor leads to decreased reactivity.
This phenomenon is also visible in the trend of the simulation data. For Cases
I and III, the additional water leads to better reactivity, while with a weak
conversion rate, the effectiveness of the reactor decreases over time.

The microorganisms consume the injected hydrogen with time and thereby
change the hydrogen content in the storage formation. Ideally, the hydrogen is
converted entirely. Figure 5.11 represents the share of consumed hydrogen of
the cumulative injected hydrogen. After eight storage cycles, the proportion
of hydrogen consumed settles at around 35% in the best case. This result
shows that the majority of the injected hydrogen is not converted as a result
of the small reactor size, limited conversion rate, and the mixing with the
cushion gas where no conversion can occur.
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5.4. Conclusions and outlook

In conclusion, the simulations showed that, in principle, a significant part of
hydrogen can be converted into methane. The freshwater injection initiated
and stimulated microbial growth, establishing a reactor whose size is con-
trolled by the volume of injected freshwater. Furthermore, only within this
low-saline region the microorganisms’ population grew, whereas the remain-
ing part of the formation did not contribute - even with sufficient support of
substrates - to the conversion process at all. The conversion rate was sensi-
tively impacted by the microbial growth parameters (here: yield factor Y),
where reactive volume increased in ideal cases due to the discharged molecular
water. The progressive mixing with the initial cushion gas led to a temporary
decrease in the production of recent methane. Although a remarkable frac-
tion of the substrates has been consumed, this study did not observe a full
conversion. Various methods can lead to an improved result where the UMR
can achieve higher throughput:

o Instead of using a single well configuration for injection and production
of the fluids, a combination of two wells [68] allows the continuous injec-
tion and production with the conversion along the flow path from one
to the other well. In general, the system is less dynamic, leading to a
more consistent production gas composition.
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e To achieve a full conversion in a comparatively short period of time,
reduction of the substrate concentrations and/or of overall rates can
allow the reproduction of higher contents of converted methane, enabling
a more stable withdrawal gas composition.

o Changes in the schedule regarding the pressure-controlled injection could
also improve the single well configuration. Here, a step-wise increase/de-
crease within a period can maintain less dynamic rates, thereby improv-
ing conversion. If the conventional storage cycles (injection in summer
and production in winter) are to be preserved, an extension of the idle
phase is hard to incorporate.

The implementation of the bio-reactive transport process with dependency
on the salt component in the open-source simulator shows good results where
the expectations are fulfilled. The dependency of microbial growth mimics
the observation in the literature. However, further investigations should be
performed to cover this process more reliably. Here, the microbial growth
parameters face the highest uncertainty, which have to be evaluated for every
geological formation independently to obtain reliable input data. Further,
the effects of the recently introduced gases, such as geochemical reactions
and dissolution of minerals, may influence the process. The dissolution of
evaporite minerals may increase the salinity over time due to its solubility
in the aqueous phase and, consequently, harmfully impact the success of the
potential UMR.
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Chapter 6

Conclusions

The thesis is composed of three parts: The development, implementation,
and calibration of the bio-geo-reactive transport model during UHS in porous
media, the extension of the implementation for the modeling of mechanical
dispersion to predict a field test operation, and the application of the devel-
oped model to assess the stimulation of a UMR by freshwater injection. An
extensive conclusion can be found at the end of each chapter respectively. In
the following, the main conclusions are summarized:

e The storage of hydrogen in the porous subsurface has some significant
differences compared to the conventional storage of natural gas. Be-
sides hydrodynamic phenomena such as viscous fingering and density
override, the gas-gas mixing of injected and initial gas due to molecular
diffusion and mechanical dispersion becomes crucial and significantly
impacts the storage efficiency. Not only the well positions need to be
selected more carefully, but the high injection rates lead to a strong
mixing and temporarily reduce hydrogen recovery. Additionally, per-
manent hydrogen losses by bio- and geochemical reactions are expected.
Hydrogenotrophic microorganisms potentially consume significant parts
of the stored hydrogen and simultaneously lead to contamination of the
stored gas. Similar outcomes can result from geochemical reactions pro-
ducing harmful products like hydrogen sulfide. However, until today,
only a few experiments have been conducted to investigate these re-
actions on a field scale, and the prediction of the processes was only
covered partially by numerical simulations.

o Addressing these unique reactions, an existing mathematical model de-
scribing the bio-reactive transport process was extended by the potential
geochemical reaction of pyrite-to-pyrrhotite reduction. The developed
model was implemented in the open-source simulator DuMu* and cali-
brated based on laboratory investigations. To improve the modeling of
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molecular diffusion, recent experiments for the binary system hydrogen-
methane at typical gas storage conditions were used to build correlations
in dependency of thermodynamic conditions and petrophysical prop-
erties. Subsequently, the developed correlations were implemented in
DuMu* where the experimental observations could be reproduced. Fo-
cusing on the chemical reactions, the biochemical and geochemical re-
actions were calibrated based on reproducing reactor experiments. The
microbial growth parameters in DuMu* were calibrated by matching re-
sults of a batch reactor experiment with methanogenic archaea and were
thereafter transferred for field-scale purposes. The geochemical model-
ing comprised the development of a kinetic reaction model in DuMu*.
It allows the reproduction of the hydrogen sulfide generation during the
reactor experiments of Truche et al. [150], where pyrite was exposed to
a hydrogen atmosphere at high temperatures and pressure. Likewise,
after calibration, the model was employed on a recently developed UHS
benchmark scenario to assess the impact on the operation and the hy-
drogen recovery. For this specific scenario, up to 10 % of the injected
hydrogen was permanently lost due to reactions. Additionally, indica-
tors for the presence of the different reactions could be identified in the
concentration trends during withdrawal.

To improve the understanding of gas-gas mixing by mechanical disper-
sion, the implementation in DuMu* was modified by enlarging this pro-
cess upon the multiphase systems. This extension required the CVFE
scheme, coming with the global velocity field, instead of the previously
used cell-centered FV method. This modification led to the develop-
ment of a workflow from typical geological models to a simulation mesh
suitable for FE methods. Additionally, the development and implemen-
tation of a corresponding well model and an interface for importing and
processing actual field data were realized in DuMu*. The developed
model was employed to predict an ongoing UHS field test. To model
this field test, a cropped geological structure, only partially contain-
ing the gas cap of the target formation, was applied for the developed
workflow, and the behavior of the pressure during the recent opera-
tion was successfully matched by modeling the appending gas cap in
a history match. Regarding the field test, a sensitivity study on the
dispersivity was performed where, with increasing value, the mixing be-
came stronger, leading to a reduced hydrogen recovery at the end of the
withdrawal phase.



¢ The bio-reactive transport model in DuMu* showed furthermore its po-
tential for the modeling of the concept of UMR. The implementation
of microbial growth was extended on the dependency of salt. The ex-
tended model was afterwards used to assess the potential of a freshwater
injection to stimulate microbial growth by reducing the salinity locally
to enable metabolism. A sensitivity study on the injected water volume
and the strength of metabolisms was conducted on an artificial simula-
tion domain to investigate the potential of such a process. Although a
significant amount of hydrogen was converted (up to 27 %), the striven
for complete conversion was not observed.

e In conclusion, the developed implementation in DuMu* provides an
open-source tool for modeling UHS-specific scenarios, including chemi-
cal reactions (code is available as Gitlab [67] and persistent repository
[65]). Moreover, the extension allows to predict the operation of UHS,
and also laboratory investigations such as reactor experiments can be
reproduced in DuMu*. The model possesses improved predictability
compared to previous implementations due to its more applicable fluid
system and the calibration of hydrogen-specific processes by experimen-
tal observations. Nevertheless, the empirical data from the laboratory
and its transfer to the field scale still need to be validated by matching
field test data.
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